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Abstract

This thesis proposes a phase-angle tracking method, i.e., based on discrete Fourier transform for synchronization of three-phase and single-phase power-electronic converters under distorted and variable-frequency conditions. The proposed methods are designed based on fixed sampling rate and, thus, they can simply be employed for control applications. For three-phase applications, first, analytical analysis are presented to determine the errors associated with the phasor estimation using standard full-cycle discrete Fourier transform in a variable-frequency environment. Then, a robust phase-angle estimation technique is proposed, which is based on a combination of estimated positive and negative sequences, tracked frequency, and two proposed compensation coefficients. The proposed method has one cycle transient response and is immune to harmonics, noises, voltage imbalances, and grid frequency variations. An effective approximation technique is proposed to simplify the computation of the compensation coefficients. The effectiveness of the proposed method is verified through a comprehensive set of simulations in Matlab software. Simulation results show the robust and accurate performance of the proposed method in various abnormal operating conditions. For single-phase applications, an accurate phasor-estimation method is proposed to track the phase-angle of fundamental frequency component of voltage or current signals. This method can be used in three-phase applications as well. The proposed method is based on a fixed sampling frequency and, thus, it can simply be integrated in control applications of the grid-connected converters. Full-cycle discrete Fourier transform (DFT) is adopted as a base for phasor estimation. Two procedures are taken to effectively reduce the phasor estimation error using DFT during off-nominal frequency operation. First, adaptive window length (AWL) is applied to match the window-length of the DFT with respect to the input signal frequency. As AWL can partially reduce the error if sampling rate is not high, phasor compensation is employed to compensate the remaining error in the estimated phasor. Both procedures require system frequency, thus, an effective frequency-estimation technique is proposed to obtain fast and accurate performance. The proposed method has one cycle transient response and is immune to harmonics, noises, and grid frequency variations. The effectiveness of the proposed method is verified through a comprehensive set of simulations in Matlab and hardware implementation test using real-time digital signal processor data acquisition system.

Keywords: Digital synchronization of power-electronic converters, Discrete Fourier transform (DFT), phasor-estimation, phase-locked loop (PLL).
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Chapter 1

Introduction

In this chapter, first, an introduction is presented regarding the control systems of the power-electronic converters that are employed in electronically-coupled distributed energy resources (EC-DERs). Then, the importance of the dq-frame-based controller for the EC-DERs and its need for a robust and accurate phase-angle-tracking system are described. Thereafter, the available methods for phase-angle tracking purposes and their specifications are thoroughly discussed along with the literature survey. Then, the research objectives are defined such that to introduce a new phase-angle-tracking method with superior performance and fast time response for three-phase and single phase applications. Finally, the thesis contributions and outline are presented.

1.1 Control of Power Electronic Converters

In today’s power systems, distributed energy resources (DERs) are scattered throughout a power system to generate and sometimes absorb electric energy. DERs typically range from 15kW to 10MW and include renewable power generation (e.g., wind and solar), energy storage systems (ESSs), fuel cells, low-head hydro generation, etc. Moving from the conventional power generation in large power plants to the new types of energy resources and specially the renewable energy, power electronic converters play an important role to facilitate DERs inte-
Chapter 1. Introduction

integration into the grid. This is due to the two major reasons as follows: First, to convert the dc power produced by dc sources (e.g., solar, battery, and fuel cells) to the ac power to be fed to the electrical customer or to the grid; second, to obtain more controllability on the output power and voltage.

The half-bridge voltage source converter (see Figure 1.1) is the fundamental topology which is used to introduce the voltage source converter (VSC) operation. This converter consists of two bulk capacitors \( C_+ \) and \( C_- \) to split the input voltage into half and to provide the neutral connection. The output voltage equals to \( V_i/2 \) or \(-V_i/2\) by turning on the \( S_+ \) and \( S_- \), respectively. This converter can generate a sinusoidal output voltage at the fundamental frequency as described in [1]. If the sinusoidal pulse width modulation (SPWM) technique is employed, low frequency harmonics will not be generated and by using appropriate filters such as low-pass LC filters at the output of this converter, high frequency components of the voltage waveform can be filtered out. Thus, the resultant voltage that is seen by the load becomes very close to the fundamental component. Full-bridge converter (see Figure 1.2) is a variation of the half-bridge converter. It will provide doubled output voltage magnitude and is recommended for higher power applications in the single-phase configuration. The concept of the half-bridge converter can also be extended to three phase applications as can be seen in Figure 1.3.
Half-bridge or full-bridge converters can be controlled by voltage- or current-mode-control schemes. These schemes can be used depending on the application since each one has its own strengths and weaknesses. Figures 1.4 and 1.5 show a typical voltage-mode and current-mode controlled electronically coupled DERs (EC-DERs), respectively.
In voltage mode control, the structure of the controller would be simpler. This is because of the fact that the active and reactive powers are decoupled as discussed earlier, and thus, they can be controlled by the phase-angle and the magnitude of the EC-DER terminal voltage,
1.1. Control of Power Electronic Converters

respectively. This can be done by two separate simple controllers. On the other hand, the current-mode control approach can also be employed to perform the aforementioned control functions. Although a more complex control system is needed in this case, the current mode control approach provides some advantages over the voltage-mode control, i.e., the protection of the EC-DER against over-loading conditions and the superior dynamic performance. Therefore, the current-mode control is a very popular approach in high power applications.

In the current-mode control technique, the converter’s AC side parameters are converted to direct and quadrature (dq) stationary frame with an abc-to-dq transformation function as following:

\[
\begin{bmatrix}
    f_d \\
    f_q
\end{bmatrix} = \begin{bmatrix}
    \cos(\rho) & \cos(\rho - 2\pi/3) & \cos(\rho - 4\pi/3) \\
    \sin(\rho) & \sin(\rho - 2\pi/3) & \sin(\rho - 4\pi/3)
\end{bmatrix}
\begin{bmatrix}
    f_a \\
    f_b \\
    f_c
\end{bmatrix}
\]  

(1.1)

where \(f_d\) is the direct- and \(f_q\) is the quadrature-axis component. This procedure converts the AC parameters of the grid to their equivalent dq-frame DC parameters. Consequently, the controller design and implementation become considerably easier. This characteristic has made the dq-frame transformation very popular in various power system applications [2].

The dq transformation is a function of the phase-angle; thus, a sinusoidal voltage phase-angle tracking system is required to perform the dq-transformation. Traditionally, a phase-locked loop (PLL) is employed for this purpose in the structure of the EC-DER control systems as it is shown in Figure 1.5. The accuracy of this phase-angle tracker directly affects the performance of the controller, thereby, that of the EC-DER. More importantly, in the presence of other possible imperfections in the voltage signal(s) of the host network, e.g., harmonic distortions and noise, the performance of the EC-DER will further deteriorate.
1.2 Phase-Angle Tracking Techniques

As discussed in the former section, accurate phase-angle tracking is required in control systems of power-electronic converters [3]. In particular, under unbalanced and highly distorted grid conditions, the control performance of the grid-connected voltage-sourced converters depends on the robustness and accuracy of the estimated phase angle. This is because of the fact that these conditions adversely affect the PLL performance whose output directly affects the controller and converter performance. A faithful phase-angle-tracking method must rapidly and accurately obtain the phase angle of the voltage/current signal(s) at the point of connection [4], [5].

Phase-angle-tracking methods proposed for power-electronic converters can be broadly categorized into “closed-loop” and “open-loop” methods [6]. In closed-loop methods, phase-angle of the grid voltage/current is adaptively estimated through a loop mechanism. This loop is aimed at locking the estimated value of the phase-angle to its actual value. The concept of PLLs has traditionally been adopted for the purpose of control and operation of power electronic converters [4], [7]–[9]. In open-loop methods, however, the estimation of the phase-angle is directly performed through some sort of filtering techniques. The main filtering approaches include discrete Fourier transform (DFT) [10], [11], weighted least-squares estimation [12], Kalman filtering [10], [16], and space-vector-based methods [17].

A PLL is generally a closed-loop control system that consists of two major parts: (i) phase detection and (ii) loop filter. In three-phase power systems, the phase detection module is normally implemented using the abc-to-dq transformation to obtain two orthogonal components of the three-phase input signals. Figure 1.6 represents such a PLL. In this figure, the abc-dq block (i.e., d: direct, and q: quadrature) indicates the phase-detection and the loop filter consists of the compensator, saturation, and voltage-controlled oscillator (VCO) blocks. The loop filter adjusts the rotational speed of the dq-frame (ω) so that the $V_q$ (i.e., quadrature voltage component) becomes zero. Then the phase-angle of the three-phase input signals ($\rho$) is determined by the VCO, which is a resettable integrator. The output range of this integrator is $2\pi$
(e.g., $-\pi$ to $\pi$).

![Figure 1.6: Structure of a conventional PLL](image)

The performance of this PLL is evaluated in Matlab Simulink through an unbalanced magnitude three-phase input voltages ($0.2\angle 0^\circ, 1\angle -120^\circ, 1\angle -240^\circ$). Figure 1.7 shows the three-phase input voltages to the PLL and the direct and quadrature voltage components after the dq-frame transformation. As shown in this figure, a sinusoidal component with doubled grid

![Figure 1.7: Performance of the conventional dq-frame-based PLL during unbalanced magnitude three-phase input voltages](image)
frequency appears after the dq-frame transformation, in both of the $V_d$ and $V_q$. Thus, it generates an error in the estimated phase angle because $V_q$ is used as the input for the loop filter. The actual and estimated phase-angles, and the error in the estimated phase-angle are shown in Figure 1.8.

Figure 1.8: Performance of the conventional dq-frame-based PLL during unbalanced magnitude three-phase input voltages

For the single-phase applications, there is only one sinusoidal signal as the input. Therefore, the phase-detection structure is modified to generate the orthogonal component of the input signal by different methods such as using the Park-PLL structure or creating a $90^\circ$ delay, etc. [13], [14], [15]. However, the time response and/or the accuracy of the PLL would be adversely affected during this process. Figure 1.9 represents a typical scheme for the single-phase PLLs.
The loop filter determines the dynamics of the control system. Therefore, the bandwidth of the filter is a trade-off between the filtering performance and the response time. For example, the bandwidth of the controller can be tuned in such a way that the harmonics and noise are eliminated at the cost of a slower response time [4], [18]. Moreover, three-phase PLLs cannot accurately track the phase-angle under unbalanced conditions. Although decoupling of the positive- and negative-sequence components have been proposed to deal with this issue [19]-[21], the proposed solutions do not address the large overshoot associated with the phase-angle error upon the clearance of the grid fault; further, they still affect the transient response time of the control loop.

DFT-based techniques are suitable for highly distorted conditions where good filtering characteristics are required [10]; they, however, fail to cope with frequency variations. Two solutions can be considered for this issue as follows: (i) adjustment of the sampling rate to match the grid frequency and (ii) adapting of the DFT observation window length to match the grid period. The first solution has been widely used in protection applications. However, variable sampling rate is not desired in the control system of power-electronic converters since it can significantly complicate the controller implementation. Moreover, not every system allows operating at a variable sampling frequency [11]. On the other hand, adaptive observation window length is appropriate for special applications where a large and fast frequency variation is experienced [22]. For phase-angle tracking where the frequency deviation is small, large sampling rates and high processing powers are required to obtain accurate results by the adaptive
observation window length technique.

Several phasor estimation algorithms have been proposed in literature for synchrophasor applications to achieve higher accuracy under distorted, variable-frequency, and low-frequency oscillatory conditions [23]. Most of these techniques utilize more than one-cycle observation window length and require considerably more computation as compared to full-cycle DFT to achieve higher performance. This makes them less appropriate for the phase-angle tracking in power-electronic converters.

1.3 Research Objectives

The main objective of the proposed method is to replace the widely used closed-looped PLLs in power-electronic converters with a new open-loop phasor-based phase-angle-tracking technique such that it provides better performance and an easier implementation. The proposed method should be immune to harmonics, noises, voltage imbalances, and grid frequency variations; in addition, its transient response time should be limited to about one cycle (of the nominal system frequency), and it does not require any parameter tuning as compared to PLL-based synchronization methods [4], [7]-[8], [21]. The proposed algorithm should either work for both single-phase and three-phase applications or two separate algorithms should be devised.

1.4 Contributions

In this thesis, two different approaches are proposed for three- and single-phase applications. The proposed single-phase method can be simply extended for the three-phase applications while the proposed three-phase method is only applicable for three-phase applications. In the proposed three-phase phase-angle-tracking method, the positive-sequence phase-angle needs to be tracked for the VSC control-system applications. Therefore, a method is developed specifically for this purpose. Thus, less implementation complexity and processing power is acquired
in comparison with that of when three separate single-phase PLL units are used.

In the proposed three-phase positive-sequence phase-angle-tracking algorithm, first, the error in positive-sequence phasor estimated by full-cycle-DFT is calculated analytically. Then, the accurate positive-sequence phasor is derived based on the two proposed compensation coefficients. To further reduce the required processing power, an approximation is proposed to calculate the compensation coefficients by using Taylor series expansion around the nominal grid frequency. The aforementioned compensation coefficients are functions of the grid frequency. Therefore, a robust frequency estimation method is also adopted and adjusted for the purpose of the proposed method as part of the proposed method to accurately track the grid frequency even during the possible abnormal grid conditions.

In Chapter 4, the single-phase configuration is proposed. In this chapter, it is analytically presented that the error in the estimated phasor due to the off-nominal frequency operation is more than that of the three-phase configuration. Accordingly, in addition to the phasor-compensation, the adaptive-window length (AWL) technique is also suggested for single-phase applications. It is noted that still fixed sampling rate is being utilized; however, by implementing AWL technique, the calculated accurate phasor becomes completely immune to off-nominal frequency operation, even beyond the standard limits. Nevertheless, AWL adversely affects the performance of the frequency estimation method proposed for the three-phase applications. Hence, a new technique is proposed for the frequency estimation in single-phase applications. This technique provides very accurate frequency tracking with rapid time response. Moreover, it is immune to possible abnormal grid incidents. Later in this chapter, the proposed method is simulated in Matlab and its performance is evaluated through extensive study cases. Then, the hardware implementation of the proposed method is done in a digital signal processor (DSP) and tested with an arbitrary signal generator, designed for this purpose.
1.5 Thesis Outline

The present thesis consists of five chapters. In the first chapter, an introduction is given to the conducted research work. Also its contributions to the phase-angle-tracking methods used in the EC-DER controllers are presented. In the second chapter, the phasor-estimation technique based on the full-cycle DFT is elaborated. The impact of frequency variation on the DFT-based phasor estimation and how to cope with them are briefly explained.

In Chapter 3, a new method is proposed for positive-sequence phase-angle tracking of the three-phase voltage/current signals. First, the error in the estimated positive-sequence phasor by full-cycle DFT is calculated. Then, this error is compensated using two compensation coefficients to obtain the accurate phasor. The compensation coefficients are functions of the grid frequency; therefore, a robust zero-crossing-based frequency-estimation method is also adopted and adjusted for this purpose. Comprehensive simulation study is conducted using Matlab to evaluate the performance of the proposed method for almost all of the possible grid abnormal conditions. The comparison results with the state-of-the-art counterparts are also included.

In Chapter 4, a phase-angle tracking method is developed for the single-phase applications, which can be easily extended for the use in three-phase applications. To effectively reduce the error in the estimated phasor, it is proposed to use AWL along with the phasor compensation to gain the advantages of both and mitigate the weaknesses of both approaches. The AWL and phasor compensation are based on the estimated grid frequency. Similar to three phase applications, a zero-crossing-based frequency-estimation technique is adopted for this purpose. It is demonstrated that the output of the pre-filtering stage of the frequency-estimation technique faces undesired transient as DFT window length changes due to the frequency variation. An enhancement is proposed to effectively eliminate this issue. Extensive simulation studies are conducted to evaluate the performance of the proposed method during the worst grid conditions and in compliance with the standards (IEEE Std C37.118.1-2011, IEC 61000-3-6). Finally, the simulation studies are confirmed through the hardware implementation of the proposed method.
1.6 Summary

In the current chapter, an introduction to the EC-DERs and their control systems was presented. Then, the importance of the phase-angle-tracking within the context of EC-DER’s control system was discussed. A comprehensive literature survey was presented to cover all of the state-of-the-art phase-angle-tracking methods, clarifying the advantages and disadvantages of the different available methods and structures. Then, two research objectives including the development of a robust and accurate phase-angle-tracking method for three-phase and single-phase applications were presented. The research objectives were considered to improve the accuracy and performance of the available methods and to simplify the implementation of the algorithm. Thereafter, the research contributions were discussed, and the thesis structure was explained.
Chapter 2

Phasor Estimation

2.1 Introduction

This chapter introduces the conventional phasor estimation technique used in power system protection and monitoring area. First, the concept of phasor is defined. Then, the windowing is introduced to picture the time-variant signal analysis in the power systems using phasor estimation techniques. The DFT phasor estimation technique is discussed in detail, and the effect of frequency variation on the estimated phasor by DFT is evaluated. Finally, possible solutions are considered to effectively mitigate or remove the error in the estimated phasor by DFT, caused by the frequency variation.

2.2 Phasor

The process of extraction of signal parameter (amplitude and phase angle) with respect to power system frequency is referred to as phasor estimation [35]. Any sinusoidal signal $x(t)$ can be represented by its phasor form $X=A\angle\theta$. A phasor contains the information about the signal amplitude($A$) and phase angle($\theta$). For example, consider the following signal:

$$x(t) = A \cos(\omega t + \theta) \quad (2.1)$$
Equation 2.1 can be rewritten as

\[ x(t) = A \Re(e^{j(\omega t + \theta)}) \] (2.2)

where \( \Re(.) \) represents the real component of a complex number, and

\[ X = Ae^{j\theta} = A \angle \theta. \] (2.3)

The phasor for the signal in (2.1) can be represented by (2.3) provided that the signal amplitude \( A \), phase angle \( \theta \) and angular frequency \( \omega \) are time invariant. Use of phasor is advantageous as it converts differential equations to algebraic equations. For example, in case of a series RL circuit supplied by a sinusoidal source, the differential equation can be expressed in time domain as

\[ v(t) = Ri(t) + L \frac{di(t)}{dt} = V_m \cos(\omega t) \] (2.4)

where \( v(t) \) is the voltage signal in the time domain, \( R \) is the resistance and \( L \) is the inductance of the circuit, \( i(t) \) is the current signal in the time domain, and the \( V_m \) is the magnitude of the sinusoidal voltage signal. If we are only interested in steady-state response of the system, the differential equation can be converted into an algebraic equation by applying phasor definition to (2.4). In this case, circuit variables can be calculated simply based on other variables.

\[ V = RI + j\omega LI \quad \text{or} \quad I = \frac{V}{R + j\omega L} \quad \text{or} \quad Z = R + j\omega L = \frac{V}{I} \] (2.5)

where, \( V \) is the voltage phasor equals to \( V_m \angle \theta_v \), \( I \) is the current phasor equals to \( I_m \angle \theta_i \), and \( Z \) is the circuit impedance. Before discussing DFT-based phasor-estimation, it is very important to understand the concept of 'windowing' described in the next section.

### 2.2.1 Windowing

As discussed earlier, for defining the phasor, it has been assumed that the signal is time invariant. However, in a practical power system, it is not possible to have constant signal parameters.
Therefore, the phasor estimation is done only for a short span of time which is often termed as phasor estimation for a window (refer Figure 2.1).

This short span is generally a power system cycle which is equal to 16.67 ms for a 60 Hz system. It is assumed that during this period, the signal parameters, i.e., magnitude (A), phase (θ) and angular frequency (ω) are constant. The data window is continuously updated with new samples, thereby discarding the previous samples. Thus, phasor estimation is carried out with every new sample in order to estimate a more accurate phasor. However, the accuracy of phasors depend upon the accuracy of samples. In the event of any disturbance or fault, these samples undergo a transition stage which includes samples from both pre-fault and post-fault instances as shown in Figure 2.1 by the windows with dashed lines. Therefore, in the event of any fault, there is always a transition time equal to the size of phasor estimation window when the estimated phasor value is not accurate.
2.3 Discrete Fourier Transform (DFT) Algorithm

In practice, power system signals, i.e., measured voltages and currents are often corrupted with harmonics and noise. In order to accurately estimate the fundamental phasor, it is necessary to get rid of these extra components contaminating the fundamental signal and extract only the fundamental frequency component. Various methods have been proposed in literature for estimating the phasors. However, discrete Fourier transform (DFT) is the most well-known and applied technique in the area of power system protection and monitoring. The following section describes the details of phasor estimation based on DFT.

As mentioned in the latter paragraph, DFT is the most commonly and widely used technique when it comes to protection relays environment. Extraction of a particular frequency component is done using Fourier transform. However, in relay environment, sampled data at discrete time steps is available for processing; therefore, the Fourier-transform calculation is also done in discrete environment and is termed as Discrete Fourier Transform or DFT. Before defining DFT, let us first understand Discrete-Time Fourier Transform (DTFT).

Equation (2.6) shows the mathematical representation of Fourier transform for a sampled data signal.

\[ X(j\omega) = \sum_{n=-\infty}^{+\infty} x[n]e^{-j\omega n} \]  

(2.6)

where, \(\omega\) is \(2\pi f/f_s\). Generally, a window of sampled data as discussed in the beginning of this chapter is taken to perform Fourier analysis. Therefore, a truncated version of the above equation is used for practical purposes. The truncated DTFT is given by (2.7).

\[ X_N(j\omega) = \sum_{n=0}^{N-1} x[n]e^{-j\omega n} \]  

(2.7)

This truncation is equivalent to multiplying by a rectangular window of data length \(N\) which results in broadening of spectral peaks and spectral leakage, i.e., the presence of side lobes.

Let us now define a full-cycle (1-cycle) DFT where the window length is selected as \(N = \)
$f_i/f_n$ and the frequency of interest is $f_n$. In power system protection, DFT is essentially the same as DTFT, evaluated at the nominal frequency.

$$X = \frac{2}{N} \sum_{n=0}^{N-1} x[n] e^{-j2\pi \frac{fn}{N}}$$

(2.8)

Knowing $N = f_s/f_n$

$$X = \frac{2}{N} \sum_{n=0}^{N-1} x[n] e^{-j2\pi \frac{fn}{N}} = \frac{2}{N} \sum_{n=0}^{N-1} x[n] e^{-j2\pi \frac{n}{N}}$$

(2.9)

For a pure sinusoidal signal such as $x(t) = A \cos(2\pi f_n t + \theta)$

$$x[n] = x\left(\frac{n}{f_s}\right) = A \cos(2\pi \frac{n}{N} + \theta)$$

(2.10)

Equating $x[n]$ into (2.9), one can get (2.11)

$$X = \frac{2}{N} \sum_{n=0}^{N-1} A \cos(2\pi \frac{n}{N} + \theta)e^{-j2\pi \frac{n}{N}}$$

(2.11)

Using Euler’s identity, (2.11) can be rewritten as (2.12).

$$X = \frac{1}{N} \sum_{n=0}^{N-1} A \left(e^{j(2\pi \frac{n}{N}+\theta)} + e^{-j(2\pi \frac{n}{N}+\theta)}\right)e^{-j2\pi \frac{n}{N}}$$

(2.12)

Simplifying (2.12) results into (2.13) which can further be simplified into (2.14).

$$X = \frac{1}{N} \sum_{n=0}^{N-1} A \left(e^{j\theta} + e^{-j(4\pi \frac{n}{N}+\theta)}\right)$$

(2.13)

$$X = Ae^{j\theta} + \frac{Ae^{-j\theta}}{N} \sum_{n=0}^{N-1} e^{-j4\pi \frac{n}{N}}$$

(2.14)

Assuming $r = e^{-j4\pi \frac{n}{N}}$ of a Geometric progression (GP) series, the sum of a finite GP series is given by (2.15).

$$\sum_{n=0}^{N-1} r^n = 1 + r + r^2 + \cdots + r^{N-1} = \frac{1 - r^N}{1 - r}$$

(2.15)
Simplifying (2.14) using (2.15), we obtain
\[
\sum_{n=0}^{N-1} e^{-j4\pi \frac{n}{N}} = \frac{1 - e^{-j4\pi \frac{N}{N}}}{1 - e^{-j4\pi \frac{1}{N}}} = 0
\] (2.16)

Therefore, (2.14) becomes
\[
X(f_n) = A e^{j\theta} = A \angle \theta
\] (2.17)

Equation (2.17) represents phasor for any sinusoidal signal with the fundamental frequency of \(f_n\). Thus,
\[
X(f_n) = \frac{2}{N} \sum_{n=0}^{N-1} A \cos(2\pi \frac{n}{N} + \theta)e^{-j2\pi \frac{n}{N}}
\] (2.18)

Using (2.10) and equating into (2.18), we obtain (2.19)
\[
X(f_n) = \frac{2}{N} \sum_{n=0}^{N-1} x[n] e^{-j2\pi \frac{n}{N}} = \frac{2}{N} \sum_{n=0}^{N-1} x[n] \cos 2\pi \frac{n}{N} + j \frac{2}{N} \sum_{n=0}^{N-1} -x[n] \sin 2\pi \frac{n}{N}
\]
\[
\begin{align*}
X_r &= \text{Real Filter} = \frac{2}{N} \cos(\frac{2\pi}{N} n) \\
X_i &= \text{Imaginary Filter} = -\frac{2}{N} \sin(\frac{2\pi}{N} n)
\end{align*}
\] (2.20) (2.21)

where \(n = 0, ..., N - 1\).

Phasor’s amplitude and angle can be computed by (2.22) and (2.23), respectively. In power system protection area, it is very common to split the complex exponential term of DFT into real and imaginary filters as shown in (2.20) and (2.21).

\[
A = \sqrt{(X_r)^2 + (X_i)^2}
\] (2.22)

\[
\angle \theta = \arg (X_r + jX_i)
\] (2.23)
Figure 2.2: (a): Real DFT Filter (b): Imaginary DFT Filter

Figure 2.2 shows the real and imaginary filters for a 64 sample per cycle and 60 Hz power system, represented by (2.20) and (2.21).

Figure 2.3: (a): Input signal (b): magnitude (c): rotating angle
Equation (2.24), represents a pure sinusoidal 60 Hz signal. Figure 2.3 (a) shows the input signal. When the input signal is passed through DFT filters, it returns the magnitude and angle as represented by Figure 2.3 (b) and (c). It can be observed from time response that DFT has a transient time of 1-cycle. Also, it gives a constant phasor magnitude output for a pure 60 Hz signal once the transient time is over. It can also be observed from the angle that it is constantly varying. As the window of samples are updated upon acquisition of a new sample, the inherent phase shift $2\pi/N$ occurs. Because of this phenomenon, the phasor obtained using this method is called rotatory phasor. The estimated phasor’s phase angle is very similar to the output of the PLL as the estimated phasor rotates in the complex plane, while the DFT sampling window is being shifted in time.

![Figure 2.4: Frequency Response of 1-Cycle DFT’s Real Filter](image)

In Figure 2.4 and Figure 2.5, the frequency response of a 1-cycle DFT of real and imaginary filters is shown. It can be observed from the real and imaginary filter’s frequency response (magnitude) of a 1-cycle DFT that it removes DC and integer harmonics, suppresses noise, and non-integer harmonics.
2.4 Decaying DC and CVT Transient Filters

The DFT phasor estimation technique can be used for both voltage and current signals. In case of using current signals, the additional decaying dc component generated during the fault can be attenuated or removed by utilizing the numerical compensation technique proposed in [31]. In case, the voltages measured by capacitor voltage transformers (CVTs) are used, additional CVT transient filters, such as the one presented in [32] should be applied to three-phase voltage signals before the phasor estimation. If any filter is employed before phasor estimation, phase-angle should be accordingly shifted to compensate for the delay of the filter at the grid frequency.

2.5 Frequency Variation

If the period of the input signal is equal to the DFT window length, during the steady-state conditions, the error in the estimated phasor by DFT is expected to be zero. However, if the
2.5. Frequency Variation

grid-frequency fluctuates from its nominal value, the estimated phasor by the DFT would be imperfect. In this case, the DFT window length can be changed so that it include more or less samples to fit the DFT window length to the period of the input signal. Thus, the error in the estimated phasor by the DFT can be reduced. This is an example on how to make the DFT phasor estimation adaptive to the grid frequency variations, and off-nominal frequency of operation. The variable sampling frequency is another method to overcome the aforementioned problem although its implementation is more complex than the variable window length. All of these techniques are based on the estimated grid frequency; therefore, a robust frequency-estimation method is inevitable for these techniques to effectively reduce the error in the estimated phasor.

DFT-based phasor-estimation is not immune to frequency variations in the input signal by itself. However, by using techniques such as adaptive window length (AWL), variable sampling frequency (VSF), and phasor compensation, the error in the estimated phasor by DFT is prevented or compensated. AWL is a technique to change the length of the DFT filters such that they match the period of the input signal. Thus, the AWL makes the DFT algorithm adaptive to the frequency variations in the input signal. The accuracy of AWL mainly depends on the sampling resolution. Therefore, to decrease the phasor estimation error with this technique, higher sampling frequency would be required. The AWL can be useful in applications that require wide frequency variation range and less accuracy, e.g., fast bus transfer applications. VSF, however, keeps the number of samples in the DFT filters constant, and adjusts the sampling frequency to match the DFT window length with the period of the fundamental frequency component. The VSF is useful where a narrow range of changes of frequency but a higher accuracy is expected. As such, VSF is the most popular technique used in the protection relays.

Another approach to make the DFT adaptive to the frequency variation is phasor compensation. This can be done by calculating the error caused by the off-nominal frequency operation in the DFT phasor-estimation and then, to compensate the imperfect phasor to obtain the accurate phasor. Frequency estimation is required in this technique to calculate the compensation
coefficients. The advantage of this method is the simplicity of implementation because it does not require any hardware modifications and it adds negligible calculation burden to the conventional DFT. Nevertheless, by compensating the error that is caused by the fundamental frequency component while the signal is contaminated with harmonics during the off-nominal frequency operation, the errors caused by harmonics appear in the estimated phasor. This is due to the fact that full cycle DFT filters tuned to the nominal frequency do not fully eliminate harmonics during off-nominal frequency operation. This error increases by deviating from the fundamental frequency. Therefore, phasor compensation is not recommended if higher accuracy is needed during considerable off-nominal frequency operation with distorted signals.

2.5.1 Off-Nominal Frequency Operation with Conventional DFT

To study the performance of the conventional DFT phasor estimation technique during off-nominal frequency variation, a simulation is done as follows. First a 60Hz DFT is considered, whose window length is equal to the period of a 60Hz sinusoidal signal. Then, two signals with unit magnitudes, one with 60Hz frequency and the other with 55Hz are applied to the DFT input. As it is shown in Figure 2.6 the 60Hz DFT accurately estimates the input signal’s magnitude and phase-angle. It is demonstrated that after the one-cycle transient response of the DFT, the phase-angle error would be zero.
For the 55Hz signal, however, the estimated phasor by the 60Hz DFT will be imperfect both in magnitude and phase-angle. This is shown in Figure 2.7. Although the error in magnitude is not very high, the error in the phase-angle is considerable. Therefore, in order to use the conventional DFT as a phase-angle tracking method, this error needs to be effectively reduced or compensated.
2.5.2 Adaptive Window Length and Phasor Compensation

Since phasor estimation based on fixed sampling frequency is of interest for the control-system applications of the EC-DERs, AWL and phasor compensation are discussed in this subsection. The advantage of AWL is its simple implementation because it is based on the fixed sampling rate. Figure 2.8 shows that how a DFT filter length can be changed so that it matches the period of the input signal. However, there is still a small discrepancy between the DFT window length and the period of the input signal. For example, if the grid frequency is 57Hz, the number of samples can be calculated by dividing the sampling frequency by the grid frequency, i.e., $64 \times 60/57 = 67.37$. By choosing the closest integer number to 67.37, i.e., 67, a discrepancy between the period of the input signal and the DFT window length is created. This is because
the DFT window length can only be changed in discrete steps, i.e., a sample long in the length. As it is proposed in this thesis in Chapter 4, the error in the phasor caused by this discrepancy can be compensated using the phasor-compensation.

![Diagram showing DFT with different window lengths for AWL technique.](image)

Figure 2.8: DFT with different window lengths for AWL technique

If the phasor compensation is used, the error in the estimated phasor increases by deviating from the nominal frequency while the signal is distorted with harmonics (see Figure 2.9). This is because of the fact that the errors caused by harmonics during off-nominal frequency of operation are not compensated through the phasor compensation. However, it is proposed in Chapter 4 to use AWL along with the phasor compensation. Consequently, the deviation between the fundamental frequency of the DFT phasor-estimation and the actual signal’s is kept below 0.5Hz. This guarantees that the error caused by harmonics in phasor compensation to be very small.
Figure 2.9: Phase-angle error obtained while phasor compensation techniques is used in a dynamic frequency operation test case in the frequency range of 55 to 65Hz

2.6 Summary

In this chapter, first the concept of phasor estimation and its application in power system protection was introduced. The importance of accurate phasor estimation was then discussed. The chapter also explained the process of windowing which enables phasor estimation by calculating the phasor upon the arrival of every new sample. The chapter then discussed the DFT phasor estimation and the effects of off-nominal frequency operation. It was shown that the DFT phasor-estimation is not immune to frequency variations, and thus, three methods were investigated to add the frequency adaptation capability to DFT phasor-estimation technique as follows: i) AWL, which changes the DFT window length to match with the signal’s period, ii) VSF that changes the sampling frequency to adjust the DFT window length with the input signal’s period, and iii) the phasor compensation to compensate the error caused by the off-nominal frequency operation in the estimated phasor by DFT. It is discussed that the fixed sampling frequency is of interest to be used in the control systems of the EC-DERs. Thus, it was proposed to use AWL with phasor compensation to obtain an accurate DFT-based phasor estimation algorithm.
Chapter 3

Positive-Sequence Phase-Angle Tracking

3.1 Introduction

In this chapter, a positive-sequence phase-angle tracking method is proposed for three-phase applications. Although the proposed method is elaborated for voltage signals, it can also be applied to current signals, e.g., for series-connected converters. In Section 3.2, the DFT error associated with the calculation of the positive-sequence phasor in a variable-frequency environment is accurately formulated. Then, the accurate phase-angle is calculated based on the estimated positive- and negative-sequence of the voltage phasors, estimated frequency, and two proposed compensation coefficients. Moreover, a simple approximation is proposed to reduce the processing power required to compute two compensation coefficients. In Section 3.3, five comprehensive case studies are conducted in the Matlab software environment to evaluate the performance of the proposed method. Although it is not common to test the phase-angle-estimation methods towards interharmonics, comprehensive interharmonic tests are also conducted in this chapter. Finally, the conclusions and comparison with the state-of-the-art methods are presented in Section 3.5.
3.2 Proposed Phasor Measurement Algorithm

3.2.1 Phase-Angle Measurement of Positive-Sequence Components using Standard DFT

To determine the DFT error for positive-sequence phasor estimation under off-nominal frequency operation, let us consider the phasor of a voltage signal estimated by a full-cycle DFT. Equation (3.1) represents a given voltage signal in a discrete-time domain.

\[ v[n] = V_m \cos \left( \frac{2\pi f_g}{N f_n} n + \theta_0 \right) \]

where \( v[n] \) is the discrete form of a continuous-time signal sampled at the rate of \( N \) samples per fundamental-component cycle, and \( n \) specifies the sample number. \( V_m \) is the signal magnitude, and \( \theta_0 \) denotes the angle at \( n = 0 \). The grid actual and nominal frequencies are \( f_g \) and \( f_n \), respectively. According to the definition of full-cycle DFT, the fundamental-frequency phasor \( (V) \) of a discrete voltage signal \( v[n] \) can be represented as

\[ V = \frac{2}{N} \sum_{n=0}^{N-1} v[n] e^{-j \frac{2\pi}{N} n}. \]  

(3.2)

If the grid frequency \( f_g \) equals the nominal frequency \( f_n \), the voltage phasor of \( v[n] \) is calculated as \( V = V_m e^{j \theta_0} = V_m \angle \theta_0 \). However, if the grid frequency deviates from its nominal value, the phasor estimation using standard DFT is inaccurate. Assuming that the grid frequency is known but different from the nominal frequency, the fundamental-frequency phasor of \( v[n] \) can be written as

\[ V_{es} = \frac{2}{N} \sum_{n=0}^{N-1} V_m \cos \left( \frac{2\pi f_g}{N f_n} n + \theta_0 \right) e^{-j \frac{2\pi}{N} n} \]  

(3.3)

where \( V_{es} \) is the estimated voltage-phasor using full-cycle DFT. In a full-cycle DFT algorithm, acquisition of a new sample is equivalent to forward shifting of the signal samples in time domain. Therefore, the estimated phase-angle inherently increases by \( 2\pi / N \) once a new sample
is captured. In other words, the estimated voltage/current phasor rotates counter clockwise as new samples arrive. Equation (3.3) can be simplified to (3.9) by expanding cosine function to the summation of complex exponential functions from Euler’s formula, and then determining the result of the summation by using geometric series as follows.

\[ V_{es} = \frac{V_m}{N} \sum_{n=0}^{N-1} \left( e^{j \theta_0} e^{j \frac{2 \pi}{N} \left( \frac{f_g}{f_n} - 1 \right) n} + e^{-j \theta_0} e^{-j \frac{2 \pi}{N} \left( \frac{f_g}{f_n} + 1 \right) n} \right). \]

Now let us define \( r_1 \) and \( r_2 \) as

\[ r_1 = e^{j \frac{2 \pi}{N} \left( \frac{f_g}{f_n} - 1 \right)}, \quad r_2 = e^{-j \frac{2 \pi}{N} \left( \frac{f_g}{f_n} + 1 \right)} \] (3.4)

so that (3.4) can be rewritten as

\[ V_{es} = \frac{V_m}{N} e^{j \theta_0} \sum_{n=0}^{N-1} r_1^n + \frac{V_m}{N} e^{-j \theta_0} \sum_{n=0}^{N-1} r_2^n. \] (3.5)

Using (3.6), the summations in (3.5) are expanded and simplified as in (3.7) and (3.8).

\[ 1 + r + r^2 + \ldots + r^{N-1} = \frac{1 - r^N}{1 - r} \] (3.6)

\[ \sum_{n=0}^{N-1} r_1^n = r_1^0 + r_1^1 + \ldots + r_1^{N-1} = \frac{1 - e^{j 2 \pi \left( \frac{f_g}{f_n} \right)}}{1 - e^{j \frac{2 \pi}{N} \left( \frac{f_g}{f_n} - 1 \right)}} \] (3.7)

\[ \sum_{n=0}^{N-1} r_2^n = r_2^0 + r_2^1 + \ldots + r_2^{N-1} = \frac{1 - e^{-j 2 \pi \left( \frac{f_g}{f_n} \right)}}{1 - e^{-j \frac{2 \pi}{N} \left( \frac{f_g}{f_n} + 1 \right)}} \] (3.8)

Equation (3.9) is obtained by reinserting (3.7) and (3.8) into (3.5).

\[ V_{es} = \frac{V_m}{N} e^{j \theta_0} \frac{1 - e^{j 2 \pi \left( \frac{f_g}{f_n} \right)} + \frac{V_m}{N} e^{-j \theta_0} \frac{1 - e^{-j 2 \pi \left( \frac{f_g}{f_n} \right)}}{1 - e^{-j \frac{2 \pi}{N} \left( \frac{f_g}{f_n} + 1 \right)}}. \] (3.9)

The estimated phase-angle of (3.3) is based on the assumption that the time reference is at \( t = 0, \) or \( n = 0. \) However, in phase-angle tracking applications for power-electronic converters,
the real-time phase-angle of the voltage waveform is needed to be measured. Thus, we would like to determine the phase-angle of the measured signal at the last acquired sample, i.e., at the present time. According to (3.1), the phase-angle at the last acquired sample, i.e., \( n = N - 1 \) can be specified as

\[
\theta_{N-1} = 2\pi \frac{f_g}{f_n} \left( 1 - \frac{1}{N} \right) + \theta_0
\]

(3.10)

where \( \theta_{N-1} \) is the phase-angle of the voltage signal considering the time of the last sample acquisition as the reference time. Similarly, the phasor of the voltage signal considering the last sample acquisition as the reference time can be calculated. This phasor is referred to as the accurate phasor \( V_{\text{Acc}} \), and given by

\[
V_{\text{Acc}} = V_m e^{j \left( \frac{2\pi f_g}{f_n} (1 - \frac{1}{N}) \theta_0 \right)}
\]

(3.11)

Since it is required to track the angle of the accurate phasor for phase-angle-tracking applications, the estimated phasor in (3.9) needs to be written in terms of \( V_{\text{Acc}} \). In reference to the terms in (3.9), for the sake of simplification it is better to write this equation in terms of \( V_{\text{Acc}} \) and \( V_{\text{Acc}}^* \), where \( '\ast' \) denotes the complex conjugate. Therefore, the first and second terms in the right hand side of (3.9) are multiplied with and divided by \( \exp(j(2\pi f_g/f_n(1 - 1/N))) \) and \( \exp(-j(2\pi f_g/f_n(1 - 1/N))) \), respectively as below.

\[
V_{es} = \frac{V_m}{N} e^{j\theta_0} \frac{e^{j\left(\frac{2\pi f_g}{f_n} (1 - \frac{1}{N})\right)}}{1 - e^{j\left(\frac{2\pi f_g}{f_n} (1 - \frac{1}{N})\right)}} + \frac{V_m}{N} e^{-j\theta_0} \frac{e^{-j\left(\frac{2\pi f_g}{f_n} (1 - \frac{1}{N})\right)}}{1 - e^{-j\left(\frac{2\pi f_g}{f_n} (1 - \frac{1}{N})\right)}}
\]

(3.12)

By extracting \( V_{\text{Acc}} \) and \( V_{\text{Acc}}^* \) as per (3.11), (3.12) can be written as

\[
V_{es} = \frac{V_{\text{Acc}}}{N} \frac{1}{1 - e^{j\left(\frac{2\pi f_g}{f_n} (1 - \frac{1}{N})\right)}} + \frac{V_{\text{Acc}}^*}{N} \frac{1}{1 - e^{-j\left(\frac{2\pi f_g}{f_n} (1 - \frac{1}{N})\right)}}
\]
As it is shown, the magnitude of $k$ of the grid frequency. Magnitude and angle of $k$ to the signal magnitude nor to the angle. Further, they are time invariant and are only functions of the compensation coefficients. It is noted that the compensation coefficients are neither sensitive to the signal magnitude nor to the angle. Further, they are time invariant and are only functions of the grid frequency. Magnitude and angle of $k_1$ and $k_2$ for a frequency range of 55 Hz to 65 Hz are shown in Figure 3.1. As it is shown, the magnitude of $k_1$ is very close to one and only

$$V_{es} = k_1 V_{Acc} + k_2 V_{Acc}^*.$$  \hspace{1cm} (3.14)

In (3.14), $k_1$ and $k_2$ are defined as follows:

$$k_1 = k_{1Mag} \angle k_{1Ang}, \quad k_2 = k_{2Mag} \angle k_{2Ang}$$ \hspace{1cm} (3.15)
deviates 1.14% by a 5-Hz frequency deviation. Further, the relationship of $k_1$ magnitude with frequency is very similar to a quadratic function. Figure 3.1 also illustrates that the magnitude of $k_2$ is very close to zero and deviates 4.3% by a 5-Hz frequency deviation. Besides, the relationship of $k_2$ magnitude with frequency is very similar to a linear function. As depicted in Figure 3.1, the angles of $k_1$ and $k_2$, have linear relationships with the grid frequency.

![Figure 3.1: Magnitude (solid line) and angle (dashdot line) of the compensation coefficients $k_1$ and $k_2$ as a function of the frequency](image)

Equation (3.14) also shows that, for a given off-nominal frequency, the error in the phasor estimation has two components. The first component of the error is generated due to the complex factor $k_1$ which scales the magnitude and shifts the angle of the accurate phasor, $V_{\text{Acc}}$. The effect of this term in the estimated phasor magnitude and angle is a time invariant error which
is, hereinafter, referred to as the “dc error”. The second component of the error, however, is generated through the scaling of the magnitude and shifting the angle of the accurate phasor conjugate, \( V_{\text{Acc}}^* \). Since \( V_{\text{Acc}}^* \) rotates clockwise, the error generated by this component has a sinusoidal shape whose frequency is twice of the grid frequency; thus, it is called “ac error” in this thesis. This fact is illustrated in Figs. 3.2(a) and (b), where the magnitude (\( |V_{es}| \)) and phase-angle errors (\( \theta_{\text{err}} \)) of a 57-Hz sinusoidal signal are indicated, respectively. As it is shown, the errors have both dc and ac components. For a 57-Hz sinusoidal signal, the error in magnitude is only 0.4% dc and 2.55% peak ac; however, the error in phasor angle is 14.49° dc and 1.47° peak ac, which are considerable. Equation (3.14) can separately be reiterated for each phase of a three-phase system as

\[
V_{aDFT} = k_1 V_{a\text{Acc}} + k_2 V_{a\text{Acc}}^* \quad (3.18)
\]

\[
V_{bDFT} = k_1 V_{b\text{Acc}} + k_2 V_{b\text{Acc}}^* \quad (3.19)
\]

\[
V_{cDFT} = k_1 V_{c\text{Acc}} + k_2 V_{c\text{Acc}}^* \quad (3.20)
\]

where \( V_{a\text{Acc}} \), \( V_{b\text{Acc}} \), and \( V_{c\text{Acc}} \) are the three-phase accurate voltage phasors, and \( V_{aDFT} \), \( V_{bDFT} \), and \( V_{cDFT} \) are the estimated phasors of three-phase voltages obtained by full-cycle DFT. Applying the Fortescue’s transform, the positive-sequence voltage phasor is obtained as

\[
V_{\text{posDFT}} = \frac{1}{3}(V_{aDFT} + \alpha V_{bDFT} + \alpha^2 V_{cDFT})
\]

\[
= \frac{1}{3}k_1(V_{a\text{Acc}} + \alpha V_{b\text{Acc}} + \alpha^2 V_{c\text{Acc}})
\]

\[
+ \frac{1}{3}k_2(V_{a\text{Acc}} + \alpha^2 V_{b\text{Acc}} + \alpha V_{c\text{Acc}})^*
\]

\[
= k_1 V_{\text{posAcc}} + k_2 V_{\text{negAcc}}^* \quad (3.21)
\]

where \( \alpha = 1\angle120^\circ \), \( V_{\text{posDFT}} \) is the positive sequence of the estimated voltage phasors, \( V_{\text{posAcc}} \) is the positive sequence of accurate voltage phasors, and \( V_{\text{negAcc}}^* \) is the complex conjugate of the negative sequence of accurate voltage phasors. Similar to the equation derived for single-phase
phasor estimation, the error of the estimated positive-sequence phasor has two components. The first component generates dc error, while the second component generates ac error. Figure 3.3 shows the error in magnitude and angle of the estimated positive-sequence phasor for a 57-Hz three-phase sinusoidal signal. The three-phase voltages are balanced until \( t = 0.04 \) s and, then, phase-C voltage is forced to zero to simulate a severe single-phase-to-ground fault. As it is shown in the figure, the ac component of errors in both magnitude and phase-angle is zero before the fault occurrence. This is due to the fact that the three-phase voltage is balanced and, thus, there is no negative-sequence component. Once the fault takes place, the negative-sequence component significantly increases; hence, the ac error of the estimated positive-sequence phasor is expected to grow. As illustrated in Figure 3.3, once DFT transient disappears, i.e., at \( t = 0.04 + 0.0167 = 0.0567 \) s, the error in magnitude is 0.28% dc and 0.85% ac peak, while the angle error is 14.49° dc and 0.735° ac peak. It is evident that the dc component of the phase-angle error is significant, while its ac component is quite negligible, even during a solid close-in single-phase-to-ground fault. Similar approach to the one adopted in (3.21) can be employed to determine the negative-sequence component of the estimated voltage phasors as

\[
V_{\text{negDFT}} = k_1 V_{\text{negAcc}} + k_2 V^*_{\text{posAcc}} \quad (3.22)
\]

where \( V_{\text{negDFT}} \) is the negative sequence of the estimated phasors, \( V_{\text{negAcc}} \) is the negative sequence of the accurate voltage phasors, and \( V^*_{\text{posAcc}} \) is the complex conjugate of the positive sequence of the accurate voltage phasors. Assuming \( k_1 \) and \( k_2 \) are known and solving for (3.21) and (3.22), \( V_{\text{posAcc}} \) can be calculated as

\[
V_{\text{posAcc}} = \frac{k_1 V_{\text{posDFT}} - k_2 V^*_{\text{negDFT}}}{|k_1|^2 - |k_2|^2}. \quad (3.23)
\]

The recent equation is the base of the proposed algorithm for accurate phase-angle tracking purposes, which is implemented in the Error Compensation Unit block in Figure 3.4. Even
though the focus of the proposed method is on the phase-angle, it also accurately tracks the positive-sequence voltage magnitude and the frequency as by-products.

As discussed earlier, $V_{negAcc}$ is zero if the three-phase system is operating under balanced condition. Under normal-running condition, where there is no fault impacting the network, the negative-sequence voltage is very small (<2%) [27]; thus, the ac error is negligible. If the negative-sequence component is ignored in (3.23), $V_{posAcc}$ can be approximated by the following equation, which again reduces the required processing power. This equation can be used if the accuracy of the algorithm during the unbalanced-voltage operating conditions is not a necessity.

$$V_{posAcc} = \frac{V_{posDFT}}{k_1}. \quad (3.24)$$

Figure 3.3: The ac and dc errors generated in phasor estimation for a three-phase system operating under off-nominal frequency condition
3.2.2 Frequency Estimation

As a part of the proposed method, it is required to calculate \( k_1 \) and \( k_2 \). It was explained in Section 3.2.1 that \( k_1 \) and \( k_2 \) are dependent on the frequency. Several techniques have been proposed in the literature to estimate the network frequency. The well-known frequency estimation method based on zero-crossing which is proposed in [28] and commercially implemented in several protection relays is adopted and further adjusted for the purpose of the proposed method. The zero-crossing-based frequency estimation consists of four main stages: 1- pre-filtering, 2- zero-crossing, 3- security check, and 4- post-filtering. First, the output of the DFT imaginary filter is utilized as a pre-filtering stage to significantly attenuate harmonics and noises. Further, the \( \alpha \)-axis voltage signal (\( V_{\alpha} \), see Figure 3.4) resulting from the Clarke transformation of the three-phase outputs of the DFT imaginary filter is used for zero-crossing detection to ensure signal availability during network faults [28].

In the second stage, to achieve a faster response for frequency estimation, both positive- and negative-going zero crossings of the resulted voltage signal from the first stage are detected to estimate the raw frequency, i.e. \( f_{raw} \); a three-sample buffer stores the last three samples of the calculated raw frequency. In the third stage, the security check is done to avoid considerable error in frequency estimation due to transients in voltage magnitude and angle, first and second derivatives of raw frequency is checked against appropriate thresholds (i.e., 20Hz/s, and 600 Hz/s\(^2\) in this study, respectively) before the post filtering. These thresholds can be adjusted based on the system inertia to improve the performance if significantly higher or lower rate-of-change-of-frequency is expected. In the forth stage (i.e., post filtering), if the first and second derivatives are within the thresholds from the security check, the estimated raw frequency is applied to a low-pass infinite impulse response (IIR) filter to determine the new estimated frequency. Otherwise, the estimated frequency will not be updated by \( f_{raw} \) and its value from previous sample is kept. The IIR filter used in the proposed technique is given by (3.25).

\[
f[n] = \frac{7}{8} f[n - 1] + \frac{1}{8} f_{raw}[n]
\]  

(3.25)
where \( f[n] \) denotes the estimated frequency after post-filtering, and \( f_{\text{raw}}[n] \) is the calculated raw frequency at the real time.

### 3.2.3 Approximation of the Compensating Coefficients

It was discussed in Section 3.2.1 that the two compensation coefficients (i.e., \( k_1 \) and \( k_2 \)) are complex functions of the grid frequency. If the direct computation of \( k_1 \) and \( k_2 \) in real-time exceeds the available processing capacity, an accurate approximation technique can be employed to significantly reduce the computation requirements. This section proposes such an approximation procedure.

As explained in Section 3.2.1, \( k_{1\text{Ang}} \) and \( k_{2\text{Ang}} \) are linear functions of the grid frequency while \( k_{1\text{Mag}} \) and \( k_{2\text{Mag}} \) are trigonometric functions of \( f_g \). Thus, \( k_{1\text{Mag}} \) and \( k_{2\text{Mag}} \) can be approximated by their Taylor series expanded around the nominal frequency \( (f_n) \). Since \( k_{1\text{Mag}} \) and \( k_{2\text{Mag}} \) resemble quadratic and linear functions, respectively, second order and first order Taylor series approximations are employed as shown in (3.26) and (3.27), respectively. It should be noted that the discrepancy between the approximated and accurate values within the range of interest, i.e. 55Hz to 65Hz, is less than \( 3.9 \times 10^{-5} \) and \( 1.9 \times 10^{-3} \) for \( k_1 \) and \( k_2 \), respectively.

\[
k_{1\text{Mag}} = 1 - C_1(f_g - f_n)^2 \tag{3.26}
\]

\[
k_{2\text{Mag}} = C_2(f_g - f_n) \tag{3.27}
\]

where \( C_1 = 0.00045681 \), and \( C_2 = 0.0083 \) are calculated for \( N = 64 \) and \( f_n = 60\text{Hz} \).
3.3 Simulation Study and Results

3.3.1 Simulation Settings

A Matlab model is developed to evaluate the performance of the proposed method for different operational conditions including harmonic interference, noise distortion, voltage dip, phase-angle jump, off-nominal frequency, and dynamic frequency deviation. Figure 3.4 illustrates the block diagram of the proposed method implemented in Matlab. The test signals are first generated at 10 times of the sampling rate which is \( f_s = 64 \times 60 = 3840 \) Hz in this chapter. As investigated in this study, a sampling rate greater than 64 samples per cycle does not considerably reduce the sidelobes’ magnitude of the DFT frequency response and, thereby, the algorithm performance. Then, the generated signals are passed through a typical anti-aliasing filter used in power system protection and control applications. After the anti-aliasing filter, the filtered signals are decimated ten times to reach the design sampling rate. This method of signal generation is adopted to properly simulate analog anti-aliasing filter with its digital equivalent. It further allows the modeling of high-order harmonics and high-frequency noises. A fourth-order Butterworth low-pass digital filter with cut-off frequency of 1536 Hz \( (=0.4f_s) \) is selected to prevent aliasing (see Anti-Aliasing Filter block in Figure 3.4). The delay caused by the anti-aliasing filter is compensated adaptively based on the estimated frequency. A full-cycle DFT algorithm is employed to estimate the phasor of three-phase voltages. Positive and negative sequences of three-phase voltages are calculated (see Sequence Calculator block in Figure 3.4) as discussed in Section 3.2.1. The grid frequency \( f_g \) is estimated using the zero-crossing technique as described in Section 3.2.2. Having \( V_{posDFT}, V_{negDFT}, \) and \( f_g \), the error compensation unit calculates approximated values of \( k_1 \) and \( k_2 \) (as described in Section 3.2.3), and thereby \( V_{posAcc} \). The entire process of angle estimation is executed at the sampling frequency, i.e., 3840 Hz.

The major computational burden of the proposed method is as follows: i) DFT for three phases requires 384 multiplications and 192 summation at each data sample acquisition; ii)
the frequency estimation requires 13 multiplications, and 8 summations; and iii) calculation of compensation coefficients requires 11 multiplications and 7 summations. Considering the fact that the frequency estimation and calculation of compensation coefficients are executed every half of a power system cycle, the proposed algorithm requires 0.2% and 0.25% increase in multiplications and summations of the conventional DFT, respectively. In order to further decrease the computational burden of the entire algorithm, it is possible to buffer the samples
at the sampling rate and perform the phasor estimation at every few samples, e.g., 4 samples, to significantly reduce the computational burden. In such a case, if the control system requires higher resolution, the phase-angle can be linearly extrapolated between two consecutive executions.

### 3.3.2 Study Cases

The phase angles of three-phase measured waveforms from field or electromagnetic transient simulations are not known in advance. Hence, there will not be a 100% accurate reference signal available for result comparison and error measurement. As adopted in the previous studies such as [4], [8], and [21], to accurately estimate the performance of the proposed technique, pre-known phase-angles are first generated. Then, voltage waveforms and their harmonics are calculated as a function of the pre-known phase-angles. Various cases have been generated combining voltage waveforms, harmonics and noise during various events. Finally, the estimated angle is compared against the pre-known phase angle to determine the error.

Five cases are studied to demonstrate the effectiveness of the proposed method in various grid conditions. In all cases except Case 1, white noise with signal-to-noise ratio (SNR) of 40dB is applied to the voltage signals to simulate the worst conditions of noise distortion. The pre-fault voltage phasors, i.e. the normal grid operating condition, are $1\angle0^\circ$, $1\angle-120^\circ$ and $1\angle120^\circ$, respectively. For Cases 1 to 4, the disturbance/fault occurrence time is $t = 0.1\text{s}$ and disturbance/fault removal time is $t = 0.15\text{s}$. In the following result analyses, the focus is more on the disturbance/fault occurrence than disturbance/fault removal. However, the performance of the proposed algorithm is very similar in both scenarios. To determine the settling time for Cases 1 to 4, 5% of the applied positive-sequence phase-angle jump is considered as the error band. The settling time $(t_s)$ is determined when the phase-angle error enters and remains inside the error band.
3.3. Simulation Study and Results

Case 1

In this case, the performance of the proposed method is evaluated in response to a balanced three-phase phase-angle jump (Case 1.a), and voltage dip (Case 1.b), separately. Noise and harmonic distortions are excluded in this case to only obtain the error caused by phase-angle jump and voltage dip. In Case 1.a, a $10^\circ$ phase-angle jump is applied and then removed to all three-phase grid voltages. The per-unit three-phase voltages during the phase-angle jump are changed to $1\angle10^\circ$, $1\angle-110^\circ$ and $1\angle130^\circ$. Figure 3.5(a) depicts the actual positive-sequence phase angle and the phase angle estimated by the proposed method. As it is shown in this figure, both results are very close to each other that makes it difficult to distinguish their difference. Therefore, in this paper, hereafter, only the phase-angle error is shown for the sake of clarity. Figure 3.5(b) depicts the phase-angle error (absolute value) between the actual and the one obtained by the proposed method. To determine the settling time ($t_s$), 5% error band is considered, i.e. $5\times 10^\circ = 0.5^\circ$, and thus, $t_s = 15.6$ms is obtained. Error in frequency estimation affects the proposed method as the compensation coefficients depend on the estimated frequency. However, as can be observed in this paper by adopting an effective method of frequency estimation the error caused by this factor is negligible in all cases.

In Case 1.b, a balanced three-phase voltage dip is simulated through a three-phase fault, where the voltage phasors decrease to $0.2\angle0^\circ$, $0.2\angle-120^\circ$ and $0.2\angle120^\circ$ in per unit between $t = 0.1$s and $t = 0.15$s. Figure 3.5(c) shows the phase-angle error in this condition. It is observed that the sensitivity of the proposed method to the balanced three-phase voltage dip is almost zero. This is due to the fact that in positive-sequence calculation, the errors in the three voltage phasors during one-cycle DFT transient significantly cancel each other out. Since the grid frequency equals its nominal value and there is no noise in this case, it is expected that the steady-state error becomes zero.
Figure 3.5: (a): Actual positive-sequence phase-angle versus estimated, and (b): phase-angle error for Case 1.a. (c): phase-angle error for Case 1.b.
Case 2

To evaluate the performance of the proposed method under unbalanced grid conditions (both voltage magnitude and phase-angle), a double-line-to-ground fault is simulated, during which the voltage phasors are: 0.5∠10°, 0.3∠−105° and 1∠120°. Moreover, fifth (6%) and seventh (5%) harmonics are added to three-phase voltages. The phase-angle error is illustrated in Figure 3.6. It is observed that the settling time considering the 5% (here, 5% × 5.27° = 0.26°) error margin is 16ms, and the steady-state error is less than 0.05°, which is due to the presence of the white noise.

![Figure 3.6: Phase-angle error for Case 2](image)

Case 3

In this case, the maximum allowable individual harmonics are applied to the voltage waveforms [29] even though the total harmonic distortion (THD) is above the standard limit (THD = 11.56%). The voltage phasors during single-phase fault are 1∠0°, 1∠−120° and 0.5∠145°. Figure 3.7 illustrates the phase-angle error; as shown in this figure, higher harmonics content does not affect the performance of the proposed technique as DFT phasor estimation totally
eliminates integer harmonics if the network operates at the nominal frequency. The transient response time of this case is 16ms. In addition, the performance of the proposed method has been investigated in presence of interharmonics as per EN 50160 standard (i.e., from 2nd to 24th order) [30]. The maximum error generated by the proposed method is 0.9° during the worst condition.

![Graph](image)

Figure 3.7: Phase-angle error for Case 3

**Case 4**

The objective of this case is to investigate the performance of the system under steady-state off-nominal-frequency operation. Fifth (6%) and seventh (5%) harmonics are added to three-phase voltages, and a single-phase fault is applied; the voltage phasors during fault are 1∠0°, 0.5∠−110° and 1∠130°. The grid frequency is considered to be 59Hz.

Three approaches are considered in this case and the results are compared in Figure 3.8. First graph illustrates the proposed method, which has the less or equal error in comparison with two others. Second graph, which is labeled as "Proposed Method with Approximation", is based on (3.24), in which only the dc error is compensated and ac error is not.
Third graph, labeled as "Uncompensated Method" shows the phase-angle error of the standard DFT without the proposed compensation method, which experiences high error values due to the off-nominal frequency operation.

As it is discussed in Section 3.2.1, it is possible to ignore the negative-sequence component to simplify the compensating equation and reduce the computational burden. As shown in Figure 3.8 when the system is operating under a balanced condition, i.e. before $t = 0.1s$, the phase-angle estimated by both the proposed method (3.23) and the proposed method with approximation (3.24) are identical. Once phase-B and -C voltages drop to 0.5pu at $t = 0.1s$, the negative-sequence voltage appears in the system; therefore, the phase-angle estimated by the proposed method is more accurate than the one estimated by the approximated one. This
can be seen in Figure 3.8 during the fault. Nonetheless, the difference is still negligible as \( k_2 \) is very small for 1-Hz frequency deviation. If the grid frequency deviates more than a few Hertz or the system is further unbalanced, the error introduced by the approximated method may not be tolerable.

It is important to note that the DFT algorithm is tuned to 60Hz and, thus, the integer harmonics of a 59-Hz power system are no longer fully eliminated by phasor estimation. However, they are significantly attenuated as far as the frequency deviation stays within such a narrow range as 5Hz. As a result, the maximum error of this case is 0.08°, which is slightly more than the one obtained in Case 2, i.e. about 0.025°. Also for uncompensated method in this case the maximum error is 3.15°. It is worth to mention that the steady-state error for the proposed method during the off-nominal frequency operation would be zero if there are no harmonic and noise distortions in the voltage signals. The response time of the proposed method in this case is still 16ms.

**Case 5**

This case demonstrates the efficacy of the proposed method under the dynamic frequency variation. Therefore, the grid frequency is increased from 55Hz to 60Hz and then to 65Hz with a rate of 5Hz/s, while the voltage waveforms are distorted by maximum allowable individual harmonics [29] (THD=11.56%). The actual and estimated frequencies are shown in Figure 3.9 and the phase-angle error is shown in Figure 3.10.
3.3. Simulation Study and Results

Both figures show the effectiveness of the proposed method during off-nominal frequency operation and dynamic frequency variation. As it can be observed, the phase-angle error reaches the maximum transient value of 0.35°, while it is less than 0.1° in steady-state condition (with 5Hz frequency deviation). The maximum angle error in steady-state condition is 14.8° for the "Uncompensated Method". It is worth to mention that the sensitivity of the proposed method to sampling frequency is quite low. For instance, simulating the Case 5 with sampling frequency of 2880Hz will generate the same results. This is due to the fact that
changing the sampling frequency will affect the side lobes of DFT filter that belong to the higher frequencies, which are removed by the anti-aliasing filter before application of the DFT.

### 3.4 Interharmonic test

To the best of the author’s knowledge, none of the state-of-the-art methods for PLL applications have investigated the impact of interharmonics [4], [7]-[9], [21]. For instance, the test case number 4 of [21] is based on the harmonic limits recommended by the IEC 61000-3-6 [29] and only evaluates the integer harmonic distortion during the nominal frequency operation. However, in Case 5 of this chapter, the proposed method is evaluated for off-nominal frequency operation of 5Hz where the integer harmonics behave as interharmonics for the 60Hz DFT.

![Figure 3.11: Interharmonic test with order 1.5 and 2% magnitude](image)

Figure 3.11: Interharmonic test with order 1.5 and 2% magnitude

Nevertheless, the performance of the proposed method is evaluated in the presence of interharmonics as per EN50160 [30] standard, and the results are depicted in Figures 3.11-3.14.

![Figure 3.12: Interharmonic test with order 2.5 and 5% magnitude](image)

Figure 3.12: Interharmonic test with order 2.5 and 5% magnitude
3.4. Interharmonic Test

Figure 3.13: Interharmonic test with orders 1.5 and 2.5 and 2% and 5% magnitudes, respectively

Figure 3.14: Interharmonic test with all of the interharmonics applied simultaneously as per Table

The interharmonic values are reported in Table 3.1 and the order is chosen in such a way that the maximum error is generated by the proposed method; this maximum error is created when the interharmonic is exactly at the middle of two consecutive integer harmonics where the sidelobes of the DFT frequency response reach their peak values.
Table 3.1: Interharmonic Limits for the Evaluation of the Proposed Method [23]

<table>
<thead>
<tr>
<th>Odd Harmonics</th>
<th>Even Harmonics</th>
</tr>
</thead>
<tbody>
<tr>
<td>Not Multiples of 3</td>
<td>Multiples of 3</td>
</tr>
<tr>
<td>Order</td>
<td>Threshold</td>
</tr>
<tr>
<td>5</td>
<td>6%</td>
</tr>
<tr>
<td>7</td>
<td>5%</td>
</tr>
<tr>
<td>11</td>
<td>3.5%</td>
</tr>
<tr>
<td>13</td>
<td>3%</td>
</tr>
</tbody>
</table>

As it can be seen in Figure 3.11, the maximum error caused by interharmonics is 0.9°, and it occurs if the voltage waveforms are contaminated with 2 interharmonic (with respect to the fundamental value) with the order of 1.5. About half of this error is caused by incorrect frequency estimation and, thereby, imperfect phasor compensation. The error of frequency estimation due to presence of interharmonics can be reduced by using a better filter such as two cycle sine filter before zero crossing. The computational burden for two cycle sine filter can be minimized by buffering the output of the DFT imaginary filter (sine filter) for a cycle. Then, the average of one-cycle-buffered and present samples of the filter output will be equal to the output of a two-cycle sine filter. This will definitely reduce the computation but it will exacerbate the algorithm time response during dynamic frequency variation.

3.4.1 Result Comparison and Summary

As discussed in the previous case studies, the proposed method accurately estimates the positive-sequence phase-angle in various possible operating conditions such as network faults, highly distorted system, off-nominal frequency operation, and dynamic frequency variation. The settling time of the proposed method is about one cycle of the fundamental frequency, which is less or comparable with the one obtained by different PLL methods [4], [21]. In this chapter,
the maximum error of the frequency estimation for all of the study cases are presented in Table 3.2.

<table>
<thead>
<tr>
<th>Study Case</th>
<th>tₚ (ms)</th>
<th>θₑₛₛ (°)</th>
<th>θₑₚₓₓ (°)</th>
<th>fₑₚₓₓ (Hz)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.a</td>
<td>16</td>
<td>&lt;&lt;1e-4</td>
<td>10</td>
<td>&lt;&lt;1e-4</td>
</tr>
<tr>
<td>1.b</td>
<td>0</td>
<td>&lt;&lt;1e-4</td>
<td>0.04</td>
<td>0.01</td>
</tr>
<tr>
<td>2</td>
<td>16.5</td>
<td>0.03</td>
<td>5.3</td>
<td>0.01</td>
</tr>
<tr>
<td>3</td>
<td>16</td>
<td>0.025</td>
<td>5.7</td>
<td>0.01</td>
</tr>
<tr>
<td>4</td>
<td>14</td>
<td>0.01</td>
<td>1.8</td>
<td>1e-4</td>
</tr>
<tr>
<td>5</td>
<td>-</td>
<td>0.1</td>
<td>0.35</td>
<td>0.14</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>IpDFT Method [26]</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.a</td>
</tr>
<tr>
<td>1.b</td>
</tr>
<tr>
<td>2</td>
</tr>
<tr>
<td>3</td>
</tr>
<tr>
<td>4</td>
</tr>
<tr>
<td>5</td>
</tr>
</tbody>
</table>

As the results indicate, the adopted frequency estimation method is very accurate and effective in all of the studied cases. The proposed technique is open-loop and does not require any parameter tuning which makes it advantageous as compared to PLL-based techniques. It is also illustrated that the use of standard positive-sequence DFT for phase-angle estimation without the proposed compensation method results in considerable error in case of off-nominal frequency operation and dynamic frequency variation.

Interpolated-DFT techniques has been proposed in [24]-[26] which can achieve an optimal trade-off between the estimation accuracy and the response time. In this thesis, further analysis is performed to compare the performance of the proposed method with one-cycle IpDFT method based on first and second harmonic measurements proposed in [25] and [26]. This IpDFT method is chosen because it meets the one-cycle response time which is comparable with that of the proposed method, and it requires considerably less computation (still twice of the proposed method) as compared to the multi-DFT-based spectrum analyzer that is proposed in [24], which attempts to completely compensate the harmonic interference. The
comparison results are presented in Table 3.2. The parameters in this table are defined as:

t_s: response time, \( \theta_{Ess} \): positive-sequence phase-angle steady state error, \( \theta_{Emax} \): maximum positive-sequence phase-angle error, and \( f_{Emax} \): maximum positive-sequence frequency estimation error. As it is shown in this table, the proposed method offers comparable settling time to the IpDFT method while it shows considerably smaller angle error both in transient (\( \theta_{Emax} \)) and steady state (\( \theta_{Ess} \)). This is mostly due to the fact that the proposed method benefits from an accurate frequency estimation as compared to the IpDFT method. In the followings, the results comparison is given between the proposed method and the IpDFT method presented in [26] for the five aforementioned study cases in this chapter through Figures 3.15 to 3.20. The voltage signals are generated as described in Section 3.3. The positive-sequence phasor is calculated for the IpDFT method to compare the results with the proposed method which measures the positive-sequence phase-angle. Furthermore, the average of the frequencies for three separate phases is considered as the estimated frequency for the IpDFT method.
Figure 3.15: Results comparison for Case 1.a
Figure 3.16: Results comparison for Case 1.b
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Figure 3.17: Results comparison for Case 2
Figure 3.18: Results comparison for Case 3
Figure 3.19: Results comparison for Case 1.a
A remarkable difference as it is shown in this study is that the frequency estimation accuracy is considerably higher in the proposed method rather than that of the IpDFT method. The phase-angle over shoot and steady state error are also considerably less in the proposed method. The response time of the IpDFT method is 2ms faster than that of the proposed method for cases 1.a, 1.b, and 2. However, in Case 3, due to the high harmonic content in the input signals, the IpDFT method is not able to produce results with the desired error margin and the response time cannot be defined for it. In Case 4, during steady state off-nominal frequency operation, the response time of the proposed method is less than the IpDFT method.
3.5 Summary and Conclusion

A robust DFT-based phase-angle tracking method was proposed in this chapter for positive-sequence phase-angle-tracking purposes in three-phase applications. It was shown that the main advantage of this method is the accuracy and short transient response under distorted, unbalanced, off-nominal frequency, and dynamic frequency variation conditions. The proposed method has a simple digital open-loop structure and does not need application-specific tuning (in contrary to closed-loop PLLs). The performance of the proposed method have been evaluated through various extensive study cases including distorted signals with harmonics, interharmonics, noise, unbalanced voltage operation, off-nominal frequency operation, and dynamic frequency variation; the results show that the proposed technique accurately tracks the positive-sequence phase-angle with the maximum time response of one power system cycle, during all possible abnormal grid conditions.
Chapter 4

Phase-Angle Tracking in
Single/Three-Phase Applications

4.1 Introduction

In the previous chapter, a robust positive-sequence phase-angle-tracking method was proposed for three-phase applications. In this chapter, a phase-angle tracking method is proposed for single-phase applications. The proposed method can be used for both voltage and current signals, and also can be further extended to three-phase applications. In Section 4.2, the error in the estimated phasor by DFT in variable frequency environment is analytically calculated. The adaptive window length is also considered for the DFT phasor-estimation. Then, the accurate phasor and respectively, its phase-angle is calculated based on the estimated phasor by the DFT, estimated frequency, and two proposed compensation coefficients. Since the compensation coefficients and the adaptive window length are functions of the input signal’s frequency, a robust zero-crossing-based frequency tracking system is also adopted for this purpose. It is shown that the adopted frequency estimation losses accuracy when the window length of the DFT filter is changed due to frequency variation. A new technique is presented to considerably enhance the performance of the adopted frequency estimation technique while using adaptive
window length. In Section 3.3, four extensive case studies are conducted in the Matlab software to evaluate the performance of the proposed method. Hardware implementation is done using a digital signal processor and an arbitrary signal generator, i.e., specifically designed for testing the proposed algorithm. The experimental results are compared with the simulation results and it is shown that they are almost identical.

4.2 Proposed Algorithm

4.2.1 Accurate Phasor Measurement

To determine the DFT error for phasor estimation under off-nominal frequency operation, let us consider the phasor of a voltage signal estimated by a full-cycle DFT. Equation (3.1) represents a generic sinusoidal voltage signal in a discrete-time domain.

\[ v[n] = V_m \cos \left( \frac{2\pi f_g}{f_s} n + \theta_0 \right) \]  

(4.1)

where \( V_m \) is the signal magnitude, and \( \theta_0 \) denotes the angle at \( n = 0 \). The signal is sampled at the constant sampling frequency of \( f_s \), and \( f_g \) is the grid actual frequency. \( v[n] \) is the discrete form of a continuous-time signal and \( n \) specifies the sample number.

According to the definition of full-cycle DFT, the fundamental-frequency phasor (\( V \)) of a discrete voltage signal \( v[n] \) can be represented as

\[ V = \frac{2}{N} \sum_{n=0}^{N-1} v[n] e^{-j \frac{2\pi n}{N}}. \]  

(4.2)

In (4.2), \( N \in \mathbb{N} \) is the DFT-window length and is chosen based on the grid frequency as given in (4.3). In this equation, \( \text{round}(\cdot) \) calculates the closest natural number of a real quantity.

\[ N = \text{round} \left( \frac{f_s}{f_g} \right) \]  

(4.3)
Since $N$ needs to be an integer number, the DFT filter length only matches the period of the input signal if $f_s$ is a multiple of $f_g$. The sampling frequency of measured signals and execution rate of the converter control algorithm typically is about few kHz. For 64 samples per nominal cycle (i.e., 3840 kHz sampling rate for 60 Hz system), the first window length change occurs if the frequency varies by more than 0.923 Hz. Due to this discrepancy, the estimated phasor will be erroneous using AWL applied to DFT. Although the amount of this error can be decreased by increasing the sampling frequency, the processing power will increase considerably. In this paper, it is proposed to use phasor error compensation to eliminate this error, which requires negligible processing power in comparison with the conventional DFT.

In the proposed method, both the AWL and the phasor error compensation are based on the estimated grid frequency. An effective frequency estimation technique is adopted, and further enhancements are proposed (Section 4.2.2) to optimally fit the proposed phase-angle tracking method. Having the grid frequency, the fundamental-frequency phasor of $v[n]$ can be represented as

$$V_{es} = \frac{2}{N} \sum_{n=0}^{N-1} V_m \cos \left( \frac{2\pi f_g}{f_s} n + \theta_0 \right) e^{-j\frac{2\pi}{N} n}$$  \hfill (4.4)$$

where $V_{es}$ is the estimated voltage-phasor using full-cycle DFT. In a full-cycle DFT algorithm, acquisition of a new sample is equivalent to forward shifting of the signal samples in time domain. Therefore, the estimated phase-angle inherently increases by $2\pi/N$ once a new sample is captured. In other words, the estimated voltage/current phasor rotates counter clockwise as new samples arrive.

Similar to the development of the algorithm for three-phase applications in the previous chapter, the estimated phase-angle of (3.3) is based on the assumption that the time reference is at $t = 0$, or $n = 0$. However, in the synchronization of power-electronic converters, the real-time phase-angle of the voltage waveform is needed to be measured. Thus, we would like to determine the phase-angle of the measured signal at the last acquired sample, i.e., at the present time. According to (4.1), the phase-angle at the last acquired sample, i.e., $n = N - 1$
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can be expressed as

\[ \theta_{N-1} = 2\pi \frac{f_g}{f_s} (N - 1) + \theta_0 \]  

(4.5)

where \( \theta_{N-1} \) is the phase-angle of the voltage signal considering the time of the last sample acquisition as the reference time. Similarly, the phasor of the voltage signal considering the last sample acquisition as the reference time can be calculated. This phasor is referred to as the accurate phasor \( V_{Acc} \), and given by

\[ V_{Acc} = V_m e^{j \left( \frac{2\pi f_g}{f_s} (N - 1) + \theta_0 \right)} \]  

(4.6)

Since it is required to track the angle of the accurate phasor for phase-angle tracking applications, the estimated phasor in (4.4) is needed to be expressed in terms of \( V_{Acc} \). The mathematical process is given below.

\[ V_{es} = \frac{V_m}{N} \sum_{n=0}^{N-1} e^{j\theta_0} e^{j \frac{2\pi f_s}{N} n} e^{-j \frac{2\pi}{N} n} + \frac{V_m}{N} \sum_{n=0}^{N-1} e^{-j\theta_0} e^{-j \frac{2\pi f_s}{N} n} e^{-j \frac{2\pi}{N} n} \]

\[ = \frac{V_m}{N} e^{j\theta_0} \sum_{n=0}^{N-1} e^{j2\pi n \left( \frac{f_g}{f_s} - \frac{1}{N} \right)} + \frac{V_m}{N} e^{-j\theta_0} \sum_{n=0}^{N-1} e^{-j2\pi n \left( \frac{f_g}{f_s} + \frac{1}{N} \right)} \]

\[ = \frac{V_m}{N} e^{j\theta_0} \frac{1 - e^{j2\pi \left( \frac{f_g}{f_s} - \frac{1}{N} \right)}}{1 - e^{j2\pi \left( \frac{f_g}{f_s} - \frac{1}{N} \right)}} + \frac{V_m}{N} e^{-j\theta_0} \frac{1 - e^{-j2\pi \left( \frac{f_g}{f_s} + \frac{1}{N} \right)}}{1 - e^{-j2\pi \left( \frac{f_g}{f_s} + \frac{1}{N} \right)}} \]  

(4.7)

By multiplying the equation (4.7) with and dividing it by \( V_{Acc} \) and simplifying the terms, one can get

\[ V_{es} = \frac{V_{Acc}}{N} \frac{e^{-j \frac{\pi f_g}{f_s}} \left( e^{-j \frac{\pi f_s}{N}} - e^{j \frac{\pi f_s}{N}} \right)}{e^{-j \frac{\pi f_s}{N}}} \left( e^{-j2\pi \left( \frac{f_g}{f_s} - \frac{1}{N} \right)} - 1 \right) \]

\[ + \frac{V_{Acc}}{N} \frac{e^{j \frac{\pi f_g}{f_s}} \left( e^{j \frac{\pi f_s}{N}} - e^{-j \frac{\pi f_s}{N}} \right)}{e^{j \frac{\pi f_s}{N}}} \left( e^{j2\pi \left( \frac{f_g}{f_s} + \frac{1}{N} \right)} - 1 \right) \]

\[ = \frac{V_{Acc}}{N} e^{-j \frac{\pi f_g}{f_s}} e^{-j\pi \left( \frac{f_g}{f_s} - \frac{1}{N} \right)} \left( e^{-j\pi \left( \frac{f_g}{f_s} - \frac{1}{N} \right)} - e^{j\pi \left( \frac{f_g}{f_s} - \frac{1}{N} \right)} \right) \]

(4.8)
\[ + \frac{V_{\text{Acc}}}{N} \frac{e^{j\frac{2\pi N}{f_s}N}}{e^{-j\frac{2\pi N}{f_s}N}} \left( e^{j\frac{2\pi N}{f_s}N} - e^{-j\frac{2\pi N}{f_s}N} \right) \]

\[ = V_{\text{Acc}} \frac{1}{N} \frac{\sin \left( \frac{\pi N f_s}{f_g} \right)}{\sin \left( \frac{f_g}{f_s} - \frac{1}{N} \right)} \angle \frac{f_g}{f_s} (1 - N) + \frac{\pi}{N} \]

\[ + V_{\text{Acc}}^* \frac{1}{N} \frac{\sin \left( \frac{\pi N f_s}{f_g} \right)}{\sin \left( \frac{f_g}{f_s} + \frac{1}{N} \right)} \angle \frac{f_g}{f_s} (N - 1) + \frac{\pi}{N} \]  

Equation (4.10) can be re-written as below

\[ V_{es} = k_1 V_{\text{Acc}} + k_2 V_{\text{Acc}}^*. \] (4.11)

Equation (4.11) shows that the estimated phasor has a linear relationship with the accurate phasor and its complex conjugate for a given grid frequency. In this equation \( k_1 \) and \( k_2 \) are the compensation coefficients as defined in (4.12) and (4.13), respectively.

\[ k_1 = \frac{\sin \left( \frac{\pi N f_s}{f_g} \right)}{N \sin \pi \left( \frac{f_g}{f_s} - \frac{1}{N} \right)} \angle \frac{f_g}{f_s} (1 - N) + \frac{\pi}{N} \] (4.12)

\[ k_2 = \frac{\sin \left( \frac{\pi N f_s}{f_g} \right)}{N \sin \pi \left( \frac{f_g}{f_s} + \frac{1}{N} \right)} \angle \frac{f_g}{f_s} (N - 1) + \frac{\pi}{N} \] (4.13)

It is noted that the compensation coefficients are neither sensitive to the signal magnitude nor to the angle. Further, they are time invariant and are only functions of the grid frequency. These compensation coefficients are different than the ones obtained in the previous chapter for three phase applications.

The complex conjugate of (4.11) is written in (4.14)

\[ V_{es}^* = k_1^* V_{\text{Acc}}^* + k_2^* V_{\text{Acc}}*. \] (4.14)
By solving (4.11) and (4.14) the accurate phasor is obtained as

\[ V_{\text{Acc}} = \frac{k_1^* V_{es} - k_2 V_{es}^*}{|k_1|^2 - |k_2|^2}. \]  \hfill (4.15)

Equation (4.15) is the base for compensating the error left after applying adaptive windowing (i.e. implemented in the Error Compensation Unit block in Figure 4.4). Even though the focus of this paper is on the phase-angle, the proposed technique accurately estimates the voltage magnitude and the frequency as by-products.

### 4.2.2 Frequency Estimation

As discussed earlier, frequency estimation is needed to determine the length of the DFT real and imaginary filters and to calculate the compensation coefficients \((k_1, \text{ and } k_2)\). Hence, the performance of the frequency estimation affects the accuracy of the proposed method. The well-known frequency estimation method based on zero-crossing that is proposed in [28] and commercially implemented in several protection relays is adopted in the paper. New enhancements are proposed in frequency estimation to minimize the error in phasor estimation caused by the pre-filtering stage based on AWL.

As shown in Figure 4.1, the conventional frequency estimation technique based on zero crossing consists of four main stages: 1- pre-filtering, 2- zero-crossing, 3- security check, and 4- post-filtering. The pre-filtering of the input measured signal is important for zero-crossing algorithm to eliminate the harmonics and noise that adversely affect the frequency estimation accuracy. Sine filter (i.e., the imaginary filter of DFT) is an effective choice since it can eliminate integer harmonics, attenuate non-integer harmonics at least by ten times, and effectively remove the noise during nominal frequency operation. Use of sine filter is also advantageous as no complexity will be added to the algorithm due to the fact that the DFT is already required for phasor estimation.

By detecting the positive- or negative-going zero crossings, the period and thereby, the
frequency of the signal is calculated. Both positive- and negative-going zero crossings are considered in the proposed method to obtain faster response from the frequency estimation. The frequency that is calculated by the zero-crossing is called raw frequency because it may not be accurate as a result of abnormal power-system grid conditions (e.g. transients, off-nominal frequency operation, and faults). To eliminate the defective estimations of the raw frequency, security check is applied as follows. First and second derivatives of raw frequency is checked against appropriate thresholds (20Hz/s, and 600Hz/s² in this paper, respectively). These thresholds can be adjusted based on the system inertia to improve the performance if significantly higher or lower rate-of-change-of-frequency is expected. If the first and second derivatives are within the thresholds, the estimated raw frequency is passed to the fourth stage where the raw frequency is applied to a low-pass infinite impulse response (IIR) filter to determine the new estimated frequency. Otherwise, the estimated frequency will not be updated by $f_{\text{raw}}$ and its value from previous sample is kept. The IIR filter such as the one recommended in [33] and given in (4.16) is required to further attenuate the impact of harmonics if grid frequency deviates from its nominal value.

$$f[n] = \frac{7}{8}f[n - 1] + \frac{1}{8}f_{\text{raw}}[n]$$ (4.16)

where $f[n]$ denotes the estimated frequency after post-filtering, and $f_{\text{raw}}[n]$ is the calculated raw frequency at the real time.

As mentioned earlier and suggested in [33], an effective pre-filtering can be obtained if the output of the DFT imaginary filter is used for the frequency estimation. However, by using AWL in the DFT structure, during dynamic frequency operation, the DFT filter length may change as grid frequency varies. This leads to a sudden jump in the filtered signal at each window length change which considerably affects the accuracy of the frequency estimation. Figure 4.2, dashed-line signal, shows that the output of the DFT imaginary filter suddenly changes at $t = 0.434 \text{s}$ once the window length is changed during dynamic frequency variation. Figure 4.3
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Figure 4.1: The structure of the proposed frequency estimation technique; $V_{est\text{Imag}}$ is the imaginary part of the DFT phasor estimation output.

shows the performance comparison for the frequency estimation techniques. The thinner solid line indicates the actual grid frequency. The thicker solid line specifies the frequency that is estimated by the conventional method and the dashed line specifies the one by proposed method. The frequency error in conventional method is higher than that of the proposed method for two reasons. First it is due to the delay caused by the post filtering. Second, at each DFT filter length change, a one-cycle transient affects the raw frequency, such that the security check blocks the estimated frequency from being updated by these raw frequencies. Thus, the estimated frequency will remain constant for about 2.5 cycles, which further increases the error in frequency estimation by the conventional method (see thicker solid line in Figure 4.3).

At least three solutions can be realized to eliminate these errors in the estimated frequency: i) to use a separate pre-filter which is independent of frequency variation such as sine filter for 60 Hz, ii) to use two pre-filters, one is DFT sine filter and the other is a sine filter whose length change is delayed as compared to the original DFT. Thus humps can be avoided by switching between the output of these two filters at the right time; and iii) to use the imaginary part of the compensated phasor with a unit time delay. The first approach is less attractive during
large frequency variations as harmonics can not be effectively filtered. The seconds technique requires more processing power. The third technique is recommended in this paper since it presents almost the same results as (ii) without adding any complexity and processing demand to the algorithm. Moreover, the pre-filter in this case is adaptive to the grid frequency and thus, it can effectively attenuate harmonics even during off-nominal frequency operation.

In summary, it is proposed to use the imaginary part of the calculated accurate phasor (see \( V_{\text{AccImag}} \) in Figure 4.1). In this case, transients caused by the DFT window length change will not affect the \( V_{\text{AccImag}} \) because the corresponding phase-angle jump will be inherently compensated through the compensation coefficients. By choosing \( V_{\text{AccImag}} \) as the frequency estimation input, the loop that is created between the phasor compensation and the frequency estimation can be eliminated by using a unit delay in discrete domain (see \( z^{-1} \) block in Figure 4.4). This one-sample-long delay does not have a considerable effect on the frequency estimation because, first, it is much less than the frequency estimation update rate, i.e., half a power-system cycle, and second, power system frequency does not deviate considerably within one sample.

![Figure 4.2: The phase-angle jump in the \( V_{\text{esImag}} \) caused by the DFT filter length change in comparison to \( V_{\text{AccImag}} \)](image)

To evaluate the performance of the conventional and proposed techniques, a study case is conducted as follows. The grid frequency is dynamically changed from 55 to 65Hz with a rate of change of frequency of 5Hz/s. The input signal is contaminated with noise and worst
case of harmonic distortion including 2\textsuperscript{nd} to 50\textsuperscript{th} order as per \cite{29}. The performance of both techniques are depicted versus the actual frequency. As it can be seen, there are small humps in the estimated frequency by conventional method. These humps are one-cycle in length, and indicate the instant that the DFT window length (N) is changed.

![Performance comparison of the conventional and proposed frequency estimation techniques](image)

Figure 4.3: Performance comparison of the conventional and proposed frequency estimation techniques

When the input signal drops down to zero during temporary close-in faults, it is also proposed to generate fictional phase-angle based on the latest valid estimated frequency and phase angle until the input signal is recovered (within a predefined number of cycles). The aforementioned functions in this subsection are implemented in the \textit{Frequency Estimation} block in Figure 4.4.

4.3 Simulation Study and Results

4.3.1 Simulation Settings

Matlab is used to evaluate the performance of the proposed method for different operational conditions including harmonic interference, noise distortion, voltage dip, phase-angle jump, off-nominal frequency, dynamic-frequency deviation, and close-in faults. Figure 4.4 illustrates the block diagram of the proposed method implemented in Matlab. The test signals are first
generated at 10 times of the sampling frequency which is \( f_s = 3840\text{Hz} \) in this paper. As it is investigated in [33], sampling frequency greater than 3840Hz does not considerably reduce the sidelobes’ magnitude of the DFT frequency response and, thereby, the algorithm performance. Then, the generated signals are passed through a typical anti-aliasing filter used in power system protection and control applications. After the anti-aliasing filter, the filtered signals are decimated ten times to reach the design sampling rate. This method of signal generation is adopted to properly simulate analog anti-aliasing filter with its digital equivalent. It further allows the modeling of high-order harmonics and high-frequency noises. A fourth-order Bessel low-pass filter with cut-off frequency of 1152Hz \((= 0.3 f_s)\) is selected to prevent aliasing (AA filter block in Figure 4.4). The delay caused by the anti-aliasing filter is compensated adaptively based on the estimated frequency.
4.3. Simulation Study and Results

A full-cycle DFT algorithm with variable window length and phasor compensation is employed to estimate the phasor of the input voltage/current signal. The grid frequency $f_g$ is estimated using the zero-crossing technique as described in Section 4.2.2. Having $f_g$, the error compensation unit calculates $k_1$ and $k_2$, and thereby $V_{Acc}$. The entire process of angle estimation is executed at the sampling frequency, i.e., 3840Hz.

The major computational burden of the proposed method is as follows: i) Full-cycle DFT requires $2 \times N$ multiplications and $N$ summation at each data sample acquisition; ii) the frequency estimation requires 13 multiplications, and 8 summations; and iii) calculation of compensation coefficients requires 11 multiplications and 7 summations. Considering the fact that the frequency estimation and calculation of compensation coefficients are executed every half of a power system cycle, the proposed algorithm requires 0.2% and 0.25% increase in multiplications and summations of the conventional DFT, respectively. In order to further decrease the computational burden of the entire algorithm, it is possible to buffer the samples at the sampling rate and perform the phasor estimation at every few samples, e.g., 4 samples, to significantly reduce the computational burden. In such a case, if the control system requires higher resolution, the phase-angle can be linearly extrapolated using the latest two consecutive estimations.

4.3.2 Study Cases

The phase angle of measured waveform from field or electromagnetic transient simulations are not known in advance. Hence, there will not be a 100% accurate reference signal available for result comparison and error measurement. As adopted in the previous studies such as [4], [8], [21], and [33], to accurately estimate the performance of the proposed method, a pre-known phase-angle is first generated. Then, voltage waveform and its harmonics are calculated as a function of the pre-known phase-angle. Various study cases have been generated combining the voltage waveform, its harmonics and noise during various events. Finally, the estimated angle is compared against the pre-known phase angle to determine the error.
Four cases are studied to demonstrate the effectiveness of the proposed method in various grid conditions. In all cases white noise with signal-to-noise ratio of 40dB is applied to the voltage signal to simulate the worst conditions of noise distortion. The pre-fault voltage phasor, i.e. the normal grid operating condition, is $1\angle0^\circ$. To determine the settling time for Case 1, 5% of the applied phase-angle jump is considered as the error band. The settling time ($t_s$) is determined when the phase-angle error enters and remains inside the error band.

**Case 1**

In this case, the performance of the proposed method is evaluated in response to a $10^\circ$ phase-angle jump and 50% voltage dip. Worst conditions of noise and maximum allowable individual harmonic distortion that is applied simultaneously from the 2nd to 50th order are also considered. The per-unit voltage during this incident is changed to $0.5\angle10^\circ$. Figure 4.5 depicts the absolute phase-angle error for this case considering three different approaches. First approach is the DFT with AWL and without applying phasor compensation. In the second approach, the AWL is disabled and phasor compensation is applied. The third approach is the proposed method enabling both AWL and the phasor compensation. As it is shown in Figure 4.5 when the grid frequency is equal to its nominal value, there is no differences between these three approaches. However, in the following study cases, it is shown that the performances of the first and second approaches are vulnerable to off-nominal and/or dynamic frequency operation.
To determine the settling time ($t_s$), 5% error band is considered, i.e. $5\% \times 10^\circ = 0.5^\circ$, and thus, $t_s = 15.6\text{ms}$ is obtained. As it is evident, error in frequency estimation leads to error in the compensation coefficients, and thereby, will adversely affect the accuracy of the phasor estimation. However in all the case studies, this error is included in the results by utilizing the proposed frequency estimation method as part of the proposed algorithm.

**Case 2**

In this case, it is shown that how the discrepancy between the DFT window length and the input signal time period is compensated by the phasor compensation. The maximum discrepancy occurs when the DFT window length is tend to change according to (4.3). Hence, the steady
state off-nominal frequency of 59.54Hz is chosen to simulate the maximum discrepancy in this case. Worst conditions of noise and harmonics are also considered as discussed in Case 1. Simulation result is depicted in Figure 4.6.

The dotted curve shows the amount of error caused by the discrepancy between the DFT window length and the input signal’s time period. For the proposed method, the steady-state error is less than 0.04°, which is due to the presence of white noise and harmonics.

Case 3

In this study case, the performance of the proposed method is evaluated during a dynamic frequency operation. The grid frequency is changed from 55 to 65Hz with a rate of change of frequency of 5 Hz/s. The input signal is distorted with noise and harmonics similar to Case 1.
Figure 4.7: Phase-angle error for Case 3

Figure 4.7(a) shows the input signal. In figure 4.7(b) the simulation result is given while phasor compensation is disabled. This figure denotes that for some certain points, the DFT window length matches the period of the input signal and phase-angle error is zero. However
in this case, the maximum error is \(1.85^\circ\) with AWL. In Figure 4.7(c), the phasor compensation is enabled and the AWL is disable to only evaluate the efficacy of the phasor compensation. In this case the maximum error in the phase-angle estimation is less than \(0.9^\circ\). Figure 4.7(d) depicts the result obtained by the proposed method. Error in phase-angle will further decrease to less than \(0.3^\circ\) because of using the combination of phasor compensation and AWL. It is noted that the error caused by the harmonic distortion during off-nominal frequency of operation effectively decreases using the AWL. This is because the DFT filters are tuned with respect to the grid frequency so that they can effectively attenuate the harmonics even during off-nominal frequency operation.

**Case 4**

As mentioned earlier, to further improve the proposed method, a memory is embedded in the algorithm to protect the phase-angle tracking even during the temporary close-in faults. Therefore, in case the magnitude of the input signal drops down below a very small value, the phase angle will be generated based on the last valid estimated frequency for a pre-determined number of cycles. The phase-angle will be extrapolated using two corresponding samples of phase-angle from two cycles back. Two cycles are chosen to make sure that at least one cycle of the DFT transient period is passed after the detection of the close-in fault.
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Figure 4.8: Phase-angle error for Case 4

Figure 4.8 depicts the results for a close-in fault simulation that is applied at 0.1s and cleared at 0.1667s (i.e., four cycles), while the signal magnitude drops down to zero in this period. Also the signal is distorted with noise and harmonics as in Case 1 and the frequency is kept at its nominal value. Figure 4.8 demonstrates that as soon as the close-in fault is detected by the algorithm at $t = 0.11s$, the phase-angle is calculated from the memory and generated, thus the phase-angle error drops down to zero if the grid frequency does not change afterward. However, there is a trivial accumulative error in the generated phase angle caused by the small discrepancy between the actual frequency and the last available estimated frequency. Once the fault is cleared at $t = 0.1667s$ and the signal magnitude is recovered, phase-angle tracking is switched back to the estimated value, thus after a maximum one cycle transient the phase-angle
error drops down to almost zero.

4.4 Hardware Implementation and Test Results

4.4.1 Test Setup Specifications

The proposed algorithm is implemented in a Datatranslation real-time DSP data acquisition module (DT9842), which uses an embedded TMS320C6713 300MHz processor. This module has 8 A/D inputs and 2 D/A outputs both supporting ±10 volts range. The proposed algorithm is implemented in C programming language using Code Composer Studio software. The generated signals as described in Section 3.3 are used to evaluate the performance of the hardware implementation through the same four study cases described in Section 4.3.

To playback these signals, an arbitrary waveform generator is implemented using Matlab xPC target equipped with General Standards PCI-ADADIO data acquisition board. Signals are first generated and then played back through this system to an A/D input of the DSP module and then processed within the proposed algorithm. Thereafter, the estimated phase-angle is acquired from the D/A output of the DSP through the ADADIO board. Furthermore, to precisely synchronize the DSP module with the arbitrary waveform generator, an external clock is generated by the waveform generator and fed to the DSP module (see Figure 4.9). A forth-order active Bessel filter is used as the input anti-aliasing filter. This filter is designed using MF10 chips and tuned to have a cut-off frequency of 1.1kHz. The frequency response of this filter closely complies with that of the anti-aliasing filter used in the simulation studies.

4.4.2 Test Results

The same signals that are generated for simulation studies are used in this subsection as input signals for the hardware tests. The same four study cases as in Subsection 4.3.2 are tested here so that the results can be compared with that of the simulation studies. Figs. 4.10 to 4.13
show the comparison results. As it is shown, the experimental results are almost identical to the simulation results. The only difference is the level of noise that is more dominant in the hardware implementation. This high frequency noise is due to the imperfections in A/D and D/A conversions in the DSP module and data acquisition system.

![Figure 4.9: The configuration of the experimental implementation](image)

![Figure 4.10: Phase-angle error obtained by the hardware implementation for Case 1](image)

![Figure 4.11: Phase-angle error obtained by the hardware implementation for Case 2](image)
Figure 4.12: Phase-angle error obtained for Case 3 by: (a) hardware implementation, and (b) simulation results

Figure 4.13: Phase-angle error obtained by hardware implementation for Case 4

4.5 Summary and Conclusions

A robust phase-angle-tracking method was proposed in this chapter that can be used for both single- and three-phase applications. The proposed method is based on the DFT-phasor estimation, and it is proposed to use the adaptive window length and phasor compensation simultaneously, to effectively reduce phase-angle error in variable frequency applications and distorted signal conditions. It is shown that by using these two techniques the proposed algorithm is
almost immune to frequency variations and distortions in the input signal. Also, it is vital to employ a robust frequency estimation method with rapid transient response to reduce the error in the phasor estimation during the dynamic frequency operation. This is because both of the adaptive window length and the phasor compensation are functions of the estimated frequency. Therefore, the error in the estimated frequency will result in inaccurate phasor compensation and thereby the imperfect phase-angle estimation. The main advantage of the proposed method is its accuracy during abnormal grid conditions or operating with distorted input signals, along with the short transient response. The proposed method has a very simple digital open-loop structure with very less processing power requirements in comparison with its state-of-the-art counterparts. Also it does not need application-specific tuning in contrary to the closed-loop PLLs. The performance of the proposed method have been evaluated through various extensive study cases including distorted signals with harmonics, noise, off-nominal frequency operation, dynamic frequency variation, and also temporary close-in-faults; the results show that the proposed technique accurately tracks the phase-angle of the input sinusoidal signal with the maximum time response of one power system cycle, during all possible abnormal grid conditions. Furthermore, the DSP implementation of the proposed algorithm shows the feasibility of its hardware implementation.
Chapter 5

Summary and Conclusion

5.1 Summary

The presented thesis consists of five chapters. In the first chapter, an introduction to the control systems of power-electronic converters that are employed in EC-DERs were presented. The importance of the dq-frame controller for the EC-DERs and its need for a robust and accurate phase-angle-tracking system were illustrated. Then, the available methods for phase-angle tracking purposes and their specifications were thoroughly discussed along with the literature survey. Thereafter, the research objectives were defined such that to introduce a new phase-angle-tracking method with superior performance and fast time response for three-phase and single phase applications. Finally, the thesis contributions and outline were presented.

In Chapter 2, the fundamentals of DFT-based phasor-estimation technique were presented. First, the concept of phasor and windowing were introduced to show that how a phasor-estimation technique can be employed to extract the phasors of time-variant power system signals. Then, the effect of frequency variation on DFT phasor estimation was investigated. It was also shown that the DFT phasor-estimation technique is not immune to frequency variations by itself and possible solutions were introduced to make the DFT adaptive to the frequency variations. Finally, a summary for this chapter was provided.
In Chapter 3, a new method was proposed for positive-sequence phase-angle-tracking in three-phase applications. First, a brief introduction was given and then, the error in phasor estimation caused by the off-nominal frequency operation was analytically calculated. Afterwards, the accurate phasor was defined such that to present the magnitude and phase angle of the input signal’s at the real time. Then, two compensation coefficients were proposed to correct the estimated phasor by the DFT to obtain the accurate phasor. Approximations for the compensation coefficients were developed to further reduce the required processing power in practical applications. Since the obtained compensation coefficients were a function of the input signals frequency, a zero-crossing based frequency estimation technique was adopted and further adjusted to be used as part of the proposed method. Then, the proposed method was simulated using Matlab and its performance was evaluated through five extensive study cases, through which almost all of the possible abnormal grid conditions were covered. Finally, the results obtained by the proposed method were compared with that of the state-of-the-art methods and conclusions were provided.

In the fourth chapter, a phase-angle tracking method was developed for single-phase applications, which can also be extended to three-phase applications. First, the error in the estimated phasor by DFT phasor-estimation technique was analytically calculated in variable-frequency environment and using the adaptive window length (AWL) technique. Then, the accurate phasor was defined for single-phase applications, representing the phasor of the input signal in real-time. It was shown that the error in single-phase applications was more than that of the three-phase applications during off-nominal frequency operation. Thereafter, a robust frequency estimation method based on the zero-crossing technique was adopted and developed for the proposed method. A new technique in the frequency estimation was proposed to eliminate the adverse effect of AWL on frequency estimation performance. The proposed method was simulated in Matlab and its performance was thoroughly evaluated with almost all possible abnormal power system scenarios through four extensive study cases. Moreover, the proposed method was implemented in a DSP and its performance was evaluated and compared with that
of the simulation results.

The current chapter of this thesis includes summary of the conducted research work. Also, contributions and future work scope are presented in this chapter.

## 5.2 Contributions

This research work has resulted in the following key contributions:

1. For phase-angle tracking in three-phase applications, phasor compensation is proposed to effectively reduce the error in the DFT phasor estimation unit operated with off-nominal frequency. Approximations were proposed to reduce the processing power requirements calculating the compensation coefficients in real-time applications. A zero-crossing-based frequency-estimation technique is adopted and further adjusted to meet the requirements of the proposed algorithm. It is proposed to use the imaginary filter of the DFT phasor estimation as the pre-filtering stage. Since this filter is already as a part of the DFT phasor-estimation unit, no separate pre-filtering is needed for the frequency estimation. It is shown that the calculation burden of the proposed method is significantly less than its counterparts, however its dynamic performance and filtering capabilities are better than or comparable by that of the state-of-the-art methods.

2. For phase-angle-tracking method in single-phase applications, a new technique is proposed using the combination of AWL and phasor compensation to effectively reduce the error in the phasor estimation by the DFT algorithm operating with distorted signals and during off-nominal frequency operation. The imaginary part of the DFT filter was used as the pre-filtering stage for the proposed frequency estimation method to eliminate the need for a separate pre-filter for the frequency-estimation purpose. However, AWL affects the performance of the frequency-estimation algorithm at each window length change during the dynamic frequency of operation. A new technique is proposed for zero-crossing-based frequency estimation. With the proposed technique, a superior per-
5.3 Future Research Work

1. The phase-angle tracking systems were developed in this thesis. However, the dq-frame components of the voltage/current signals at the common coupling point of the EC-DERs are also needed for their control system applications. A digital phasor-based positive-sequence abc-to-dq conversion system is conceived as the future scope of this research work. By modifying this conversion from time-based to phasor-based, filtering can be done in digital domain and more immunity towards disturbances can be obtained.

2. After the phasor-based abc-to-dq conversion is developed, the new phase-angle-tracking and dq-conversion structures can be tested in grid-connected power-electronic converters. The performance of such a converter shall be tested in abnormal grid conditions and with distorted signals at the point of common coupling.
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