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ABSTRACT

Cleaning up sites contaminated with dense non-aqueous phase liquids (DNAPLs) remains a challenging geoenvironmental problem. The performance of site remediation methods is difficult to assess without a practical, non-destructive technique to map where and how quickly DNAPL mass is being reduced. The promise of electrical resistivity tomography (ERT) in this context has not been realized, in part because traditional ERT methods were used to solve the near-impossible problem of mapping the initial DNAPL outline. However, new developments in ERT have emerged that focus on resolving subsurface changes over time. The objective of this work was to evaluate the potential of time-lapse ERT for mapping DNAPL mass reduction during remediation.

A new numerical model was developed to explore this potential at the field scale, generating realistic DNAPL scenarios and predicting the response of an ERT survey. Central to the model was the development of a novel linkage between hydrogeological and geoelectrical properties. Sensitivity studies conducted at a variety of scales demonstrated that the linkage routine is robust and the DNAPL-ERT model is a valuable research tool. Moving forward to consider site applications, a new time-lapse method, four-dimensional (4D, three spatial dimensions plus time) ERT, was identified as highly promising. A laboratory experiment was conducted that demonstrated, for the first time, the effectiveness of 4D ERT applied at the surface for mapping an evolving DNAPL distribution. Independent simulation of the experiment demonstrated the reliability of the DNAPL-ERT model for simulating real systems. The numerical model was then used to explore the 4D surface ERT approach at the field scale for monitoring a range of realistic DNAPL remediation scenarios. The approach showed excellent potential for mapping shallow DNAPL changes but deeper changes were not as well resolved. To overcome this limitation, a new surface-to-horizontal borehole (S2HB) ERT configuration was proposed. The potential benefit of this innovation was first demonstrated by using the numerical model to compare surface ERT to S2HB ERT for a realistic, field scale DNAPL scenario with remediation at depth. A second laboratory experiment then demonstrated that this new configuration does better resolve changes in DNAPL
distribution relative to surface ERT, particularly at depth. Independent simulation of the experiment showed that S2HB ERT is reliably modelled.

Overall, this research has substantially advanced ERT in the context of DNAPL sites, with novel contributions to theory, modelling, demonstrations with physical systems, and simulations of realistic field scenarios. As a whole, this work demonstrates that, with these innovations, ERT exhibits significant potential as a DNAPL remediation site monitoring tool.

*Keywords:* Hydrogeophysics, groundwater contamination, remediation, non-aqueous phase liquids, multiphase flow, electrical resistivity tomography, numerical modelling, petrophysics, inverse problem, time-lapse monitoring, four-dimensional inversion.
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NOTATION

Typical units are presented in brackets. [-] denotes a dimensionless parameter.

- \( C \): spatial second-derivative operator [-]
- \( C_l \): volumetric clay content [-]
- \( C_f \): ionic concentration associated with salinity [mol/L]
- \( C_n \): aqueous phase concentration for non-wetting phase [mol/L]
- \( C_\kappa \): aqueous phase concentration for species \( \kappa \) [mg/L]
- \( C_{\kappa,s} \): concentration of the source or sink flux for species \( \kappa \) [mg/L]
- \( d_{sd} \): mean grain diameter of sand [m]
- \( D \): recorded data vector [-]
- \( D_{ij} \): hydrodynamic dispersion coefficient tensor [m]
- \( E \): electric field intensity [Newton/Coulomb]
- \( g \): gravitational constant [m/s²]
- \( G \): forward operator [-]
- \( G_f \): geometrical factor [-]
- \( h \): hydraulic head [m]
- \( I_c \): electric current [Amps]
- \( J \): Jacobian matrix [-]
- \( J_c \): current density [A/m²]
- \( k \): intrinsic permeability [m²]
- \( k_{sd} \): intrinsic permeability of sand [m²]
- \( k_{ij} \): second-order intrinsic permeability tensor [m²]
- \( k_f \): relative permeability [-]
- \( k_{r,w} \): wetting phase relative permeability [-]
- \( k_{r,n} \): non-wetting phase relative permeability [-]
- \( K_{ij} \): hydraulic conductivity [m/s]
- \( m \): cementation exponent [-]
- \( m_{sd} \): cementation exponent of sand [-]
- \( m_{cl} \): cementation exponent of clay [-]
- \( m_{cs} \): cementation exponent of clayey sand [-]
- \( m_j \): exponent of disperse element \( j \) [-]
- \( M \): temporal first-derivative operator [-]
- \( n \): saturation exponent [-]
$P_c$  capillary pressure [Pa] 

$P_w$  wetting phase pressure [Pa] 

$P^*_w,b$  wetting phase pressure at boundary $b$ [Pa] 

$P_n$  non-wetting phase pressure [Pa] 

$q$  number of disperse elements [-] 

$q_s$  volumetric flow rate per unit volume of aquifer [m/s] 

$q_w$  wetting phase flux [m/s] 

$q_n$  non-wetting phase flux [m/s] 

$Q_w$  wetting phase source/sink flux [$s^{-1}$] 

$Q_n$  non-wetting phase source/sink flux [$s^{-1}$] 

$R_n$  chemical reaction term [-] 

$s$  number of incremental steps [-] 

$S_s$  specific storage [L$^{-1}$] 

$S_w$  wetting phase saturation [-] 

$S^*_{w,b}$  wetting phase saturation at boundary $b$ [-] 

$S_n$  non-wetting phase saturation [-] 

$t$  time [sec/day/year] 

$T$  temperature of pore water [$^\circ$C] 

$v_i$  seepage of linear pore water velocity [m/s] 

$V_{nr}$  DNAPL volume remediated [m$^3$] 

$V_{cl}$  bulk volume fraction of clay [-] 

$V_{sd}$  bulk volume fraction of sand [-] 

$V_w$  bulk volume fraction of water [-] 

$V_d$  bulk volume fraction of DNAPL [-] 

$V_a$  bulk volume fraction of air [-] 

$V_{i,j}$  volume sum at increment $i$ and disperse element $j$ [-] 

$V_p$  bulk volume of each respective disperse element $j$ [-] 

$V_j$  bulk volume of disperse element $j$ [-] 

$X$  subsurface model parameter vector [-] 

$\phi$  porosity [-] 

$\phi_{sd}$  porosity of sand [-]
\( \phi_{cl} \) porosity of clay [-]
\( \phi_{i,j} \) porosity for increment \( i \) at disperse element \( j \) [-]
\( \phi_t \) total water volume [-]
\( \theta \) water content [-]
\( \mu_w \) wetting phase viscosity [Pa.s]
\( \mu_n \) non-wetting phase viscosity [Pa.s]
\( \xi_w \) wetting phase density [kg/m\(^3\)]
\( \xi_n \) non-wetting phase density [kg/m\(^3\)]
\( \rho \) electrical resistivity [ohm-m]
\( \rho_{pv} \) pore water electrical resistivity [ohm-m]
\( \rho_a \) apparent resistivity [ohm-m]
\( \rho_i \) ERT-inverted electrical resistivity [ohm-m]
\( \sigma \) electrical conductivity [S/m]
\( \sigma_{bulk} \) bulk electrical conductivity [S/m]
\( \sigma_m \) matrix conductivity [S/m]
\( \sigma_w \) electrical conductivity of water [S/m]
\( \sigma_s \) electrical conductivity of soil [S/m]
\( \sigma_o^* \) complex mixture electrical conductivity [S/m]
\( \sigma_w^* \) complex water electrical conductivity [S/m]
\( \sigma_m^* \) complex matrix electrical conductivity [S/m]
\( \sigma_{o,i,j} \) electrical conductivity of the mixture at increment \( i \) and disperse element \( j \) [S/m]
\( \sigma_{d,j} \) electrical conductivity of disperse element \( j \) [S/m]
\( \delta \) Dirac delta function [-]
\( \alpha \) Lagrangian multiplier in time [-]
\( \lambda \) Lagrangian multiplier in space [-]
\( \Lambda \) space-domain Lagrangian as a variable diagonal matrix [-]
\( A \) time-domain Lagrangian as a variable diagonal matrix [-]
\( \Phi \) voltage potential [Volts]
\( \Phi_d \) data misfit vector [-]
\( \Phi_m \) regularization function in space [-]
\( \Phi_t \) regularization function in time [-]
1 INTRODUCTION

1.1 Background

The remediation of sites contaminated with dense non-aqueous phase liquids (DNAPLs) represents a major technical, economic and environmental challenge. DNAPLs such as creosote, coal tar and chlorinated solvents are among the most common and persistent organic contaminants polluting the environment (Pankow et al., 1996). DNAPLs are hazardous organic liquids that are immiscible in water but exhibit aqueous solubilities sufficient to contaminate large volumes of soil and groundwater, posing unacceptable risk to human health and ecosystems. Years of research have been devoted to examining the processes governing the fate and transport of DNAPLs in the subsurface, including controlled spill field experiments (e.g., Kueper et al., 1993), laboratory experiments (e.g., Illangasekare et al., 1995; O’Carroll et al., 2004) and numerical simulations (e.g., Kueper and Gerhard, 1995; Dekker and Abriola, 2000). Following a near-surface release, DNAPLs penetrate the subsurface as an immiscible ‘oil’ phase migrating in response to gravity and capillary forces. The behaviour of DNAPL is site specific and governed by many factors including the properties of the DNAPL and porous media (e.g., Kueper and Gerhard, 1995). As a result, the DNAPL source zone can exhibit a wide range of forms, from a laterally extensive pool to a complex, heterogeneous distribution of both pools and residual (e.g., Gerhard et al., 2007).

Robust characterization and monitoring of DNAPL source zones is an essential and challenging component for the successful implementation of a remediation strategy. Identifying the volume and extent of DNAPL, both initially and over time, is necessary to inform site conceptual models and the subsequent design, monitoring and performance assessment of remedial strategies (Kavanaugh et al., 2003). Conventional site investigations, which tend to rely on a sparse network of intrusive sampling points (e.g., coring, direct-push sampling and monitoring wells), can be insufficient, as spatial information is restricted to vertical profiles at discrete intervals. Geophysical methods have long been recognized as an attractive approach at DNAPL sites as they can provide
non-invasive and spatially continuous information on subsurface variability leading to potentially more complete site characterization (e.g., Brewster et al., 1995).

In particular, electrical resistivity tomography (ERT) exhibits significant potential. DNAPLs typically have a high electrical resistivity (Lucius et al., 1992) and their presence in the pore space can provide a distinct electrical contrast with the surrounding groundwater that is amenable to ERT detection. ERT is one of the most well established and widely applied techniques in near-surface geophysics (e.g., Revil et al., 2012; Loke et al., 2013). Over the last 10 years, significant improvements have occurred in many aspects of the ERT technique, including field instrumentation, data acquisition and inversion (e.g., Ogilvy et al., 2009; Nenna et al., 2011; Loke et al., 2014), and ERT is now firmly established as a popular technique across a broad variety of applications in the field of hydrogeology. ERT has been used to investigate moisture content mapping (e.g., Zhou et al., 2001), groundwater flow patterns (e.g., Coscia et al., 2012), CO₂ migration (e.g., Schmidt-Hattenberger et al., 2013), salt-tracer transport (e.g., Doetsch et al., 2012), saline water intrusion (e.g., de Franco et al., 2009) and contaminant degradation (e.g., Atekwana et al., 2005).

ERT has been used in the context of DNAPL scenarios with some success. Chambers et al. (2004) performed time-lapse resistivity imaging to identify DNAPL flow through a saturated porous medium in a laboratory column. Daily and Ramirez (1995) used cross-hole ERT at a chlorinated solvent site to monitor changes in subsurface resistivity properties associated with in situ soil remediation processes, specifically air sparging and water infiltration. Newmark et al. (1998) used cross-hole ERT to monitor the removal of DNAPL during groundwater pumping. Goes and Meekes (2004) used cross-hole ERT to delineate DNAPL at two contaminated field sites, demonstrating a correlation between DNAPL presence and high electrical resistivity. Chambers et al. (2010) used high-resolution, cross-hole ERT in a pilot-scale experiment to map groundwater chemistry changes associated with the bioremediation of a DNAPL source zone.

While laboratory based ERT has invariably shown accurate delineation of DNAPL presence, field application of ERT to map DNAPLs is not commonly practiced. This is due, in part, to the difficulty in interpreting data from real contaminated sites. It is also
because ERT has traditionally been advocated and evaluated as a site characterization technique for static detection of the DNAPL source zone (e.g., Goes and Meekes, 2004; Cardarelli and Di Filippo, 2009). DNAPL sites are often highly heterogeneous with a tortuous DNAPL distribution superimposed upon a heterogeneous soil matrix, thereby presenting a complex electrical target. As a result, the relatively few field studies conducted at existing contaminated sites demonstrate mixed results. Moreover, it is not currently understood the range of site conditions under which ERT can be a valuable DNAPL investigation site tool.

The application of time-lapse ERT for monitoring changes in DNAPL mass and distribution over time demonstrates greater potential than static DNAPL detection. This is because the background heterogeneity, which is constant with time, is removed; thus, the evolving ERT response directly corresponds to changes in DNAPL (e.g., Newmark et al., 1998). This potential has not yet been properly evaluated due to the difficulty of performing controlled remediation experiments in the field and the difficulty of knowing the actual changes occurring during site remediation activities. Time-lapse ERT monitoring is now one of the most innovative and strongly emerging areas of applied geophysics (e.g., Supper et al., 2014) with recent developments such as optimized monitoring survey design (e.g., Wilkinson et al., 2013) and four-dimensional (4D, three spatial dimensions plus time) inversion algorithms (e.g., Karaoulis et al., 2013). These advancements are providing more reliable and higher quality information, with ERT now firmly establishing itself as a popular monitoring technique across a broad variety of applications in the field of hydrogeology (Loke et al., 2013). This provides new potential for ERT as a DNAPL site tool, particularly for monitoring time-lapse changes such as DNAPL remediation.

Exploring the complexity of field scale systems is typically accomplished with numerical models; field experiments with DNAPLs are now generally prohibited and field scale heterogeneity cannot be recreated in the laboratory. Numerous multiphase flow models have been developed in the field of contaminant hydrogeology to simulate DNAPL behaviour in groundwater systems (e.g., Abriola and Pinder, 1985; Grant and Gerhard, 2007a,b). Similarly, a number of ERT models have been developed in the field of
geophysics to predict the response from an ERT survey given a subsurface distribution of electrical resistivity (e.g., Spitzer, 1995; Tsourlos and Ogilvy, 1999; Rücker et al., 2006). A few studies have simulated the geophysical response from a simple DNAPL block in homogeneous porous media (e.g., Orlando and Renzi, 2013; Karaoulis et al., 2014). However, no numerical model exists that predicts the electrical response from a realistic DNAPL distribution generated by a multiphase flow model. As a result, no numerical modelling studies have been performed for investigating ERT mapping of DNAPL or DNAPL remediation at the field scale.

1.2 Research Objectives

The overall goal of this research is to explore the potential of ERT for application as a non-invasive DNAPL site investigation tool with specific emphasis on evaluating the potential of 4D time-lapse ERT for monitoring the remediation of DNAPL source zones.

The first objective was to develop a coupled DNAPL-ERT numerical model that would provide a platform for the evaluation of ERT for realistic, field scale DNAPL scenarios. The coupled model integrated a three-dimensional (3D) multiphase flow model, which can generate realistic DNAPL scenarios, with a 3D ERT forward model that can calculate the corresponding resistivity response. Central to the coupling was a new linkage between key hydrogeological parameters and the resulting local bulk electrical resistivity by integration of a variety of published relationships. Sensitivity studies were conducted at a variety of scales to evaluate the robustness of the linkage model and its sensitivity to heterogeneity in both DNAPL distribution and soil structure.

The second objective was to explore the potential of 4D time-lapse surface ERT to monitor DNAPL source zone remediation. A laboratory experiment was conducted to evaluate 4D ERT for mapping a changing NAPL distribution over time. The developed DNAPL-ERT numerical model was then employed to independently simulate the experiment which would provide confidence that the DNAPL-ERT model was a reliable tool for simulating real systems. The numerical model was then used to evaluate the
potential for 4D ERT at the field scale. Four DNAPL source zones, exhibiting a range of complexity, were then simulated, followed by modelled time-lapse ERT monitoring of complete DNAPL remediation by enhanced dissolution. 4D ERT inversion provided estimates of the regions of the source zone experiencing mass reduction with time and the volumes remediated.

The third objective was to evaluate the potential of a new ERT array configuration, surface-to-horizontal borehole (S2HB), to overcome limitations of tracking DNAPL mass reduction at depth. A field scale simulation of a DNAPL remediation scenario, monitored by both surface and S2HB ERT, was first conducted to provide an initial, theoretical estimate of the potential benefit of the S2HB ERT approach. A laboratory experiment was then performed to validate the S2HB ERT approach mapping evolving NAPL distributions in a physical system. Independent simulation of the experiment with the DNAPL-ERT model allowed direct comparison of the model to a more complex, known system under controlled conditions; this would provide further confidence in the model for reliably simulating real systems. 4D ERT inversion was employed for both numerical and experimental investigations to generate time-lapse resistivity images of the subsurface regions experiencing NAPL changes.

1.3 Thesis Outline

The following is a brief description of each subsequent chapter presented in this thesis:

- Chapter 2: summarizes the scientific literature relevant to the characterization and monitoring of DNAPLs by ERT.
- Chapter 3: focuses on the development of the coupled DNAPL-ERT model and includes all relevant theory and numerical simulation results.
- Chapter 4: evaluates the potential of time-lapse, surface-based ERT monitoring of DNAPL source remediation and includes all relevant background, laboratory and numerical simulation results.
• Chapter 5: examines the improved time-lapse monitoring of DNAPL remediation using surface-to-horizontal borehole (S2HB) ERT and includes all relevant background, laboratory and numerical simulation results.

• Chapter 6: summarizes the findings in this research as well as recommendations for future work on DNAPL mapping by ERT.

• Appendices: provide supplemental information, referenced throughout the thesis, that was not included in the manuscript chapters.

1.4 References


2 LITERATURE REVIEW

This chapter summarizes the literature relevant to the characterization and monitoring of dense non-aqueous phase liquids (DNAPLs) by electrical resistivity tomography (ERT). This review first examines the behaviour and distribution of DNAPLs in the subsurface and the challenges facing successful remediation of sites contaminated with DNAPL. The ERT technique has been well-established for many years but has evolved significantly in recent years with a large amount of research documenting numerous advancements. This review will examine the current state of knowledge with respect to ERT. Although the focus of this work is the application of ERT to DNAPL investigations, the scientific literature relevant to hydrogeological studies is also presented to demonstrate the more widespread utilization and increasing popularity of ERT in this field. A key component of this work, and the basis for the development of a coupled DNAPL-ERT model, is related to the various hydraulic-electric relationships in the literature and specific emphasis will be placed on these relationships. A summary is then presented which identifies research gaps and opportunities.

2.1 Dense Non-aqueous Phase Liquids

2.1.1 Introduction

Tens of thousands of sites worldwide exhibit groundwater contamination by hazardous organic and inorganic chemicals (NRC, 2005). Dense non-aqueous phase liquids (DNAPLs) are a class of hazardous organic liquids that have been widely used in a variety of industrial applications and/or are the byproducts of industrial activities often introduced into the subsurface by uncontrolled releases (Pankow et al., 1996). Common types of DNAPLs include wood treating oils such as creosote, transformer and insulating oils containing polychlorinated biphenyls (PCBs), coal tar and a variety of chlorinated solvents such as tetrachloroethylene (PCE) and trichloroethylene (TCE). DNAPLs are denser than water with most DNAPLs being highly volatile and toxic. Although these compounds are considered immiscible in water in the context of their physical behaviour,
they have finite solubilities sufficient to generate levels of dissolved contamination orders of magnitude greater than drinking water standards (Kueper et al., 2003). Therefore, even relatively small concentrations of DNAPLs have the capacity to act as a long-term source of pollution and contaminate large amounts of groundwater, posing unacceptable risk to human health and ecosystems.

2.1.2 DNAPL Migration

The migration of DNAPLs in the subsurface is a complex multiphase flow problem. Most of the existing information regarding DNAPL behaviour and its influencing factors has been obtained by a few controlled spill field experiments (e.g., Kueper et al., 1993), laboratory experiments (e.g., Illangasekare et al., 1995; O’Carroll et al., 2004) and numerical simulations (e.g., Kueper and Gerhard, 1995; Dekker and Abriola, 2000; Gerhard and Kueper, 2003a,b,c). The process of DNAPL migration is not only controlled by the flow of groundwater, but also by geological structures, soil properties and gravity. DNAPL migration demonstrates substantial sensitivity to even subtle variations in porous media properties, particularly intrinsic permeability (e.g., Poulsen and Kueper, 1992; Kueper and Gerhard, 1995).

Figure 2-1 provides an illustration of a typical DNAPL distribution following a near-surface release. Following release to the subsurface, the DNAPL spreads and migrates downward, penetrating the subsurface as an immiscible ‘oil’ phase. In many circumstances, DNAPL is non-wetting on the soil grains with respect to water (NRC, 2005). In such scenarios, locally a sufficient DNAPL pressure is needed to overcome the soil entry capillary pressure in order to displace pore water. Entry pressures are, in turn, a function of soil permeability (Dekker and Abriola, 2000). The result is that DNAPL migration pathways at the field scale are dictated by the subsurface distribution of permeability. The DNAPL will continue to redistribute, following pathways of least capillary resistance until coming to rest either as disconnected, hydraulically trapped ganglia known as ‘residual’ or in the form of potentially mobile ‘pools’ perched upon capillary barriers (e.g., Kueper et al., 2003). The timescale for this process of DNAPL
migration and redistribution can be on the order of months to decades, depending on the fluid properties and site characteristics (Gerhard et al., 2007). The final distribution of DNAPL can be in the form of a laterally extensive layer near the surface (e.g., Gerhard et al., 2001) or a complex distribution of residual and pools distributed widely and penetrating to significant depth (e.g., Gerhard et al., 2007). The ‘DNAPL body’ is composed of the pooled and residual DNAPL in the subsurface, while the total extent of subsurface surrounding the DNAPL body is considered the ‘source zone’. The DNAPL source zone is so named because its contact with the flowing groundwater results in its slow dissolution, forming dissolved-phase plumes which can act as a source of groundwater contamination for many decades.

**Figure 2-1:** DNAPL distribution in the subsurface (modified from Kueper et al., 2003). This figure indicates the complex distribution of DNAPL in the form of pools and residual DNAPL. The magnified image illustrates the residual DNAPL in the saturated porous media.

### 2.1.3 DNAPL Remediation

The remediation of sites contaminated with DNAPLs remains a major environmental challenge. Over the past 25 years, a wide variety of remediation strategies have been
deployed at DNAPL sites including containment of the source zone, management of the dissolved plume and aggressive source zone depletion technologies. Hundreds of pilot-scale site trials have been conducted to evaluate innovative in situ technologies, while a much smaller number of full-scale source zone remediation projects have been reported (Kavanaugh et al., 2003). In addition to a vast number of journal papers, a number of documents with compiled information on various remediation technologies have been presented (e.g., NRC, 2005; ITRC, 2011).

Previously, the treatment strategy of choice usually involved the containment of the source zone and/or management of the dissolved plume rather than aggressive source zone depletion technologies. Source zone containment strategies, coupled with long-term monitoring, have been adopted at a number of DNAPL sites, including groundwater pump-and-treat, cut-off walls, and permeable reactive barriers (PRBs) (e.g., Mackay and Cherry, 1989; Pearlman, 1999). Although containment has been effective at limiting the spread of contaminants and significantly reducing the risk of human and ecological exposures, the failure to remove the DNAPL source means that long-term stability and monitoring is required along with significant financial resources (Kavanaugh et al., 2003).

A number of aggressive ex situ and in situ technologies, both conventional and innovative, have also been deployed at sites to focus on obtaining substantial DNAPL mass reduction in the source zone (e.g., NRC, 2005). The more aggressive DNAPL removal technologies include fluid flushing, thermal, bioremediation and chemical oxidation. Waterflooding (also known as hydraulic displacement) involves the injection of water to mobilize DNAPL towards an extraction well and also enhance dissolution rates (e.g., Alexandra et al., 2012). Surfactant and co-solvent flushing technologies significantly increase the aqueous solubility of DNAPL components and reduce interfacial tension to provide increased mobilization of the DNAPL for extraction (e.g., Saenton and Illangasekare, 2013). Steam enhanced extraction is a thermal technology that utilizes steam to heat the subsurface and recover vapors, contaminated water and DNAPL through associated extraction systems (e.g., Udell, 1997). Smoldering combustion of NAPLs involves the ignition and propagation of a smoldering combustion reaction in contaminated porous media to achieve contaminant destruction (e.g., Pironi et
al., 2009; Switzer et al., 2009). Enhanced bioremediation technologies deliver electron donors to the source zone to encourage microbial growth as close as possible to the DNAPL (e.g., Carr et al., 2000; Cope and Hughes, 2001). Chemical oxidation relies on rapid chemical reactions between an injected chemical oxidant and the chemical constituents in DNAPLs (e.g., Seol et al., 2003).

In addition to DNAPL mass reduction, additional subsurface processes may occur during site remediation that combine to make it more difficult for site characterization and monitoring techniques to discern DNAPL mass changes from other changes. Most technologies involve the delivery of amendment fluids to the contaminated region and the reaction of these additives with the groundwater and contaminants may also generate subsurface changes. For example, the injection of an emulsified vegetable oil (EVO) electron donor for enhanced bioremediation results in groundwater chemistry changes (e.g., Chambers et al., 2010). Smoldering combustion results in significantly increased subsurface temperatures and dewatering in advance of the combustion front (e.g., Switzer et al., 2009).

Despite years of research and experience in deploying various technologies for DNAPL cleanup, the ability to completely remediate contaminated sites is still in doubt. Such uncertainty is not only caused by the performance of the remediation technique, but also uncertainties in site characterization (e.g., aquifer heterogeneity and the location and amount of DNAPL), predicting the beneficial and adverse impacts of partial source zone depletion, and attaining regulatory targets (Kavanaugh et al., 2003). As discussed in Section 2.1.2, geologic heterogeneity is one of the primary factors controlling the migration and distribution of DNAPL in the subsurface (e.g., Kueper and Gerhard, 1995; Dekker and Abriola, 2000). It also complicates characterization of the source zone (e.g., Nelson et al., 1999) and effectiveness of remediation (e.g., Saenton et al., 2002; NRC, 2005). For instance, most remediation technologies that rely on the delivery of remedial agents to the source zone are strongly affected by the geologic heterogeneity.

Characterization of the DNAPL distribution in the source zone is essential for the purposes of selection, design, and performance assessment of DNAPL remediation technologies (NRC, 2005). Typically, the progress of source zone remediation is
measured indirectly by evaluating dissolved contaminant concentrations at locations downgradient of the source zone. However, depending on the aquifer heterogeneity, a very large fraction of DNAPL mass may have to be removed from the source zone to make any significant impact on those concentrations (e.g., Sale and McWhorter, 2001; Saenton and Illangasekare, 2013). Alternatively, significant concentration reductions may be observed with little source zone mass reduction, for example due to a shifting groundwater gradient (Inculet, 2011). Therefore, it is preferable to implement characterization techniques at the source zone to directly and more effectively monitor DNAPL mass removal.

Another problem facing remediation strategies at contaminated sites is the required cleanup target. Regulatory agencies have gravitated to the Maximum Contaminant Level (MCL) as the key criterion for subsurface remediation at all sites. Several studies have evaluated the ability of remediation technologies to achieve MCLs in the source zone. Kavanaugh et al. (2003) concluded that MCLs are not likely to be achieved within a reasonable time frame in source zones at the vast majority of DNAPL sites. McGuire et al. (2006) investigated the performance of remedial efforts at 59 chlorinated solvents sites and demonstrated that no site reached MCLs. NRC (2005) reported that no cases exist of large DNAPL sites being fully restored to the MCL criteria. The years of research and experience in this area has now provided a much better understanding of the key contaminant processes and of what remediation systems can realistically achieve. This has led a number of studies to recommend more realistic and attainable goals for source zone remediation to replace the rigid MCLs-everywhere approach (e.g., ITRC, 2011; Newell et al., 2011; Hadley and Newell, 2012). More flexible or intermediate performance goals provide a more encouraging climate for implementing innovative remediation technologies. For instance, a new technology that achieves ‘only’ partial DNAPL source depletion would be acceptable as an intermediate goal as part of a phased site cleanup (Kavanaugh et al., 2003).
2.1.4 Numerical Modelling

2.1.4.1 Multiphase flow

Numerical modelling studies have become the primary method for studying field scale DNAPL behaviour as field experiments are generally prohibited and field scale heterogeneity is rarely recreated in laboratory experiments. Numerous multiphase flow models have been developed to simulate the behaviour of organic contaminants in groundwater systems (e.g., Kaluarachchi and Parker, 1990; Kueper and Frind, 1991a,b; Sleep and Sykes, 1993; Dekker and Abriola, 2000; Gerhard and Kueper, 2003a,b,c).

The migration of a non-wetting phase through an initially wetting phase saturated porous medium may be represented mathematically as a case of two-phase flow. Assuming no mass transfer between the phases, the continuity equations for mass balance of a wetting (subscript ‘w’) and non-wetting (subscript ‘n’) phase can be written as (Bear, 1972):

\[
-\frac{\partial}{\partial x_i} \left[ \xi_w q_{w,i} \right] + Q_w = \frac{\partial}{\partial t} \left[ \phi \xi_w S_w \right], \quad i = x,y,z
\]

\[
-\frac{\partial}{\partial x_i} \left[ \xi_n q_{n,i} \right] + Q_n = \frac{\partial}{\partial t} \left[ \phi \xi_n S_n \right], \quad i = x,y,z
\]

(2-1) (2-2)

where \( \xi_w \) and \( \xi_n \) are the wetting and non-wetting phase densities, respectively, \( q_{w,i} \) and \( q_{n,i} \) are the respective fluxes, \( Q_w \) and \( Q_n \) are the respective source/sink terms, \( t \) is the time, \( x, y, z \) are the spatial coordinates, \( \phi \) is the porosity of the porous medium, and \( S_w \) and \( S_n \) are the respective phase saturations.

The multiphase extension of Darcy’s law can be used to describe the fluid fluxes (e.g., Bear, 1972):
\[ q_{w,i} = -\frac{k_{ij}k_{r,w}}{\mu_w} \left( \frac{\partial P_w}{\partial x_j} + \xi_w g \frac{\partial \Phi}{\partial x_j} \right), \quad i = x, y, z \] (2-3)

\[ q_{n,i} = -\frac{k_{ij}k_{r,n}}{\mu_n} \left( \frac{\partial P_n}{\partial x_j} + \xi_n g \frac{\partial \Phi}{\partial x_j} \right), \quad i = x, y, z \] (2-4)

where \( k_{ij} \) is the second-order tensor defining porous media intrinsic permeability, \( k_{r,w} \) and \( k_{r,n} \) are the relative permeabilities to the wetting and non-wetting phases, respectively, \( \mu_w \) and \( \mu_n \) are the respective phase viscosities, \( P_w \) and \( P_n \) are the respective phase pressures, \( g \) is the acceleration due to gravity, and \( z \) is the vertical direction.

Substituting the multiphase extension of Darcy’s law into Equations 2-1 and 2-2, assuming that both the fluids and the porous medium are incompressible, and ignoring the source/sink terms, the problem reduces to the simultaneous differential equations (Kueper and Frind, 1991a):

\[ \frac{\partial}{\partial t} \left[ -k_{ij}k_{r,w} \left( \frac{\partial P_w}{\partial x_j} + \xi_w g \frac{\partial \Phi}{\partial x_j} \right) \right] - \phi \frac{\partial S_w}{\partial t} = 0, \quad i, j = x, y, z \] (2-5)

\[ \frac{\partial}{\partial t} \left[ -k_{ij}k_{r,n} \left( \frac{\partial P_n}{\partial x_j} + \xi_n g \frac{\partial \Phi}{\partial x_j} \right) \right] + \phi \frac{\partial S_n}{\partial t} = 0, \quad i, j = x, y, z \] (2-6)

Equations 2-5 and 2-6 are coupled through the relationship for capillary pressure:

\[ P_c(S_w) = P_n - P_w, \] (2-7)
where \( P_c \) is the capillary pressure, and subject to

\[
S_w + S_n = 1
\]

(2-8)

The capillary pressure relationship and the saturation constraint are substituted into Equation 2-6 to arrive at a set of equations formulated in terms of the two primary unknowns \( P_w \) and \( S_n \) (Kueper and Frind, 1991a):

\[
\frac{\partial}{\partial x_i} \left[ \frac{-k_{w,r} \mu_w}{\phi} \left( \frac{\partial P_c}{\partial x_j} + \zeta w g \frac{\partial z}{\partial x_j} \right) \right] - \phi \frac{\partial S_n}{\partial t} = 0, \quad i,j = x,y,z
\]

(2-9)

\[
\frac{\partial}{\partial x_i} \left[ \frac{-k_{n,r} \mu_n}{\phi} \left( \frac{\partial (P_c + P_w)}{\partial x_j} + \zeta n g \frac{\partial z}{\partial x_j} \right) \right] + \phi \frac{\partial S_w}{\partial t} = 0, \quad i,j = x,y,z
\]

(2-10)

These equations are highly non-linear due to the dependence of the relative permeabilities \( k_{r,w} \) and \( k_{r,n} \) on the wetting phase saturation, and the dependence of the capillary pressure \( P_c \) on the wetting phase saturation. Constitutive relationships describing these dependencies – \( k_{r,w}(S_w) \), \( k_{r,n}(S_n) \) and \( P_c(S_w) \) – are required in order to solve these equations. Widely used and basic forms of these constitutive relations are described by Brooks and Corey (1964) and van Genuchten (1980). Numerous studies have investigated hysteretic constitutive relations governing multiphase flow (e.g., Lenhard and Parker, 1987; Parker and Lenhard, 1987; Gerhard and Kueper, 2003a,b). Numerical methods, such as finite difference or finite element, are normally employed to obtain an approximate solution to the governing multiphase equations (e.g., Kueper and Frind, 1991a,b). Equations 2-9 and 2-10 are discretized into a solution domain with the unknown variables at discrete points, or nodes. The non-linear nature of the governing equations is handled with numerical techniques to linearize the problem. For example,
the Newton-Raphson technique, which is generally regarded as the most robust (Huyakorn and Pinder, 1983), involves replacing the non-linear system of equations with a linear approximation using Newton’s Method and then minimizing the resulting error with an iterative solution scheme.

Model verification, validation and calibration steps are frequently performed to ensure that a numerical model is an accurate and credible representation of a real system (Rykiel, 1996). Model verification is a process used to confirm that the model formalism is correct; this process determines that the inputs and calculations are correctly implemented. Model validation compares the simulated system output with real system observations to check that the model, within a satisfactory range of accuracy, represents the real system (Rykiel, 1996). Model calibration is an iterative process that compares the model to the actual system behaviour and uses the discrepancies between the two, and the insights gained, to improve the model. Model calibration can occur as part of either verification or validation procedures (Rykiel, 1996).

2.1.4.2 Boundary conditions

The partial differential equations (Equations 2-9 and 2-10) must be coupled with boundary and initial conditions to specify a solvable mathematical model. Source/sink terms are added into the mass balance equations (2-9) and (2-10) only for chosen boundary nodes. By manipulating the form of these additional flux terms, all physically possible boundary configurations can be specified.

For each phase that is mobile through a boundary node (i.e., able to enter or leave the domain via that boundary), the model indirectly solves for the appropriate mass flux such that the boundary condition is maintained. For a constant wetting pressure (Dirichlet type) boundary condition, for example, the model is forced to solve \( \Delta P_w = 0 \) at boundary node \( b \). If both phases are mobile through the node, this is accomplished by adding source/sink terms to the wetting and non-wetting equations respectively:
\[ Q_{w,b} = W_f (P^*_{w,b} - P_{w,b}) k_{r,w,b} , \]  

(2-11)

\[ Q_{n,b} = W_f (P^*_{w,b} - P_{w,b}) k_{r,n,b} , \]  

(2-12)

where \( W_f \) and \( W_f \) are very large, but unequal numbers (e.g., \( 10^{25} \) and \( 10^{30} \)), and \( P^*_{w,b} \) is the specified wetting pressure at boundary node \( b \). The presence of such large numbers forces the model, in this case, to always solve \( P_{w,b} \equiv P^*_{w,b} \). To specify a constant saturation at node \( b \) with both phases mobile, a similar formulation of the flux terms is needed:

\[ Q_{w,b} = W_f (S^*_{w,b} - S_{w,b}) k_{r,w,b} , \]  

(2-13)

\[ Q_{n,b} = W_f (S^*_{w,b} - S_{w,b}) k_{r,n,b} , \]  

(2-14)

where \( S^*_{w,b} \) is the specified wetting saturation at boundary node \( b \). Furthermore, both boundary conditions can be specified at a single node by combining the flux terms. Thus, for a constant wetting pressure and saturation at boundary node \( b \) with both phases mobile, the required source/sink terms are given by:

\[ Q_{w,b} = k_{r,w,b} \left[ W_f (P^*_{w,b} - P_{w,b}) + W_f (S^*_{w,b} - S_{w,b}) \right] \]  

(2-15)

\[ Q_{n,b} = k_{r,n,b} \left[ W_f (P^*_{w,b} - P_{w,b}) + W_f (S^*_{w,b} - S_{w,b}) \right] \]  

(2-16)

In any of these cases, the boundary condition may restrict flux into or out of the domain to only one fluid. If only the wetting phase is mobile across the boundary node, then the non-wetting flux term, \( Q_{n,b} \), would be zero. Consequently, for a no-flow boundary and for a non-boundary node, the source/sink terms can be ignored altogether (i.e., \( Q_{w,i} = 0 \) for any \( i \)).
and \( Q_{n,i} = 0 \) for all \( i \), unless otherwise specified. All other possible boundary conditions, such as constant flux, injection and extraction wells can be similarly specified at any node in the domain.

### 2.1.4.3 Multiphase flow models

A number of multiphase flow models have been developed which solve the system of equations described above (e.g., Abriola and Pinder, 1985; Kaluarachchi and Parker, 1990; Kueper and Frind, 1991a,b; Abriola et al., 1992; Sleep and Sykes, 1993). These models have been used to study DNAPL migration (e.g., Kueper and Gerhard, 1995), impacts of wettability changes (e.g., O’Carroll et al., 2004), DNAPL dissolution (e.g., Dekker and Abriola, 2000; Saenton and Illangasekare, 2013), and various remediation strategies (e.g., Rathfelder et al., 2000; Christ and Abriola, 2006; Chen et al., 2013).

The model that is used extensively in this thesis is DNAPL3D. DNAPL3D is a finite-difference, multiphase fluid flow model that simulates the infiltration, redistribution, and immobilization of DNAPL in heterogeneous porous media at the field scale. The initial formulation of the model in two-dimensions (2D) was provided by Kueper and Frind (1991a,b). Gerhard and Kueper (2003a,b) incorporated capillary pressure-saturation and non-wetting phase relative permeability-saturation relationships into the numerical model, which was then validated against one-dimensional (1D) laboratory experiments in both space and time. Gerhard and Kueper (2003c) demonstrated that the details of the constitutive model incorporated into a two-phase flow code profoundly influence the details of the DNAPL scenario, including the proportion of DNAPL pools to residual, the extent of the source zone, and the time required for DNAPL migration to occur. Grant et al. (2007) validated the model for DNAPL redistribution in heterogeneous porous media in 2D.

DNAPL3D, and similar models, provide an effective tool for designing field and laboratory-scale experiments and can be used to perform sensitivity analysis in the study of DNAPL migration. Kueper and Gerhard (1995) demonstrated that source location,
source size and source strength all have a profound influence on the infiltration rate of DNAPL into the subsurface. Gerhard et al. (2007) utilized DNAPL3D to examine the time scales of the migration of six different DNAPLs in sandy aquifers, and demonstrated that the density and viscosity of DNAPL and the mean permeability of the aquifer are the key parameters that affect the time scale; the higher the DNAPL mobility and aquifer permeability, the lower the cessation times. The release volume, strength of the source, ambient groundwater hydraulic gradient, mean aquifer porosity, and DNAPL-water interfacial tension are not found to significantly affect cessation times, but they do significantly affect the spatial distribution of the DNAPL.

2.1.4.4 Contaminant transport

The partial differential equation describing the fate and transport of dissolved phase contaminants of species \( \kappa \) in 3D, transient groundwater flow systems can be written as follows (Freeze and Cherry, 1979):

\[
\frac{\partial}{\partial t} (\phi C_\kappa) = \frac{\partial}{\partial x_j} \left( \phi D_{ij} \frac{\partial C_\kappa}{\partial x_j} \right) - \frac{\partial}{\partial x_i} (\phi v_\kappa C_\kappa) + q_{s,\kappa} + \sum R_n, \quad i,j = x,y,z \quad (2-17)
\]

where \( C_\kappa \) is the aqueous phase concentration, \( D_{ij} \) is the hydrodynamic dispersion coefficient tensor, \( v_\kappa \) is the seepage of linear pore water velocity (it is related to the specific discharge or Darcy flux through the relationship \( v_\kappa = q_\kappa / \phi \)), \( q_{s,\kappa} \) is the volumetric flow rate per unit volume of aquifer representing fluid sources (positive) and sinks (negative), \( C_{\kappa,s} \) is the concentration of the source or sink flux for species \( \kappa \), and \( \sum R_n \) is the chemical reaction term.

The transport equation is related to the groundwater flow equation through Darcy’s law (Bear, 1972):
\[ v_{k,j} = \frac{q_{k,j}}{\phi} = -\frac{K_{ij}}{\phi} \frac{\partial h}{\partial x_j}, \]  

where \( K_{ij} \) is the hydraulic conductivity and \( h \) is hydraulic head, calculated from the solution of the groundwater flow equation (Bear, 1972):

\[ \frac{\partial}{\partial x_j} \left( K_{ij} \frac{\partial h}{\partial x_j} \right) + q_s = S_s \frac{\partial h}{\partial t}, \]  

where \( S_s \) is the specific storage of the aquifer.

The chemical reaction term, \( R_n \), in Equation 2-17 can be used to include the effects of general biochemical and geochemical reaction (e.g., sorption and decay) which are generally expressed as functions of aqueous phase concentration. Therefore, the governing equations for each component require the solution of only one unknown (i.e., \( C_s \)) for each equation.

A number of numerical models have been developed to simulate contaminant transport. MT3D is a 3D transport model for simulating the advection, dispersion and chemical reactions of soluble contaminants in groundwater systems (Zheng, 1990). The MT3D code is widely used in contaminant transport modelling and remediation assessment studies (e.g., Saba and Illangasekare, 2000; Saenton et al., 2002; Oostrom et al., 2006; Grant and Gerhard, 2007a,b). RT3D is a solute transport code derived from MT3D but with greatly expanded reaction capabilities, including simulation of inorganic reactions, geochemistry reactions, colloid transport and heat transport (Clement, 1997). This model has also seen wide application in the literature (e.g., Tartakovsky et al., 2002; Clement et al., 2004; Phanikumar and McGuire, 2004; West et al., 2008). Other solute transport models include MISER (Abriola et al., 1997), FEMWATER (Lin et al., 1997) and TOUGHREACT (Xu et al., 2012).
2.1.4.5 DNAPL mass removal

In addition to simulating the realistic infiltration and redistribution of DNAPL at a contaminated site, numerical models have also been developed to simulate the mass removal of DNAPL. Numerical models are a widely used and cost-effective avenue for predicting the performance of various DNAPL remediation technologies such as natural dissolution (e.g., Grant and Gerhard, 2007a,b), surfactant-enhanced dissolution (e.g., Saenton and Illangasekare, 2013) and chemical oxidation (e.g., West et al., 2008).

The DNAPL mass removal method used throughout this thesis is natural groundwater dissolution. As discussed, the components of DNAPL dissolve into groundwater to some degree. Partitioning from the DNAPL phase to groundwater has been examined by a number of studies and a number of mass transfer expressions have been developed (e.g., Miller et al., 1990; Powers et al., 1992; Imhoff et al., 1993; Saba and Illangasekare, 2000; Nambi and Powers, 2003; Grant and Gerhard, 2007a,b). A number of numerical modelling studies have been conducted to investigate the removal of entrapped DNAPL either from natural or enhanced dissolution (e.g., Park and Parker, 2005; Grant and Gerhard, 2007a,b; Saenton and Illangasekare, 2013).

Grant and Gerhard (2007a,b) developed DNAPL3D-MT to simulate DNAPL infiltration and redistribution below the water table as well as DNAPL dissolution and transport of dissolved phase species in groundwater. DNAPL3D-MT couples the multiphase flow model DNAPL3D (Gerhard and Kueper, 2003a,b,c) and the dissolved phase transport model MT3D (Zheng, 1990) through a novel mass transfer routine based on the interfacial area between immiscible phases (Grant and Gerhard, 2007a,b). A standard split operator approach (e.g., Barry et al., 2002) was used to link the two sub-models. Within a time step, DNAPL migration is initially simulated using DNAPL3D. The appropriate amount of contaminant mass introduced locally into the aqueous phase at nodes with DNAPL present is then determined by the mass transfer routine. MT3D is then employed within the same time step to simulate the advection and dispersion of the dissolved phase in groundwater. Finally the phase saturations are updated at the end of the time step in accordance with the amount of mass transferred from the DNAPL to the aqueous phase. The DNAPL3D-MT model was validated for the complete dissolution of
a DNAPL source zone in 2D heterogeneous porous media. Figure 2-2 presents an example of a simulated DNAPL source zone undergoing mass removal via dissolution by groundwater flowing from left to right.

DNAPL3D-MT has also been used to examine the effectiveness of hydraulic displacement for the removal of pooled DNAPL through the use of injection and extraction wells (e.g., Alexandra et al., 2012). The hydraulic displacement simulations demonstrated an increase in the amount of the residual DNAPL present, which in turn resulted in increased solute concentrations in groundwater and enhanced DNAPL dissolution. DNAPL3D has also been coupled with a combustion front expansion model to develop an In Situ Smoldering Model (ISSM) that simulates the expansion of a smoldering front in heterogeneous porous media (MacPhee et al., 2012).

DNAPL3D-RX was developed by West et al. (2008) by coupling DNAPL3D to the reactive transport model RX3D (Clement, 1997). DNAPL3D-RX simulates DNAPL infiltration and redistribution, mass transfer between the non-aqueous and aqueous phases, and advective-dispersive aqueous phase reactive transport in groundwater. The mass transfer module and standard split operator used by Grant and Gerhard (2007a,b) in DNAPL3D-MT is also employed in this model. DNAPL3D-RX is calibrated to published 1D column experiments. West et al. (2008) employed DNAPL3D-RX to study the efficacy of the chemical oxidation treatment process on DNAPL source zone removal.
Figure 2-2: Numerical simulation of a DNAPL source zone undergoing mass removal via natural groundwater dissolution (modified from Grant, 2005): (a) initial DNAPL source zone with ~0% DNAPL mass removed, and (b) DNAPL source zone after 77% DNAPL mass removal. DNAPL saturations shown in pink-to-red scale (minimum saturation = 0.01) and dissolved phase concentrations shown in light-to-dark blue scale (minimum concentration = 100 mg/L).

Other studies have linked reactive transport models to multiphase flow models to investigate DNAPL remediation processes. The MISE model (e.g., Abriola et al., 1997) is a reactive transport model that has been linked to the two-phase immiscible flow model M-VALOR (Abriola et al., 1992) to simulate soil vapour extraction, bioventing and surfactant flushing at both the laboratory and field scale (e.g., Dekker and Abriola, 2000; Rathfelder et al., 2000, 2001). Christ and Abriola (2006) adapted the MISE model to simulate dissolution enhancement due to metabolic reductive dechlorination in field scale DNAPL source zones.
2.2 DNAPL Source Zone Characterization

2.2.1 Introduction

A review of the literature in the previous section has shown that the migration of DNAPL is a very complex multiphase flow process resulting in a heterogeneous distribution of DNAPL in the subsurface. This presents a significant challenge for effective characterization of DNAPL source zones which is an essential component for successful remediation of contaminated sites. Subsurface information, both initially and over time, is required to inform site conceptual models and the subsequent design, monitoring and performance assessment of remedial strategies (Kavanaugh et al., 2003; NRC, 2005). A variety of invasive and non-invasive techniques have demonstrated potential for successful characterization and monitoring of DNAPL source zones and numerous studies present and compare the different techniques (e.g., Kram et al., 2001, 2002; NRC, 2005).

2.2.2 Invasive Techniques

Traditionally, DNAPL site characterization and monitoring has relied on a sparse network of intrusive sampling points consisting of test pits, direct push sampling, coring and monitoring wells (e.g., Griffin and Watson, 2002; NRC, 2005). Coring technologies, such as rotasonic drilling, provide large diameter, relatively undisturbed cores of soil for characterization. Methods to characterize the soil cores above ground include hydrophobic dye shake testing, ultraviolet (UV) fluorescence, and chemical analyses. Down-hole methods, such as cone penetrometer technology (CPT) and laser induced fluorescence (LIF), can be used to provide real-time characterization of stratigraphy and fluorescent contamination. Groundwater quality profiling, using direct push technology or multi-level wells, measures the downgradient dissolved concentrations to ‘backtrack’ and locate the DNAPL source zone. Although these techniques have been widely implemented at contaminated sites, a number of limitations exist; these techniques are costly, time-consuming and suffer from low sampling density, relying on data from a limited number of locations, sometimes widely spaced, with the spatial distribution of DNAPL interpolated between the sample points (Chambers et al., 2010).
2.2.3 Non-Invasive Techniques

For a considerable time, geophysical techniques have been touted for characterizing and monitoring DNAPLs source zones. These non-invasive techniques have the advantage of producing spatially continuous information on subsurface variability that leads to potentially more complete site characterization (e.g., Brewster et al., 1995). The geophysical properties of DNAPLs, including electric, dielectric and acoustic, are generally distinct from the surrounding groundwater in the subsurface (Ajo-Franklin et al., 2006). Generally, DNAPLs are much more electrically resistive than groundwater (Lucius et al., 1992), exhibit low dielectric permittivities (2.2 to 10.9) relative to water (81) and low P-wave velocities (938 to 1217 m/s) relative to water (1480 m/s) (Ajo-Franklin et al., 2006). Therefore, the presence of DNAPL in the pore space should theoretically provide a geophysical target amenable to detection.

Over the years, a number of geophysical techniques have been proposed for the detection and monitoring of DNAPL distribution in the subsurface, including ground penetrating radar (GPR) (e.g., Brewster and Annan, 1994), seismic reflection (e.g., Temples et al., 2001), ERT (e.g., Newmark et al., 1998), induced polarization (IP) (e.g., Olhoeft, 1985) and self-potential (SP) (e.g., Minsley et al., 2007). Despite significant potential, geophysical techniques have not become commonly used tools at DNAPL sites, due, in part, to the highly heterogeneous nature of contaminated sites, the complexity of a typical DNAPL distribution and the limited understanding of the relationship between hydrogeological and geophysical properties.

In recent years, however, hydrogeophysics has become a rich field of research and significant advancements have occurred in many techniques. In particular, geoelectrical methods have become increasingly popular in environmental and hydrogeological applications (e.g., Slater and Lesmes, 2002; Binley and Kemna, 2005; Revil et al., 2012; Loke et al., 2013). Geoelectrical methods such as ERT, IP and GPR obtain measurements of subsurface electrical characteristics, including electrical resistivity, electrochemical activity and dielectric permittivity. These methods have been used across a wide range of hydrogeological investigations, including the mapping of moisture content (Zhou et al., 2001; Turesson, 2006), groundwater quality (Ogilvy et al., 2009), salt tracer transport
(e.g., Slater et al., 2000), distribution of injected amendment fluids (e.g., Lane et al., 2006), and changes associated with contaminant biodegradation (e.g., Atekwana et al., 2005; Sogade et al., 2006; Flores Orozco et al., 2011). More recently, geoelectrical monitoring has significantly developed and is now a strongly emerging branch in applied geophysics (Supper et al., 2014a).

2.3 Electrical Resistivity Tomography

2.3.1 Introduction

Electrical resistivity tomography (ERT) is one of the oldest and most commonly used geophysical methods and measures the variation of electrical resistivity in the subsurface (Dahlin, 2001). The ERT technique has evolved significantly from its basic form as 1D electrical prospecting method that was used to map vertical or horizontal layers or anomalies in the subsurface (e.g., Slichter, 1933). Over the past two decades, coupled with the significant advancements in computers, there have been revolutionary improvements in ERT and it is now one of the most widely researched and applied techniques in geophysics (e.g., Revil et al., 2012; Loke et al., 2013). This section examines the basic principles of ERT, data acquisition and processing and the use of ERT in hydrogeological and DNAPL applications.

2.3.2 Principles of ERT

2.3.2.1 Basic resistivity theory

The fundamental physical law used in resistivity surveys is Ohm’s law that governs the flow of electrical current in the earth. The equation for Ohm’s law in vector form for current flow in a continuous medium is given by (Tsourlos, 1995):

\[ J_c = \sigma E, \]  

(2-20)
where $\sigma$ is the electrical conductivity of the medium, $J_c$ is the current density and $E$ is the electric field intensity. In practice, what is measured is the electric field potential $\Phi$. The relationship between the electric potential and the field intensity is given by:

$$E = -\nabla \Phi$$  \hspace{1cm} (2-21)

Combining Equations 2-20 and 2-21, we get:

$$J_c = -\sigma \nabla \Phi$$  \hspace{1cm} (2-22)

In almost all surveys, the current sources are in the form of point sources. In this case, over an elemental volume $\delta V$ surrounding a current source $I_c$ located at $(x_s, y_s, z_s)$, the relationship between the current density and the current is given by (Dey and Morrison, 1979):

$$\nabla J_c = \left( \frac{I}{\delta V} \right) \delta(x-x_s)\delta(y-y_s)\delta(z-z_s),$$  \hspace{1cm} (2-23)

where $\delta$ is the Dirac delta function. Equation 2-23 can then be rewritten as:

$$-\nabla \left[ \sigma(x, y, z) \nabla \Phi(x, y, z) \right] = \left( \frac{I}{\delta V} \right) \delta(x-x_s)\delta(y-y_s)\delta(z-z_s)$$  \hspace{1cm} (2-24)

This partial differential equation gives the subsurface potential distribution in an isotropic, non-uniform 3D medium due to a point current source. Numerous techniques have been developed to solve this equation. This is the ‘forward’ modelling problem which determines the potential that would be observed over a given subsurface structure, and is incorporated in both forward models and inversion algorithms as discussed in Sections 2.3.2.5 and 2.3.2.7.
2.3.2.2 ERT data acquisition

The ERT method employs an artificial source of current injected into the subsurface through point electrodes and the resulting potential difference is measured at other electrode positions in the vicinity of the current flow. Figure 2-3 illustrates a single point source of current on the surface of a semi-infinite conducting layer of uniform resistivity (i.e., a homogeneous and isotropic medium).

![Current source diagram](image)

**Figure 2-3:** Current from a point source and the resulting equipotential surfaces

The current $I_c$ injected from the point source will flow radially outwards and its distribution will be uniform over a hemispherical shell of resistivity $\rho$. At a distance $r$ from the point source, the surface area of the hemispherical shell is $2\pi r^2$ so that the potential at the point P for the homogeneous half space is given by (Tsourlos, 1995):

$$\Phi_p = \frac{\rho I_c}{2\pi r}$$  \hspace{1cm} (2-25)

In practice, two current electrodes are normally used. One of the electrodes (A) is positive and sends current into the ground (source) while the other electrode (B) is negative and collects the returning current (sink), as illustrated in Figure 2-4.
Figure 2-4: The equipotential surfaces and the current lines for two point source electrodes

The potential at a point $P$, which is at a distance $r_A$ and $r_B$ from $A$ and $B$, respectively, is measured as:

$$\Phi_P = \frac{\rho I_c}{2\pi} \left( \frac{1}{r_A} - \frac{1}{r_B} \right)$$

(2-26)

ERT surveys determine the spatial variation of electrical resistivity through four-electrode measurements. The two current electrodes, $A$ and $B$, inject constant electrical current $I_c$ into the subsurface, while two potential electrodes, $M$ and $N$, measure the difference in the resulting voltage $\Phi$. Figure 2-5 illustrates a four-electrode station with current electrodes $A,B$ and potential electrodes $M,N$ over a homogeneous, isotropic medium with resistivity $\rho$. The potential at $M$ and $N$ can be determined using Equation 2-26 as follows:

$$\Phi_M = \frac{\rho I_c}{2\pi} \left( \frac{1}{AM} - \frac{1}{BM} \right)$$

(2-27)

$$\Phi_N = \frac{\rho I_c}{2\pi} \left( \frac{1}{AN} - \frac{1}{BN} \right)$$

(2-28)
Therefore, the potential difference is given by:

\[ \Delta \Phi = \Phi_M - \Phi_N = \frac{\rho I_c}{2\pi} \left( \frac{1}{AM} - \frac{1}{BM} - \frac{1}{AN} + \frac{1}{BN} \right) \]  

(2-29)

This equation gives the potential that would be observed over a homogeneous half space with a typical four-electrode configuration. The subsurface is typically heterogeneous so that the resistivity observed is 'apparent'. The apparent resistivity is only the true resistivity of the subsurface when it consists of a completely homogeneous and isotropic medium. Apparent resistivity can be seen as a weighted average of the resistivities of the subsurface volume. The apparent resistivity depends on the configuration of the electrodes and is determined as follows:

\[ \rho_a = G_f \frac{\Delta \Phi}{I_c}, \]  

(2-30)

where \( G_f \) is the geometrical factor that depends on the configuration of the current and potential electrodes, and is given by:
$$G_j = 2\pi \left( \frac{1}{AM} - \frac{1}{BM} - \frac{1}{AN} + \frac{1}{BN} \right)$$

A large number of electrode configurations exist (e.g., Dahlin and Zhou, 2004) and these are discussed in more detail in Section 2.3.2.3. This four-electrode approach to resistivity surveys, historically used for 1D vertical electrical sounding and lateral profiling, remains the basis for the 2D and 3D surveys employed today.

Previously, one of the inherent limitations of ERT was the time-consuming and laborious task of acquiring these four-electrode measurements along a survey line. Over the years, significant improvements in field instrumentation have occurred ranging from an initial multi-electrode system with manual switching (e.g., Barker, 1981) to the fast automated multi-channel systems now commonly used (e.g., Stummer et al., 2004; Ogilvy et al., 2009). ERT surveys are now being carried out in a range of challenging environments from under-water (e.g., Day-Lewis et al., 2006; Mansoor and Slater, 2007) to active landslides (e.g., Supper et al., 2014b).

To obtain 2D apparent resistivity measurements, electrodes are placed along a survey line using a range of different electrode separations and midpoints defined by the survey configuration. The resistivity of the 2D model is assumed to vary both vertically and laterally along the survey line but constant in the direction perpendicular to the survey line (e.g., Oldenburg and Li, 1999). However, all geological structures and spatial distribution of subsurface electrical properties are inherently 3D in nature. The 3D effects of subsurface structures are more pronounced in hydrogeological investigations where the geology is highly heterogeneous and 2D surveys conducted in these environments can lead to misinterpretation of the recorded data (e.g., Bentley and Gharibi, 2004). Hence a 3D survey gives the most accurate and reliable results (e.g., Papadopoulos et al., 2007).

A 3D survey can be conducted in various forms. To obtain a complete 3D data set, the measurements should ideally be made in all possible directions (Loke and Barker, 1996). The electrodes are placed in square and rectangular grids and each time current is injected, potential can be measured at all remaining electrodes (e.g., Chambers et al.,
1999) or only those electrodes at 45-degrees from the current electrode (e.g., Loke and Barker, 1996). Although required to obtain an ideal 3D data set, these methods are usually impractical, time-consuming and cumbersome. The most commonly used and practical method to obtain 3D data involves collecting data along sets of parallel and/or orthogonal 2D lines (e.g., Bentley and Gharibi, 2004). This method allows more flexible survey design and choice of electrode arrays which were first developed for 2D surveying. The resulting 3D data set can be processed with 2D inversion of each individual 2D survey line which is then compiled into an inverted ‘quasi-3D’ data set or the complete set of 2D lines can be inverted with 3D inversion. When full 3D inversion algorithms are used to invert a number of parallel 2D lines, Papadopoulos et al. (2007) demonstrated that only parallel lines in either the x- or y-direction are required to correctly resolve the 3D nature of subsurface targets, whereas both parallel and orthogonal lines (both x- and y-directions) are required when using quasi-3D inversion.

Time-lapse ERT surveys have become increasingly popular in recent years and can consist of mobile, semi-permanent or permanent electrodes with periodic measurements acquired over time (e.g., Ogilvy et al., 2009). Time-lapse ERT surveys have been applied across a wide range of environments and have recently been successfully applied to monitor processes in challenging transient natural systems such as active landslides (e.g., Supper et al., 2014b). One significant challenge in these environments is the possible movement of electrodes during monitoring and studies have investigated techniques to compensate for potential errors (e.g., Wilkinson et al., 2010). In addition, a number of time-lapse inversion algorithms have recently been developed to provide improved time-lapse images (e.g., Kim et al., 2009; Karaoulis et al., 2011a; Loke et al., 2014). These are discussed in more detail in Section 2.3.2.7.

2.3.2.3 Electrode configurations

ERT surveys are normally identified according to the arrangement of the current and potential electrodes, with the most commonly used arrays including Wenner, Schlumberger, dipole-dipole and pole-dipole arrays (Loke, 2013). The main
characteristic of an electrode array is its geometrical factor which is related to the systematic arrangement and spacing of the electrodes (see Equation 2-31). Each electrode array has different attributes including sensitivity to vertical and lateral variations in subsurface resistivity, depth of investigation and signal strength. Therefore, different arrays are more suitable for different investigations with the choice of a particular array dependent on the geometry and location of the desired target, required resolution and allowable survey time (e.g., Dahlin and Zhou, 2004; Loke, 2013). A number of studies have investigated the effectiveness of different arrays to delineate various targets of interest. Bing and Greenhalgh (2000) investigated the effectiveness of different electrode configurations for cross-hole ERT surveys examining two targets of interest: a dipping conductive strip and a dislocated fault. Dahlin and Zhou (2004) conducted a comprehensive numerical investigation to evaluate the performance of ten different electrode arrays on five different subsurface targets.

In addition to the standard electrode arrays, many studies have investigated non-conventional electrode arrays to optimize the subsurface resistivity information recorded (e.g., Stummer et al., 2004; Wilkinson et al., 2006; Nenna et al., 2011). Comprehensive data sets containing all possible combinations of four-electrode configurations (including every possible conventional and non-conventional array) can be generated to provide increased subsurface information (e.g., Stummer et al., 2004). Due to the large number of measurements and corresponding survey time of comprehensive arrays, subsequent studies utilized optimization procedures to generate smaller, optimal arrays (e.g., Wilkinson et al., 2006; Furman et al., 2007; Athanasiou et al., 2007). The optimization procedure incorporates electrode configurations exhibiting high sensitivities and depth of influence into a successively increasing optimal data set (e.g., Wilkinson et al., 2006). Optimization of electrode arrays deployed for time-lapse monitoring have also been developed which optimize the electrode array sequentially through the monitoring period (e.g., Wilkinson et al., 2013).
2.3.2.4 Borehole ERT

ERT surveys are also characterized by the deployment of the electrodes. Surface ERT, with electrodes deployed along the surface, is minimally invasive and provides relatively fast and large spatial coverage. However, the resolution of surface ERT generally decreases with depth. To overcome this depth limitation and provide higher resolution in regions of interest, ERT electrodes have often been deployed in boreholes in closer proximity to the desired target. The placement of electrodes in boreholes presents several possible configurations, including borehole-to-borehole – also known as cross-hole (e.g., Daily and Owen, 1991; Slater et al., 2000) and surface-to-borehole (e.g., Dhu and Heinson, 2004; Tsourlos et al., 2011). While borehole ERT provides superior depth resolution and imaging, it is more expensive and more difficult to achieve large spatial coverage due to the constraint on borehole spacing: borehole depth / borehole spacing \( \approx 1.5 \); so, for example, a survey relying on 6 m deep boreholes would need to be placed with a maximum separation of 4 m.

In recent years, electrodes have been placed in tunnels (i.e., tunnel-to-tunnel) to image geological conditions in advance of tunnel boring (Danielsen and Dahlin, 2010) and mining (van Schoor and Binley, 2010). Simyrdanis (2013) examined the applicability of surface-to-tunnel ERT for imaging subsurface targets. Various aspects of this ERT arrangement were discussed and explored by means of numerical simulation and experimental tests on various targets with simple geometries. For example, various geometrical shapes with contrasting resistivities were simulated, while various metal and plastic targets (e.g., plastic pipes and metal plates) were placed in a water-filled experimental tank. Although surface-to-tunnel ERT shares many similarities with cross-hole ERT, the major difference relates to the fact that measurements associated with surface electrodes exhibit different sensitivities compared to measurements involving tunnel electrodes. Simyrdanis (2013) examined a number of electrode arrays and proposed a geometrical factor threshold to ensure viable arrays with sufficient signal-to-noise ratios. Simyrdanis (2013) also examined the vertical distance between surface and tunnel electrodes which strongly influences the resolving ability in the areas between the arrays. After a number of tests using synthetic data, an optimum ratio (separation
distance / electrode spacing) of 7/1 was recommended for resistive targets. Simyrdanis (2013) also demonstrated that the tunnel itself can affect the measurements since it is a subsurface ‘object’ with infinite resistance, and solutions to compensate for this tunnel effect were proposed.

### 2.3.2.5 Forward modelling

It is possible to mathematically predict the theoretical outcome (i.e., apparent resistivity) of a set of measurements from ERT surveys on a subsurface distribution of electrical resistivity. Forward modelling seeks to find a solution of the differential equation presented in Equation 2-24. There are several methods available to solve the forward problem, including analytical, boundary element, finite-difference and finite-element methods (Loke et al., 2013). The analytical and boundary element methods are more accurate and flexible but are restricted to relatively simple geometries. The finite-difference and finite-element methods are the most viable methods as they permit modelling of large, complex and arbitrary subsurface resistivity distributions (Tsourlos, 1995). The subsurface is subdivided into a large mesh of individual cells, each with a constant, user-specified resistivity and then the potential difference is calculated at nodes of the mesh (Dey and Morrison, 1979). Li and Spitzer (2002) evaluated the performance of both methods for the resistivity forward problem. In general, the finite-element method is preferred and widely used in a number of forward modelling schemes (e.g., Tsourlos and Ogilvy, 1999; Rücker et al., 2006; Karaoulis et al., 2013).

In addition to being an integral part of the inversion process (i.e., calculates the theoretical apparent resistivity values for the models predicted by the inversion), forward modelling has found many applications including the design of field surveys and testing of new inversion algorithms (e.g., Goes and Meekes, 2004; Karaoulis et al., 2014a). As discussed in Section 2.3.2.3, different electrode arrays produce different resistivity results and forward modelling has been used to evaluate various electrode arrays for imaging different subsurface resistivity distributions (e.g., Bing and Greenhalgh, 2000; Dahlin and Zhou, 2004; Simyrdanis et al., 2012). Forward modelling has also been used to evaluate
the effectiveness of 2D and 3D inversion algorithms on ERT data from 3D subsurface structures (e.g., Tsourlos, 2005; Papadopoulos et al., 2007). Karaoulis et al. (2011a; 2014a) and Kim et al. (2013) used synthetic examples and forward modelling to evaluate the performance of newly developed four-dimensional (4D) inversion algorithms.

2.3.2.6 Noise considerations

Some of the major sources in an ERT survey are related to the contact resistance between the electrodes and subsurface, measurements errors, and background/cultural noise (Slater et al., 2000). While noise can never be fully eliminated, techniques such as stacking and reciprocal measurements can minimize and/or quantify the noise. For example, obtaining reciprocal measurements, which involves switching the source and receiver electrode pair in an electrode array, provides a measure of data precision and estimates of standard deviations (Miller et al., 2008). Understanding the noise in the recorded ERT data is crucial for data inversion, and ultimately determines how well we resolve the subsurface structure. Noise results in artifacts in the inverted resistivity model, which is especially problematic at sites with low signal-to-noise ratio, where the inversion artifacts may overwhelm the targets sought. It should be noted that even noise-free data may also produce some inversion artifacts due to numerical errors and constraints (e.g., smoothness) in the inversion.

It is common for numerical modeling studies that simulate ERT surveys to add Gaussian noise to the recorded ERT data to mimic realistic scenarios (e.g., Miller et al., 2008; Karaoulis et al., 2011a; Karaoulis et al., 2014a).

2.3.2.7 Inversion

Inversion is required to invert the apparent electrical values obtained during ERT surveys to obtain the distribution of true electrical properties. Inversion is a very rich field of research and inversion schemes are being continuously improved and developed,
resulting in more accurate and valuable results from electrical measurements. A large number of different inversion codes have been developed and can be applied to the various survey approaches, including 2D and 3D surveys (e.g., Loke and Barker, 1996; Tsourlos and Ogilvy, 1999) for surface and borehole data (e.g., LaBrecque et al., 1996) in static and time-lapse modes (e.g., Karaoulis et al., 2013).

The inverse problem involves determining the subsurface resistivity distribution (model) that explains the set of apparent electrical measurements (recorded survey data) to an acceptable degree (i.e., minimize the difference between measured and calculated values). The widely used L2-norm inversion scheme involves minimizing the L2-norm of the following objective function, $S$:

$$S = \Phi_d + \lambda \Phi_m = \|D - G(X)\|^2 + \lambda^2 \|C X\|^2, \quad (2-32)$$

where $\Phi_d$ denotes the data misfit vector, $\Phi_m$ is a regularization function, $\lambda$ is the Lagrangian multiplier used for controlling this regularization term, $X$ denotes the subsurface model sought from the inversion procedure (i.e., distribution of bulk resistivity that best fits the ERT data), $D$ denotes the recorded ERT data, $G$ is the forward operator, and $C$ is the spatial second-derivative operator. The first term of the right-hand side of Equation (2-32) ensures the convergence of the inverted model generated with respect to the recorded data. The second term is introduced to stabilize the inversion algorithm and produce smooth inverted models that satisfy the data (Constable et al., 1987). The solution to the minimization of this objective function can be found using, for instance, an iterative Gauss-Newton algorithm, which yields the following iterative normal equation:

$$X_{i+1} = X_i + DX = X_i + (J^T J + \lambda C^T C)^{-1} J^T (D - G(X)), \quad (2-33)$$
where \( l \) denotes the iteration number, \( dX \) denotes the perturbation to the updated model, and \( J \) is the Jacobian or sensitivity matrix (i.e., derivatives of the recorded data with respect to changes in the model parameters).

As mentioned, inversion is a very active and rich field of research, with a number of approaches being continuously developed to improve ERT inversion. Hydrogeological or geophysical information can be incorporated into ERT inversion to provide improved imaging (e.g., Miller et al., 2012; Karaoulis et al., 2012; 2014a). Doetsch et al. (2012a) incorporate structural information obtained from GPR data to constrain and improve the inverted ERT images to better characterize mineral deposits. Zhou et al. (2014) similarly incorporate high resolution GPR data to generate an image guide to provide significantly improved ERT imaging. ERT has also been jointly inverted with seismic (e.g., Karaoulis et al., 2012) and hydrogeological data (e.g., Miller et al., 2012).

ERT used in time-lapse mode has developed into one of the most widely applied branches in geophysics today, and a large number of inversion schemes and approaches have been used. The independent inversion approach has been used in time-lapse monitoring where ERT data is collected over time. This traditional approach involves independently recording ERT data at each monitoring step is independently inverted and differential time-lapse images are reconstructed (e.g., Tsourlos et al., 2003). However, as suggested by several researchers, independent time-lapse inversion images may be strongly contaminated with inversion artifacts due to measurement and independent inversion errors (e.g., Kim et al., 2009).

In an attempt to minimize those artifacts, LaBrecque and Yang (2001) presented the difference inversion algorithm where time-lapse resistivity data are processed by inverting for the differences between the background and subsequent data sets (e.g., Miller et al., 2008; de Franco et al., 2009). The resistivity obtained by the inversion of background data serves as the a priori model in the difference inversion. This provides a good initial guess, thereby making convergence faster. Also, systematic errors, such as those due to errors in field configuration and discretization errors in the forward modelling algorithm tend to cancel (LaBrecque and Yang, 2001).
In recent years, significant and ongoing research is being conducted in the area of 4D time-lapse inversion algorithms (e.g., Kim et al., 2009; Karaoulis et al., 2014a; Loke et al., 2014). In these approaches, the subsurface model and the entire monitoring dataset are defined in a space-time domain; monitoring datasets recorded at different times are simultaneously inverted. Regularizations are introduced in both space and time domains which stabilize the inversion and effectively reduce inversion artifacts evident in independent inversion (Kim et al., 2009) while demonstrating improved sensitivity in regions of resistivity changes (Karaoulis et al., 2011a). Inversion artifacts are false resistivity anomalies generated due to the presence of noise in the ERT measurements; these false signals can mask changes of interest or suggest subsurface changes happened where none actually occurred.

The 4D inverted subsurface model $X$ for all monitoring steps is expressed as $X = [X_1, ..., X_t]^T$, where $X_i$ is the inverted model for the $i$th monitoring step and $t$ is the number of monitoring steps. The entire monitoring data are defined as a data vector $D = [D_1, ..., D_t]^T$, where $D_i$ are the data from the $i$th monitoring step. The objective function $S$ to be minimized by the inversion process can be expressed as follows (Kim et al., 2009):

$$S = \Phi_d + \lambda \Phi_m + \alpha \Phi_t$$

(2-34)

where $\Phi_m$ and $\Phi_t$ are the two regularization functions. The function $\Phi_m$ is used to perform the regularization in space using smoothness (second-order derivative) as a regularizer, while the function $\Phi_t$ is used to perform the regularization in time using flatness (first-order derivative) as a regularizer. The parameter $\lambda$ is the Lagrangian multiplier for controlling the regularization in space, while $\alpha$ is the Lagrangian multiplier for controlling the regularization in time. Minimizing the objective function (2-34) with respect to the model perturbation vector $dX = [dX_1, ..., dX_t]^T$ yields the following normal equation (Karaoulis et al., 2011a):
\[
X^{l+1} = X^l + dX = X^l + (J^T J + C^T \Lambda C + M^T AM)^{-1} \cdot (J^T [D - G(X^l)] - M^T AM X^l), \quad (2-35)
\]

where \( J \) denotes the Jacobian matrix given by \( J = \text{diag}[J_1, \ldots, J_t] \), \( C \) is the differential operator in the space domain given by \( C = \text{diag}[C_1, \ldots, C_t] \), \( \Lambda \) is the space-domain Lagrangian given by \( \Lambda = \text{diag}[\Lambda_1, \ldots, \Lambda_t] \), \( M \) is the temporal second-derivative operator which takes the form of a square matrix with one non-zero diagonal and one non-zero sub-diagonal, and \( A \) is the time-domain Lagrangian given by \( A = \text{diag}[A_1, \ldots, A_t] \). The space-domain Lagrangian can be expressed as either a constant value \( \lambda \) (\( \Lambda = \lambda I \)) or as a variable diagonal matrix \( \Lambda \) that can be optimized with several schemes such as active constraint balancing (ACB) (Yi et al., 2003). In terms of the time-domain Lagrangian, it can also be expressed as either a constant value \( \alpha \) (\( A = \alpha I \)) (Kim et al., 2009) or as a variable diagonal matrix \( A \) (Karaoulis et al., 2011a). Using the 4D active time constraint (4D-ATC) method introduced by Karaoulis et al. (2011a), the time Lagrangian varies between different monitoring steps proportionally to the expected degree of spatial resistivity changes occurring (i.e., areas of significant changes are assigned low time regularization values and vice versa). One method proposed by Karaoulis et al., (2011a) to pre-estimate regions of change and assign appropriate time Lagrangian values is based on a preliminary analysis of the data through differential imaging of initial independent inversion; this is the method used in this work. Other methods of pre-estimation are possible, for example using only a priori information such as hydrogeological data or expected remediation patterns. With the appropriate time Lagrangian, the 4D-ATC algorithm was then applied to the entire dataset recorded from all monitoring steps with focus now on the spatial and temporal changes of resistivity. The application and benefits of this algorithm have been demonstrated on a number of synthetic and field data sets, including salt tracer migration, water injection and contamination scenarios (e.g., Karaoulis et al., 2011a,b; 2014a).

The 4D-ATC approach has also been applied to other geophysical techniques including jointly inverted seismic-ERT (Karaoulis et al., 2012), complex conductivity (Karaoulis et
al., 2011b) and gravity (Karaoulis et al., 2014b). To address the problem related to the lack of sensitivity of ERT with depth which may overlook changes at depth, Karaoulis et al. (2014a) extended the active Lagrangian distribution to the spatial domain. The resulting active spatial constraint (4D-ASC) and combined active spatial temporal constraint (4D-ATSC) algorithms demonstrate significant promise for improved resolution of subsurface changes at depth. Additional inversion approaches for time-lapse inversion are continuously been developed, including 4D algorithms with $L_1$-norm minimization that may help overcome problems with too smoothly varying and diminished model changes (e.g., Kim et al., 2013), and simultaneous inversion of 3D ERT monitoring data (e.g., Hayley et al., 2011; Loke et al., 2014).

2.3.3 Hydrogeological Investigations with ERT

Electrical resistivity tomography (ERT) is now one of the most widely used techniques in hydrogeophysics, owing largely to the recent advancements previously discussed. The close relation between electrical resistivity and hydrogeological parameters such as porosity, saturation and groundwater chemistry, has led to the increased use of ERT for geological and hydrogeological investigations (Loke et al., 2013). ERT has found wide application in investigating and characterizing unconsolidated saturated sediments (e.g., Froese et al., 2005), with the major lithological effect on resistivity in these types of sediments being the proportion and type of clay minerals. ERT has also been used to study moisture content (Zhou et al., 2001) and groundwater quality (Ogilvy et al., 2009). Zhou et al. (2001) integrated soil sample analysis and ERT to monitor 3D variations of soil water content. Archie’s law was used to calculate the 3D distribution of soil water content from the bulk electrical resistivity distribution. Ogilvy et al. (2009) developed an automated time-lapse ERT (ALERT) system for the long-term monitoring of hydrogeologic changes in subsurface aquifers (e.g., seawater intrusion, rising sea levels).
Over the years, ERT has become increasingly popular for monitoring a wide range of dynamic subsurface processes, including landfill leachate migration (Acworth and Jorstad, 2005; Clement et al., 2011), groundwater-surface water interaction (e.g., Cardenas and Markowski, 2010; Johnson et al., 2012), groundwater flow patterns (e.g., Coscia et al., 2012), salt-water intrusion (e.g., Nguyen et al., 2009), transport of saline tracers (e.g., Slater et al., 2002; Perri et al., 2012; Robert et al., 2012), recharge-induced contaminant plume behaviour (e.g., Gasperikova et al., 2012), temperature changes (Hayley et al., 2007), rising and falling water levels (Kuras et al., 2009), vadoze zone water movement (Daily et al., 1992), and contaminant degradation (e.g., Atekwana et al., 2005; Chambers et al., 2010).

2.3.4 DNAPL Investigations with ERT

Of particular interest is the utilization of ERT, either separately or in combination with other geophysical, hydrological, or geochemical techniques, to detect and monitor the spatial and temporal extent of DNAPL and the interactions between remedial processes and the contaminated environment. DNAPLs are typically highly resistive (Lucius et al., 1992) – for example, the resistivity of TCE is $1 \times 10^6$ ohm-m – so DNAPL displacement of conductive pore water with insulating DNAPLs results in an increase in resistivity.

ERT surveys have been conducted to obtain the spatial and temporal distribution of electrical properties for characterization and monitoring of DNAPL contamination scenarios. ERT has demonstrated limited success in delineating the distribution of existing DNAPL spills. This is due, in part, to the difficulty in interpreting data from real contaminated sites; DNAPL sites are often highly heterogeneous with a tortuous DNAPL distribution superimposed upon a heterogeneous soil matrix, thereby presenting a complex electrical target. The relatively few field studies conducted at existing contaminated sites demonstrate limited ERT performance for static detection of a DNAPL source zone (e.g., Goes and Meekes, 2004; Cardarelli and Di Filippo, 2009; Naudet et al., 2013). As a result, ERT has been more frequently applied in time-lapse mode for monitoring subsurface changes over time relating to DNAPL migration and
remediation (e.g., Newmark et al., 1998; Chambers et al., 2004) and DNAPL remediation processes (e.g., Daily and Ramirez, 1995; Chambers et al., 2010).

Chambers et al. (2004) used electrical resistivity measurements to monitor the migration of a fluorinated DNAPL through a saturated porous medium within a laboratory column. Differential time-lapse resistivity imaging clearly delineated resistive anomalies associated with the vertical migration and lateral spreading of the DNAPL. Daily and Ramirez (1995) used cross-hole ERT to image subsurface processes (i.e., air sparging and water infiltration) associated with in situ remediation efforts at a TCE contaminated site. Injection of an air-methane mixture increased the formation resistivity as the highly resistive mixture displaced the more conductive pore water, whereas infiltration of water decreased the formation resistivity by increasing the moisture content in the vadose zone. In both processes, the flow paths appeared to be confined to discrete channels defined by the local heterogeneity in the subsurface permeability. Therefore, the ERT images provided valuable information to indicate the nature of flow channeling in the vadose and saturated zones.

Newmark et al. (1998) monitored the removal of DNAPL (primarily TCE, but also containing PCE and methylene chloride) during pumping from the Hill Air Force Base in Utah. The aquifer is composed of interbedded silts, sands and gravels, and fibre optic sensors and neutron logs verified the lithology and presence of the free-product DNAPL pooled on a thick, laminated clay aquitard. Cross-hole ERT was implemented in monitoring boreholes, each containing 20 electrodes, to produce time-lapse images indicating decreasing electrical resistivities over time. This corresponded to the replacement of the highly insulating DNAPL with low resistive groundwater during pumping, with this interpretation being supported by fibre optic sensor results.

Chambers et al. (2010) used high-resolution cross-hole ERT to monitor a field scale bioremediation experiment to suggest that ERT can be an effective technique for monitoring chlorinated solvent degradation and groundwater chemistry changes associated with injected amendment fluids. ERT arrays were installed in closely spaced boreholes and designed to ensure high resolution resistivity images. Baseline ERT images combined with multi-level sampling data effectively detected subsurface
geological variability, while time-lapse ERT spatially and temporally imaged significant resistivity changes associated with the subsurface distribution of the injected biostimulation and pH control fluids, which indicated the presence of a major preferential pathway within the cell. In addition, resistivity signatures possibly resulting from biodegradation products were also detected. A number of LNAPL studies have demonstrated that ERT is a viable technique for monitoring resistivity changes associated with contaminant degradation (e.g., Sauck, 2000; Atekwana et al., 2005).

In addition to mapping subsurface changes induced by DNAPL remediation processes, ERT may be employed to directly monitor the long-term performance of in situ remediation technologies containing granular iron or zero valent metals (e.g., Slater and Binley, 2003, 2006). For example, PRBs are typically composed of highly conductive granular iron to degrade the contaminants. Slater and Binley (2003) demonstrated that cross-hole resistivity can accurately define the geometry of the barrier, which may permit effective long-term monitoring of PRB performance and provide an indirect measure of contaminant reduction.

2.4 Hydraulic-Electrical Relationships

2.4.1 Introduction

A key step in the quantitative interpretation of geophysical data is its conversion into desired hydrogeological parameters. With respect to ERT, a large number of petrophysical relationships have been empirically and theoretically developed to relate the bulk electrical resistivity to the electrical resistivities and volume fractions of the individual conducting phases (soil, water, air, NAPL), and some measure of their distribution or connectivity (e.g., Archie, 1942; Hanai, 1960,1961; Sen et al., 1981). A comprehensive review and evaluation of the theoretical and practical limitations of the petrophysical models used to derive electrical-hydrogeological predictive relationships is provided by Lesmes and Friedman (2005).
As discussed in Chapter 1, such relationships underpin the objectives of this thesis; for example, they are a key component in the development of a coupled DNAPL-ERT model (Chapter 3) and estimation of DNAPL saturation changes from ERT measurements (Chapter 4). This section will review the main petrophysical relationships available to equate them. It is noted that this section is described in terms of electrical conductivity (reciprocal of electrical resistivity), as is typical for studies in this field.

2.4.2 Key Properties

In general, the electrical conductivity of a partially saturated soil is a function of its porosity ($\phi$), water saturation ($S_w$), the electrical conductivity of the pore water ($\sigma_w$), and the conductivity of the soil ($\sigma_s$) (Urish, 1981). In a non-conducting matrix (e.g., clean sand), the pore water is the only conducting phase making the pore water conductivity and water content ($\theta = \phi \cdot S_w$) the dominant factors affecting the bulk electrical conductivity.

2.4.3 Archie’s Law

Archie (1942) developed an empirical relationship to relate the bulk material conductivity to pore fluid conductivity and fractional porosity. The empirical expression for the electrical conductivity of partially saturated rocks is given by:

$$\sigma_{bulk} = \phi^m \cdot S_w^n \cdot \sigma_w,$$

where $\sigma_{bulk}$ is the bulk electrical conductivity of the fully saturated porous medium, $m$ is the material-dependant empirical exponent related to cementation, and $n$ is the saturation exponent. Archie’s law was derived empirically for highly conductive saline solutions (20,000 to 100,000 mg of NaCl per litre) saturating clean, consolidated sandstones and unconsolidated sands, with porosities ranging from 0.1 to 0.4. Therefore, it implicitly
assumes that there is only one conducting phase, which is distributed in some manner within a non-conductive matrix (Archie, 1942).

The classical form of Archie’s law is only valid strictly for one conductive phase occupying a non-conducting matrix (i.e., assumes negligible clay content). Numerous studies have been conducted over the years to account for contributions from surface-mediated conduction when clays are present in any significant volume (e.g., Waxman and Smits, 1968; Revil and Glover, 1997; Revil et al., 1998). Archie’s law in Equation 2-36 has been modified to include a surface conduction term in parallel with the bulk conduction term resulting from the pore solution. The effects of lithology and solution chemistry on the surface conductivity were accounted for by Waxman and Smits (1968) in the following model:

\[
\sigma_{\text{bulk}} = \phi^m \cdot S_w^n \left( \sigma_w + \frac{B \cdot Q_v}{S_w} \right),
\]  
(2-37)

where \( B \) is the equivalent ionic conductance of the clay exchange cations, and \( Q_v \) is the cation exchange capacity per unit pore volume which is a measure of the effective clay content. More sophisticated surface conductivity models have been developed in terms of the electrical double layer (EDL) that forms between the mineral grains and the bulk pore solution (e.g., Johnson et al., 1986; Revil and Glover, 1997). For example, surface complexation models can be used to predict the surface conductivity response as a function of geochemical parameters such as mineral surface charge density and effective surface ionic mobility, with these parameters vary with solution type, concentration and mineralogy (e.g., Revil and Glover, 1997; Revil et al., 1998).

In addition to the surface conductivity studies discussed, other studies have modified and extended Archie’s law to be applicable for two conducting phases (e.g., Glover et al., 2000). More recently, Glover (2010) presented a generalized form of Archie’s law for any number of phases; the law contains a phase conductivity, a phase volume fraction and phase exponent for each of its phases. The connectedness of each of the phases is
considered and a principle of conservation of connectedness in a 3D multiphase mixture is introduced (Glover, 2010).

Despite the empirical development of Archie’s law, it has been derived from first principles using a differential effective medium approach in some special cases, such as for granular porous media (e.g., Sen et al., 1981). Archie’s law is the most widely used equation in hydrogeological applications and has been used in a large number of studies to estimate desired hydrogeological properties from electrical resistivity distributions, including water content (e.g., Zhou et al., 2001) and salt tracer concentration (e.g., Slater et al., 2000; Doetsch et al., 2012b). Some underestimation does exist which is related to the limited utility and accuracy of Archie's law for providing quantitative estimates of hydraulic parameters from the spatially variable resolution of the inverted resistivity tomograms. Some work has investigated improved petrophysical relationships that compensate for spatially variable resolution and the inversion approach used (e.g., Day-Lewis et al., 2005; Singha and Gorelick, 2006a,b).

### 2.4.4 Effective Medium Models

A rigorous and widely used theoretical approach to modelling the conductive response of a material is the use of effective medium theory (e.g., Bruggeman, 1935; Hanai, 1960,1961). A comprehensive review of effective medium theory is presented by Cosenza et al. (2009). Bruggeman (1935) and Hanai (1960,1961) developed an equation that relates the electrical properties of a heterogeneous mixture to the properties of the individual components. The Hanai-Bruggeman (HB) equation for complex conductivity of a two-component mixture of matrix and water is given by (Bussian, 1983):

\[
\phi = \left( \frac{\sigma_w}{\sigma_m} \right)^{(m-1)m} \cdot \left( \frac{\sigma_w - \sigma_m}{\sigma_w - \sigma_m} \right),
\]

(2-38)
where $\sigma^*_w$ is the complex water (continuous phase) conductivity, $\sigma^*_m$ is the complex mixture conductivity, $\sigma^*_m$ is the complex matrix (disperse phase) conductivity. The frequency dependence of the conductivities used in Equation (2-38) can be stated as (Bussian, 1983):

$$\sigma^* = \sigma + i\omega \varepsilon_\infty K,$$

where $\sigma^*$ is the complex conductivity, $\sigma$ is the real conductivity, $i = \sqrt{-1}$, $\omega$ is the angular frequency, $\varepsilon_\infty$ is the permittivity of free space and $K$ is the dielectric constant. At the low frequencies employed by ERT, the imaginary term of Equation (2-39) is insignificant and the real conductivity can be used. Therefore the HB equation at low-frequencies can be rewritten as:

$$\sigma_b = \sigma_w \cdot S^n \cdot \phi^m \cdot \left(1 - \frac{\sigma_m}{\sigma_w}\right)^m \left(1 - \frac{\sigma_m}{\sigma_b}\right)^m$$

(2-40)

When the matrix phase conductivity is negligible ($\sigma_m = 0$), the HB equation collapses to Archie’s law. Conversely, with a non-zero $\sigma_m$, the HB equation can accommodate the mixture of both fluid and grain surface conduction in clayey soils, with the $\sigma_m$ term representing both the dry mineral grain and surface conductivity effects. The HB equation has been used in a number of approaches to study the conductivity of soils and rocks with the matrix conductivity attributed to laminated and/or dispersed clay (e.g., Bussian, 1983; de Lima and Sharma, 1990; Berg, 1995, 2007).

Bussian (1983) used an approximation of the HB equation to develop a semi-empirical saturation model; the model demonstrated the suitability of the HB equation for the study of conductivity in rocks at low frequencies but the HB equation was approximated for a limited range of conditions, such as high water salinities. Revil et al. (1998) used the
model by Bussian (1983) to account, in a more sophisticated way, for the surface conductivity through the matrix conductivity term in Equation 2-40. Another way of mixing matrix elements is to formulate a relationship to calculate composite grain conductivity and then substitute that grain conductivity along with the fluid conductivity into the HB equation (e.g., de Lima and Sharma, 1990; Berg, 1995). de Lima and Sharma (1990) used a first-principle approach, where the derivation is based on the theory upon which the HB equation is based, to develop a model for adding clay and sand grains in small, but proportional amounts; however, it limits the cementation and saturation exponents for each component to a value of 1.5. Berg (1995) assumed that the disperse phase component of the HB equation can be calculated by a volumetric weighted average (resistors in parallel). The composite matrix (sand and clay) grains and hydrocarbons are both associated with the disperse phase, while the continuous phase includes only the formation water. This equation was successfully proven to work on experimental data under a wide range of frequencies and water conductivities and compared favourably with various petrophysical models derived from other studies (e.g., Waxman and Smits, 1968; Clavier et al., 1984; Bussian, 1983). However, the main limitation of this model is that the host water must have a much higher conductivity than both the matrix and hydrocarbons; this may be true at high salinities but the accuracy of the approach may be affected at low salinities (e.g., freshwater environments). Berg (2007) presented a dispersed-clay algorithmic approach for calculating the electrical conductivity of clayey-sand material that is applicable to all frequencies, water salinities and conductivities. This ‘incremental’ model accommodates simultaneous mixing of any number of disperse elements and accounts for both the exponent and grain conductivity associated with each respective component. Berg (2007) demonstrated that the model worked well on experimental data under a wide range of conditions and produced results that closely matched the results from other published models (e.g., Waxman and Smits, 1968; Bussian, 1983; de Lima and Sharma, 1990).

Overall, the HB equation is advantageous because (i) it reduces to Archie’s law when the matrix conductivity is negligible, (ii) it relates the bulk electrical conductivity to the electrical conductivity and volume fractions of the individual phases of water and matrix (disperse) phases, and provides some measure of their distribution and connectivity, (iii)
the disperse phase can account for several elements including sand, clay and hydrocarbons, (iii) it is formulated to handle complex conductivities and frequency dependencies.

2.5 Summary and Gaps

From this review of the relevant scientific literature, a number of observations can be made that are directly relevant to the scope of this work:

- DNAPL source zone architecture is complex, highly variable, and coupled to site heterogeneity.
- Remediation of sites where DNAPLs are present requires substantial mass reduction of the DNAPL source.
- Successful remediation of DNAPL source zones requires effective characterization and monitoring.
- Numerical modelling is the most effective method for systematically studying DNAPL scenarios at the field scale.
- DNAPLs exhibit favourable electrical properties making them amenable to geoelectrical detection.
- Non-invasive geoelectrical techniques have long been proposed as exhibiting significant potential for DNAPL site characterization and monitoring. However, inconsistent results at sites means that potential has not been realized. Partly this is due to a focus on static DNAPL detection which remains unlikely due to the complexity of the electrical target.
- Electrical resistivity tomography (ERT) has undergone significant improvements in the past 20 years with some key advances recently, including in the areas of field instrumentation, data acquisition and processing. These changes may overcome some of the previous barriers to successful application at DNAPL sites.
- ERT applied in time-lapse mode - monitoring subsurface changes with time - has emerged as one of the dominant fields in applied geophysics. Particularly
promising is the development, over the last 5 years, of a number of four-dimensional inversion schemes.

- Time-lapse ERT is now widely applied in a range of hydrogeological applications including the mapping of salt-water intrusion, groundwater-surface water interactions and wastewater transport.
- Cross-hole ERT, with electrodes deployed in parallel vertical boreholes, has been used in the majority of investigations involving ERT imaging of DNAPLs. This array configuration has limited potential for full scale, site wide monitoring of DNAPL source zones.
- Effective medium theory has recently emerged as a reliable and flexible method for relating hydrogeological properties to bulk electrical resistivity. It permits the inclusion of any number of disperse elements that can account for key phases such as sand, clay, DNAPL and air, allowing each of these phases to be non-zero if necessary. In addition, it is formulated to handle complex conductivities and dielectric permittivities meaning it can be used as a basis to develop relationships between key hydrogeological properties and the key electrical properties of several geoelectrical techniques such as ERT, spectral IP and GPR.
- Despite some limitations, Archie’s law is still the most widely used relationship to estimate desired hydrogeological properties from ERT surveys.

From a survey of the literature and the summary provided, it is evident that a number of aspects are yet to be investigated in relation to ERT mapping of DNAPLs:

- Little work has been done on developing or evaluating non-invasive tools specifically for monitoring DNAPL source zone remediation.
- 4D ERT, one of the most promising of many advances in the field, has yet to be considered for application to DNAPL sites.
- Only controlled laboratory experiments and field experiments have previously been used to investigate ERT mapping of DNAPLs. A numerical model that simulates realistic, field scale DNAPL source zones and their remediation and predicts the corresponding response from an ERT survey currently does not exist.
- Surface ERT arrays are promising for DNAPL monitoring because of their ease of deployment, low cost, and ability to remain in place for repeat surveys over time. However, these have not been studied for DNAPL sites.
- Surface-to-tunnel ERT array configuration has been recently proposed for improving resolution at depth but has not been considered before for a horizontal borehole application at environmental sites or been employed in time-lapse mode.

2.6 References


3 A NEW COUPLED MODEL FOR SIMULATING THE MAPPING OF DENSE NON-AQUEOUS PHASE LIQUIDS USING ELECTRICAL RESISTIVITY TOMOGRAPHY

3.1 Introduction

Successful remediation of sites contaminated with dense non-aqueous phase liquids (DNAPLs) is a major challenge. DNAPLs are a class of industrial organic liquids, including chlorinated solvents, coal tar and polychlorinated biphenyl (PCB) oils, that are among the most hazardous and frequently detected contaminants detected in soil and groundwater (Kavanaugh et al., 2003). Upon release to the subsurface (e.g., due to rupture of a pipeline or tank), DNAPLs penetrate the pore space as an immiscible ‘oil’ phase. With a density greater than water, they routinely penetrate the water table and occupy the saturated zone. Their low solubility and high resistance to degradation relative to many groundwater contaminants means that a “DNAPL source zone” is typically expected to remain in the subsurface for decades, posing health risks to humans and ecosystems (Kueper et al., 2003).

Numerous studies have been conducted in recent years to understand the expected distribution of DNAPLs in the subsurface, including physical experiments at the bench (e.g., Illangasekare et al., 1995) and field scales (e.g., Kueper et al., 1993; Brewster et al., 1995), and numerical modelling studies (e.g., Dekker and Abriola, 2000; Gerhard & Kueper, 2003c). In fact, numerical models have become an essential tool for studying field scale DNAPL behaviour as field experiments are generally prohibited and laboratory experiments cannot reproduce the field scale heterogeneity that is critical to DNAPL

---

migration. From these studies, it is known that DNAPL source zones can exhibit a wide range of forms, from a laterally extensive layer near the surface (e.g., Gerhard et al., 2001) to a complex distribution of residual (trapped blobs) and pools (highly saturated accumulations) distributed widely and penetrating to significant depth (e.g., Gerhard et al., 2007). The configuration of a particular DNAPL source zone is site specific and usually unknown in advance, since it depends on many factors including characteristics of the release and the detailed distribution of sands, silt and clay lenses at the release location (Kueper and Gerhard, 1995; Gerhard et al., 2007).

Successful remediation of DNAPL sites depends on effective site investigation and monitoring strategies. Currently, DNAPL mapping typically relies on a sparse network of intrusive sample points (e.g., wells, cores and test-pits) that are costly and provide limited spatial and temporal resolution. Identifying the volume and distribution of soil impacted by DNAPL in this manner, both initially and over time during remedial efforts, can be challenging, since direct, conclusive evidence is often absent at most sampling locations (Kueper and Davies, 2009). It has long been recognized that geophysical methods have the potential to significantly improve DNAPL site investigation and remediation monitoring (e.g., Brewster et al., 1995; Wilson et al., 2009). Electrical resistivity tomography (ERT), a well-established and widely employed hydrogeophysics technique – e.g. for mapping moisture content (Zhou et al., 2001) and hydraulic conductivity (Slater, 2007) – is promising since DNAPLs are typically much more resistive than groundwater (Lucius et al., 1992). The dissolved phase plume produced during natural dissolution of DNAPL is generally not considered of consequence for geo-electrical studies due to the small quantities of dissolved molecules (parts per million) and lack of charge carriers (organic molecules are electrically neutral) (e.g., Sauck et al., 1998; Redman, 2009). However, it is noted that, in some instances, chlorinated solvent plumes may exhibit increased electrical conductivity over time (e.g., Atekwana and Atekwana, 2009); this elevated conductivity has been attributed to increased dissolved ion concentrations in groundwater from mineral weathering occurring as a byproduct of biodegradation of the dissolved solvent compounds (e.g., Sauck, 2000; Atekwana et al., 2005). In contrast, there is no evidence that the resistive nature of DNAPLs changes with time. Thus, a
resistive DNAPL source zone beneath the water table presents a potential electrical target at sites whether or not significant dissolution or biodegradation is occurring.

The potential of ERT to detect DNAPL has been suggested by a number of controlled laboratory studies (e.g., Dhu and Heinson, 2004); for example, Chambers et al. (2004) used differential time-lapse resistivity imaging to monitor the movement of DNAPL through a saturated porous medium in a laboratory column. Applications at a handful of research sites have provided mixed results. Daily and Ramirez (1995) applied cross-hole ERT at a chlorinated solvent site to track changes in resistivity associated with a subsurface remediation program which included the injection of an electron donor and infiltration of water. Newmark et al. (1998) used time-lapse cross-hole resistivity images to monitor the removal of a mixed DNAPL during groundwater pumping. Cardarelli and Di Filippo (2009) used surface ERT with induced polarization (IP) to identify anomalies associated with the presence of DNAPL, while Chambers et al. (2010) used high-resolution, cross-hole ERT in a pilot-scale experiment to not detect DNAPL directly but rather to map the groundwater chemistry changes associated with bioremediation.

ERT has not become a standard DNAPL site investigation tool due, in part, to the challenge of interpreting data from real contaminated sites. Most sites present a complex electrical target, including an unknown, often tortuous contaminant distribution superimposed upon an uncertain, heterogeneous distribution of soil properties. Moreover, unlike field experiments, real applications typically do not have the benefit of having a background image of the uncontaminated subsurface. It is not currently known under what circumstances ERT can be a valuable site investigation tool at DNAPL sites. It is expected that there exists a range of scenarios for which ERT would be a cost-effective strategy, and this will be a function of: (i) the degree of heterogeneity in the subsurface, (ii) the depth and geometry of the DNAPL source zone, and (iii) the extent of DNAPL mass removal during remediation. Moreover, this envelope of favourable conditions is likely dependent on the ERT survey design and processing methodology, neither of which have been optimized for DNAPL sites. It is possible that recent advances in ERT imaging (e.g., data acquisition and time-lapse monitoring), may be beneficial in this context (e.g., Ogilvy et al., 2009; Karaoulis et al., 2011a; Nenna et al., 2011). The
systematic, controlled studies required to explore these questions at the field scale are not available from field trials or laboratory studies.

The objective of this study is to develop a numerical model able to determine the conditions under which ERT is able to map realistic DNAPL source zones within realistic subsurface environments at the field scale. This paper presents the development of such a model, which couples a simulator for DNAPL evolution under release and remediation conditions with a simulator for the corresponding ERT response of the subsurface. Central to the model coupling is the linking of hydrogeological to geoelectrical parameters, and presented is a sensitivity to key elements of the chosen methodology. Finally, the paper presents the model’s application to an example scenario. As a whole, the work provides a new, comprehensive model for ERT of DNAPL sites and demonstrates the potential of the model as a tool for better understanding the range of site conditions under which ERT may assist site remediation activities.

3.2 Model Development

3.2.1 Model Components

To simulate the electrical resistivity response of complex DNAPL architecture at the field scale, a novel coupling was developed between a model that simulates DNAPL contamination and remediation scenarios and one that simulates an ERT survey of the subsurface. Figure 3-1 highlights the key parameters that link the two models.

**Figure 3-1:** Schematic illustration of the parameters and steps considered during the coupled model development
DNAPL3D-MT (Grant and Gerhard, 2007a,b) is a three-dimensional, finite-difference, multiphase flow model that is well established for simulating the migration and dissolution of DNAPL in heterogeneous porous media. The model solves the mass conservation equations for the simultaneous flow of DNAPL and groundwater; air is considered a passive phase at atmospheric pressure throughout the vadose zone. Implicit solution of these equations with Newton-Raphson iteration provides the distribution of hydraulic head and DNAPL saturation (i.e., fraction of porosity occupied by DNAPL) throughout the domain at each timestep. These, in turn, provide local values of groundwater velocity and DNAPL-groundwater interfacial area, which are integrated with the solution of the advection-dispersion equation to provide DNAPL dissolution rates and contaminant concentrations in groundwater. The model, therefore, simulates a realistic initial distribution of DNAPL at a contaminated site and the complex pattern of DNAPL removal as it is dissolved by groundwater flowing through the site. Complete details on the model formulation and solution methods are provided in Gerhard and Kueper (2003a,b,c), Grant and Gerhard (2007a,b) and Grant et al. (2007a,b). The model has been used for numerous studies of DNAPL migration and dissolution at the field scale, including in three-dimensional (3D), heterogeneous domains (e.g., Alexandra et al., 2012). Although not considered for this work, the DNAPL model can also be employed to investigate reactive transport processes, including, chemical oxidation and bioremediation (e.g., West et al., 2008), and to simulate fractured rock environments (e.g., Pang et al., 2007).

While DNAPL3D-MT provides the distribution of DNAPL at each timestep during the evolution of a contaminated site, an ERT model is employed to simulate an ERT survey applied at the surface at regular intervals. Forward geoelectrical modelling was performed using a proven 3D algorithm which is fully described in Tsourlos and Ogilvy (1999). The forward model uses the finite element method to numerically solve Poisson’s equation and mathematically predict the theoretical outcome (apparent resistivity) of a set of measurements from an ERT survey given a subsurface distribution of electrical resistivity. This particular forward modelling scheme has been used as a base in a number of modelling studies, including archeological investigations and salt tracer transport mapping (e.g., Papadopoulos et al., 2006; 2011; Karaoulis et al., 2011b).
As noted in Figure 3-1, the DNAPL model requires as input both intrinsic hydraulic permeability \((k)\) and total porosity \((\phi)\), defined at the same spatial resolution as the finite difference grid. Heterogeneity of \(k\), in particular, has long been known to be the dominant influence on the migration of DNAPL in soil and transport of dissolved contaminants in groundwater because \(k\) values naturally vary over at least 9 orders of magnitude (e.g., Freeze and Cherry, 1979). In previous modelling with DNAPL3D-MT, clay content was not explicitly identified; rather its effects on DNAPL, groundwater, and aqueous contaminant movement were implicitly accounted for in soil properties such as \(k\), \(\phi\), retardation coefficients, etc. However, explicit clay content is important in this context since the porosity, bound water and specific surface area of clay significantly affects the electrical properties of soil. Moreover, as illustrated in Figure 3-1, the spatial distributions of air, DNAPL and water volumetric contents have a major influence on electrical resistivity (Archie, 1942). Therefore, central to linking the numerical models, was establishing a reliable set of relationships that provide an electrical resistivity field (input parameter for the ERT forward model) that accounts for the spatial heterogeneity of subsurface soils (including clay) and the evolving spatial distributions of fluids in the soil porosity (air, DNAPL, and water).

### 3.2.2 Model Linkage

The linkage methodology for this work is illustrated and detailed in Figure 3-2 and summarized in the following steps. Note that the methodology is described as applied to a single representative elementary volume of soil (i.e., single subsurface location, single node) but that it is applied to all locations in the domain simultaneously, once per timestep.
Figure 3-2: Schematic illustration of the methodology linking the multiphase flow model DNAPL3D-MT and the ERT forward model. The solid box encloses steps carried out once (at time = 0), whereas the dashed box encloses the linkage steps that are done repeatedly, once for each air/water/DNAPL configuration (i.e., at each timestep). A full description of the equations and images shown is provided in the text.
(i) **Specify intrinsic hydraulic permeability**

A random, spatially-correlated, intrinsic hydraulic permeability field is generated to provide a realistic subsurface distribution of $k$. For this work, the Field Generator (FGEN) algorithm of Robin et al. (1991) was used as it has been demonstrated to avoid the diagonal artifacts found in other methods and has been used widely in hydrogeological studies (e.g., Attinger et al., 2009; Alexandra et al., 2012). The value of $k$ at each location is assumed to represent the total permeability resulting from a combination of clay and sand (volumetric fractions to be determined in subsequent steps).

(ii) **Determine volumetric clay content**

First, the lower threshold permeability of clean, clay-free sand, $k_{sd}$, is calculated (Revil and Cathles, 1999):

$$ k_{sd} = \frac{d_{sd}^2 (\phi_{sd})^{3m_{sd}}}{24}, $$

where $d_{sd}$ is the mean grain diameter of sand [m], $\phi_{sd}$ is the porosity of sand and $m_{sd}$ is the cementation exponent for sand. The values for these parameters are obtained from laboratory measurements and literature values. Note that $k_{sd}$ is a single number for the entire domain and is invariant in time. For example, in this work, $d_{sd} = 2 \times 10^{-4}$ m, $\phi_{sd} = 0.32$, and $m_{sd} = 1.8$, which provides $k_{sd} = 3.6 \times 10^{-12}$ m$^2$, which corresponds to a fine sand. All $k$ values greater than $k_{sd}$ are taken as clay-free sand/gravel whereas $k$ values below $k_{sd}$ are indicative of sand containing a fraction of clay. It should be noted that $k_{sd}$ can be determined using a number of methods, including laboratory and field measurements and empirical relationships such as the Kozeny-Carman equation (Bear, 1972).
Numerous studies of clay-sand mixtures have shown that an increase in clay content results in a decrease in permeability (e.g., Revil and Cathles, 1999; Schön and Georgi, 2003). Revil and Cathles (1999) developed an equation that determines the permeability of clay-sand mixtures as a function of volumetric clay content, and the porosities and permeabilities of pure sand and pure clay (the end members). Revil and Cathles (1999) demonstrated close agreement between predicted permeabilities and those measured over 11 orders of magnitude from available laboratory and core measurements. For this study, the equation by Revil and Cathles (1999) is rearranged to determine volumetric clay content $Cl$ (ratio of clay, including water, to the whole soil volume) in terms of known parameters:

$$ Cl = \frac{k_{sd}^{3m_{cs}} + k^{3m_{cs}}}{k_{sd}^{3m_{cs}} \left(1 - \phi_{cl}\right)} \left(\frac{1}{\phi_{cl}}\right), $$

(3-2)

where $m_{cs}$ is the cementation exponent corresponding to the clayey sand domain and $\phi_{cl}$ is the porosity of pure clay. Equation 3-2 determines the volume of clay based on the sand/clay mixture permeability, $k$, and the threshold sand permeability, $k_{sd}$, computed in Equation 3-1; for all locations where $k < k_{sd}$, the permeability is the result of a mixture of sand exhibiting a volume of clay $Cl$. Note that $Cl = 0$ for all nodes where $k > k_{sd}$. This model, with sand and clay co-existing at each macroscopic location, is valid as long as $Cl \leq \phi_{sd}$; this is representative of clayey-sand mixtures relevant to hydrogeological studies (Giroux and Chouteau, 2008).

(iii) Determine total porosity and sand and clay volume fractions

The relationship between clay content and total porosity is influenced by the clay volume and its distribution within the porous matrix. Marion et al. (1992) derived a micro-
geometrical model based on adding clay such that it replaces sand porosity (i.e., pore-filling); the relationship for clay/sand mixtures exhibits a maximum clay content equal to the sand porosity and predicts decreasing electrical conductivity as clay content increases in a clayey sand (adding clay reduces total porosity). Alternatively, clay grains can be added in such a manner as to replace sand grains (e.g., de Lima and Sharma, 1990; Berg, 1995), such that total porosity is calculated:

\[
\phi = \phi_{sd}(1-Cl) + \phi_{cl}Cl
\]  

Equation 3-3 exhibits the property that electrical conductivity increases as clay content increases, which matches expectations. Equation 3-3 has been used in numerous studies for incorporating clay fractions in predictions of electrical resistivity (e.g., de Lima and Sharma, 1990; Berg, 2007). It is therefore adopted here to compute total porosity at each location in the domain, and the subsurface volume comprising each fraction of the soil matrix at each location is then given by:

\[
V_{cl} = Cl \cdot (1-\phi_{cl}) \tag{3-4}
\]

\[
V_{sd} = 1 - V_{cl} - \phi \tag{3-5}
\]

where \( V_{cl} \) is the volume fraction of clay and \( V_{sd} \) is the volume fraction of sand.

(iv) Determine volume fractions of DNAPL and water

At each timestep, the DNAPL model solves for the fraction of pore space occupied by water, DNAPL and air. Therefore, the bulk volume occupied by each phase is:
\[ V_w = S_w \cdot \phi \]  
\[ V_n = (1 - S_w) \cdot \phi \]  
\[ V_a = (1 - S_w) \cdot \phi - V_n \]

where \( V_w \) is the bulk water volume, \( V_n \) is the bulk DNAPL volume, \( V_a \) is the bulk air volume and \( S_w \) is the water saturation (fraction of pore space containing water). It is noted that while steps (i) to (iii) of this linking methodology are only executed once at the start of a new scenario, step (iv) is conducted once per timestep: after the DNAPL3D-MT model completes and before the ERT forward model is used.

(v) \textit{Modify the pore water resistivity to account for salinity and temperature}

The electrical resistivity of natural waters is dependent on the concentration and mobility of dissolved ions present in the pore fluid. The solution resistivity decreases with (i) increasing ionic concentrations, with pore water resistivities ranging from \( \sim 100 \) ohm-m for freshwater aquifers to \( \sim 0.5 \) ohm-m for salt water (e.g., Loke, 2010), and (ii) increasing temperature, since the ionic mobility and degree of dissociation are temperature dependent. The effect of ionic concentration and temperature upon the electrical resistivity of the pore water is accounted for by using the model of Sen and Goode (1992):

\[
\rho_w = 1/\left[ \left( 5.6 + 0.27T - 1.5\times10^{-4}T^2 \right) \cdot C_f \right. 
\left. - \left( \frac{2.36 + 0.099T}{1.0 + 0.214C_f} \right) \cdot C_f^{3/2} \right],
\]  

where \( T \) is the temperature (°C) and \( C_f \) is the ionic concentration (mol/L) associated with salinity. It is straightforward for the model to employ alternative relationships between electrical resistivity of pore water and concentration of a wider range of ions.
(e.g., total dissolved solids, Schön, 1996). Thus, the model is well equipped to consider reactive transport processes that affect subsurface resistivity via dissolved ions such as biodegradation (e.g., Atekwana et al., 2005). This can be accomplished presently in an indirect manner by specifying elevated groundwater conductivity where dissolved phase solvent is present or, in future, directly by coupling biodegradation reactions in the plume to groundwater conductivity.

**(vi) Determine overall resistivity**

A variety of petrophysical relationships have been empirically and theoretically developed to relate electromagnetic to hydrogeological properties. Differential effective medium theories, which are reviewed by Cosenza et al. (2009), provide a rigorous and widely used theoretical approach. Bruggeman (1935) and Hanai (1960, 1961) considered the macroscopic electrical properties of a heterogeneous mixture based on the properties of its components. The Hanai-Bruggeman (HB) equation for complex conductivity (electrical resistivity is described in this section in terms of its reciprocal, electrical conductivity) of a two-component mixture of matrix and water is (Bussian, 1983):

\[
\phi = \left( \frac{\sigma_w^*}{\sigma_o^*} \right)^{\frac{(m-1)}{m}} \cdot \left( \frac{\sigma_w^* - \sigma_m^*}{\sigma_w^* - \sigma_m^*} \right),
\]

where \(\sigma_w^*\) is the complex water (continuous phase) conductivity [S/m], \(\sigma_o^*\) is the complex mixture conductivity [S/m], \(\sigma_m^*\) is the complex matrix (disperse phase) conductivity [S/m] and \(m\) is the cementation exponent. At low frequencies (i.e., dc resistivity), the imaginary term of the complex conductivity is insignificant and the real conductivity can be used; therefore, the complex conductivity notation will be dropped for this study. The HB equation is advantageous because (i) it reduces to Archie’s law (Archie, 1942) at zero matrix conductivity, (ii) it permits the inclusion of a conductive matrix, with some approaches also permitting a non-zero sand and non-zero hydrocarbon conductivity (e.g.,
Berg, 1995; 2007), and (iii) it is formulated to handle frequency dependencies, complex conductivities and dielectric permittivities, which can be extended to study complementary geoelectrical techniques such as radar and spectral IP (e.g., Giroux and Chouteau, 2008; Revil, 2012).

Equation 3-10 has been the basis for a number of studies on the conductivity of clayey soils and rocks. Bussian (1983) developed a semi-empirical saturation model to demonstrate the suitability of the HB equation for the study of conductivity in rocks at low frequencies but it was approximated for a limited range of conditions. de Lima and Sharma (1990) used a first-principle approach to develop a model for adding clay and sand grains in small, but proportional amounts; however, it limits the cementation exponents for each component to a value of 1.5. Berg (1995) used volumetric-weighted averaging to associate hydrocarbons, in addition to the composite matrix (sand and clay) grains, with the disperse phase component of the HB equation. The main limitation of this particular model is that the host water must have a much higher conductivity than both the matrix and hydrocarbons; this may be true at high salinities but the accuracy of the approach may be affected at low water salinities and saturations (Berg, 2007). Revil et al. (1998) used the model by Bussian (1983) to account, in a more sophisticated way, for the surface conductivity of the electrical double layer at the grain/water interface; however a number of complex electrochemical variables were used and other studies treat surface conductance as an equivalent clay volume conductance (e.g., de Lima and Sharma, 1990). Berg (2007) presented a dispersed-clay algorithmic approach that accommodates simultaneous mixing of any number of disperse elements and is applicable to all frequencies, salinities and conductivities. This ‘incremental’ model uses discrete integration of the HB calculation to add tiny, but proportional, amounts of disperse elements into the disperse phase (matrix) component, including clay, sand and hydrocarbons (Berg, 2007). This method overcomes order-of-addition problems associated with a number of disperse components while also accommodating independent exponents for each disperse phase and their associated conductivities. Berg (2007) demonstrated that the model worked well on experimental data under a wide range of conditions and produced results very close to the results from other published models (e.g., Waxman and Smits, 1968; Bussian, 1983; de Lima and Sharma, 1990).
The incremental model by Berg (2007) was selected for this work as it is the most versatile and applicable to the wide range of conditions that are typically present in aquifers of primary interest in DNAPL studies. The disperse element associated with hydrocarbons in Berg (2007) will be used to account for the DNAPL and air components in this model. In the iterative inclusion process, the calculated mixture conductivity from the current iteration constitutes the fluid conductivity for the next iteration. The volumes for the four disperse elements (clay, sand, DNAPL and air) are divided into equal portions for each increment \( s \). The disperse volume sum at each step is given by (Berg, 2007):

\[
V_{i,j} = (i-1) \sum_{p=1}^{q} \frac{V_{p}}{S} + \sum_{p=1}^{q} \frac{V_{p}}{S},
\]

(3-11)

where \( V_{i,j} \) is the volume sum at increment \( i \) and disperse element \( j \), \( q \) is the number of disperse elements \( (q=4) \) and \( V_{p} \) is the bulk volume of each respective disperse element \( j \). The porosity for each increment \( i \) at disperse element \( j \) is then given by (Berg, 2007):

\[
\phi_{i,j} = 1 - \frac{V_{j}}{\phi_{i} + V_{i,j}},
\]

(3-12)

where \( V_{j} \) is the bulk volume of disperse element \( j \), and \( \phi_{i} \) is the total water volume \( (\phi_{i} = S_{w} \cdot \phi) \). The routine to calculate each incremental \( \sigma_{o} \) is based on Equation 3-10 which can be rearranged:

\[
\sigma_{o_{i,j}} = \sigma_{o_{i-1,j}} \cdot \phi_{i,j}^{m_{j}} \cdot \left( \frac{1 - \sigma_{d} / \sigma_{o_{i-1,j}}}{1 - \sigma_{d} / \sigma_{o_{i,j}}} \right)^{m_{i,j}},
\]

(3-13)
where $\sigma_{o,i}$ is the electrical conductivity of the mixture at increment $i$ and disperse element $j$, $\sigma_{o,i+1}$ is the electrical conductivity of the mixture of the previous increment which becomes the fluid conductivity for the current iteration, $\sigma_{d,j}$ is the electrical conductivity of disperse element $j$, and $m_j$ is the exponent related to disperse element $j$ (cementation exponents $m_{sd}$ and $m_{cl}$ used for sand and clay inclusions, respectively, and saturation exponent $n$ used for DNAPL and air inclusions). The routine computing Equation 3-13 is called $s \cdot q$ times, and each time the small volume portions are added to the mix. The ‘final’ incremental $\sigma_o$ at increment $s$ and disperse element $q$ provides the overall bulk electrical conductivity of the heterogeneous mixture. This is computed once per timestep, after DNAPL3D-MT has provided the fluid saturation values, and before the ERT forward model is used.

The linkage methodology described in steps (i) – (vi) was written in MATLAB code that efficiently combined the FGEN, DNAPL3D-MT and ERT models. Solving the HB routine in Equation 3-13 for $\sigma_o$ at each increment was accomplished using the Newton-Raphson technique for finding roots. The number of increments, $s$, was set to 100 as this provides sufficient accuracy (Berg, 2007). Effective medium models have a tendency to calculate different mixture conductivities depending on the order that the disperse elements are added; reversing the order of input of the disperse elements on each successive step of the incremental method overcomes this problem and further improves accuracy (Berg, 2007).

### 3.2.3 Sensitivity Analysis

The linkage methodology presented in this paper accounts for a number of hydrogeological and electrical parameters, each exhibiting an influence on the generated bulk electrical resistivity. Here, the sensitivity of predicted resistivity is considered as a function of assumptions used in the model, first at the scale of a single node and then at the scale of an entire domain. Figure 3-3a plots the predicted bulk resistivity value of a
single node as a function of DNAPL saturation and clay content (see curves labelled “Berg 07”, presenting calculations with Equations 3-11 – 3-13 of the presented model). The node considered is below the water table, where $S_w + S_n = 1$. The figure illustrates that, as expected, bulk resistivity increases with increasing DNAPL saturation, with the sensitivity becoming more pronounced as DNAPL saturation increases beyond 50%. Moreover, as expected, the addition of conductive clay decreases predicted resistivity. The presence of significant amounts of clay reduces the sensitivity to DNAPL saturation in the region $S_n > 50\%$ because this corresponds to low water content and thus the relative contribution of clay to the bulk resistivity is higher. A variety of geochemical processes and in situ conditions can influence the resistivity of groundwater. Figure 3-3b illustrates the sensitivity of predicted bulk resistivity to the assumed resistivity of groundwater and clay content in the absence of DNAPL. As expected, higher resistivity groundwater corresponds to increased bulk resistivity in the model. However, here too the sensitivity is diminished with increasing clay content.

In addition, Figure 3-3 compares this sensitivity of the presented model with that achieved when other formulations are used in place of Equations 3-11 – 3-13 (i.e., Waxman and Smits, 1968; de Lima and Sharma, 1990; Berg, 1995). It is evident that this model produces similar results to alternative models for the parameters used. The models are indistinguishable for the case of zero clay in both Figures 3-3a and 3-3b. Increased clay fractions produce some differences in the predicted bulk resistivity at very high DNAPL saturations (Figure 3-3a) and high water resistivities (Figure 3-3b); this is expected as these conditions approach or exceed the limiting condition implicit in de Lima and Sharma (1990, Equation 18) and Berg (1995) models which requires the water resistivity to be much less than the matrix resistivity. It is noted that Equation 3-13, used for this study, does not exhibit the same limitation.
Figure 3-3: Bulk resistivity variation with (a) DNAPL saturation and (b) water resistivity, as a function of clay content ($Cl = 0.0$ (solid line); $Cl = 0.15$ (dashed); $Cl = 0.3$ (dotted)). Model used in this paper (Berg (2007); see Equations 3-11 – 3-13) compared to other published models. The input variables were: $\rho_w = 2$ ohm-m (Figure 3-3a), $\rho_{cl} = 40$ ohm-m, $\rho_{sd} = 1000$ ohm-m, $\rho_a = 1.79 \times 10^{11}$ ohm-m (Brewster and Annan, 1994), $m_{sd} = m_{cl} = 1.5$, $S_n = 0.0$ (Figure 3-3b), $\phi_{sd} = 0.30$ and $\phi_{cl} = 0.40$; values selected to meet the constraints of the other petrophysical models (i.e., exponents = 1.5 for Equation 18 of de Lima and Sharma (1990), $\rho_w < \rho_{cl} / \rho_{sd}$/$\rho_a$ for de Lima and Sharma (1990) and Berg (1995)). The cation exchange capacity of clay for Waxman and Smits (1968) comparison = 0.03 meq/g (i.e., kaolinite). Note that the vertical axis of Figure 3-3a employs a logarithmic scale.
To consider the model sensitivity at the domain scale, a DNAPL release scenario was simulated in a two-dimensional domain 20 m x 10 m deep, with a nodal spacing of 0.1 m in each direction resulting in 20,000 nodes. The $k$-field was generated with a mean $k$ of $8.91 \times 10^{-11}$ m$^2$ (mean $\ln(k) = -25.4$ m$^2$), variance $\ln(k) = 2.97$ and an exponential autocorrelation structure of 5.0 m horizontally and 0.5 m vertically; the distribution of $k$ for the single realization used is illustrated in Figure 3-2a (grey scale image where darker shades of grey correspond to lower permeability). Considering the saturated zone (20 m x 8 m deep, 16,000 nodes), the distribution of $k$ values is illustrated by the histogram shown in Figure 3-4a. As discussed earlier, all $k$ values less than the sand permeability threshold correspond to clay-containing soil (Equation 3-1); here $k_{sd} = 3.6 \times 10^{-12}$ m$^2$ and Figure 3-4a illustrates that this corresponds to 4,913 nodes (31%) for this $k$-field. Figure 3-4b shows the corresponding distribution of clay content in the domain (Equation 3-2), with 4,913 nodes exhibiting $Cl > 0$ (mean $Cl = 0.09$, max $Cl = 0.32$). The distribution of total porosity is plotted in Figure 3-4c, illustrating that total porosity is equal to sand porosity at the 11,087 nodes containing zero clay and total porosity increases with increasing clay content (Equation 3-3). The spatial distribution of porosity is illustrated in Figure 3-2b (green scale with darker shades corresponding to higher clay content), revealing that higher clay content regions correspond to the low permeability lenses of Figure 3-2a.

The permeability, clay content and total porosity fields constitute the soil matrix domain into which a 1 m$^3$ release of trichloroethylene DNAPL (a common subsurface contaminant) was simulated. Figure 3-2c presents the spatial distribution of the DNAPL 10 days after the release, at which time the DNAPL has formed a complex source zone. As expected, DNAPL primarily occupies the higher permeability regions (i.e, low clay content) since these represent the least resistive flow pathways. Figure 3-4d demonstrates that the DNAPL occupies 2,313 nodes (14%) and exhibits saturations from 1% to 94% of the pore space (mean $S_n = 25\%$).
Figure 3-4: Histograms illustrating the distributions of the key model parameters for all of the nodes in the saturated zone for the example model domain illustrated in Figure 3-2: (a) intrinsic hydraulic permeability; (b) clay content; (c) total porosity; (d) DNAPL saturation values at $t = 10$ days. In all cases, counts are presented on a logarithmic axis.

As illustrated in Figure 3-2, in order for the model to predict bulk resistivity at each node, it is necessary to specify the concentration of ions in groundwater and the resistivity of the DNAPL; in this example, values of 900 ppm (e.g., Giroux and Chouteau, 2008) and $1.79 \times 10^{11}$ ohm-m (e.g., Brewster and Annan, 1994) were used. Figure 3-5a reveals that the predicted bulk resistivities for the soil matrix only ranges from 48.17 ohm-m ($Cl > 0.3$) to 30.61 ohm-m ($Cl = 0.3$) (mean = 46.3 ohm-m). It further demonstrates that the presence of the DNAPL source zone (Figure 3-2c) results, as expected, in a wider
distribution of predicted values, ranging from 4228.7 ohm-m ($Cl = 0.0$, $S_n = 0.94$) to 30.6 ohm-m (mean = 58.7 ohm-m). The predicted spatial distribution of bulk resistivity is provided in Figure 3-2d, in which the strong contrast between the DNAPL and the background is evident; in addition, the variability predicted within the soil matrix is clear.

![Histograms of predicted resistivity values](image)

**Figure 3-5:** Histograms of predicted resistivity values for the saturated zone of the example model domain presented in Figure 3-2: (a) soil matrix only (white bars) versus soil matrix plus DNAPL (black bars); (b) soil matrix plus DNAPL (black line; identical to black bars in 3-5a) for base case (DNAPL = $1.79 \times 10^{11}$ ohm-m, ionic concentration in water = 900 ppm)) compared to case with less resistive DNAPL (dashed gray line; DNAPL = 30 ohm-m, ionic concentration = 900 ppm) and case with increased water resistivity (dotted black line; DNAPL = $1.79 \times 10^{11}$ ohm-m, ionic concentration = 450 ppm).
The sensitivity of the predicted bulk resistivity field to a number of key model parameters was investigated. Figure 3-5b again presents the distribution of resistivities related to the base case (DNAPL = 1.79 x 10^{11} ohm-m, ionic concentration in water = 900 ppm, and compares it to the case of a less resistive DNAPL (DNAPL = 30 ohm-m, ionic concentration = 900 ppm). It is evident that, as expected, the most significant influence is on the upper limit of predicted bulk resistivity values (i.e., highest DNAPL saturations) which reduced from 4,228.7 ohm-m to 406.4 ohm-m; less impact is observed in the middle range while, of course, no change is observed in DNAPL-free soil, resulting overall in a decrease in the mean bulk resistivity from 58.7 ohm-m to 49.6 ohm-m. A second comparison is made against a case in which the concentration of ions in the groundwater was decreased (DNAPL = 1.79 x 10^{11} ohm-m, ionic concentration = 450 ppm), thereby increasing the groundwater resistivity. Figure 3-5b illustrates that this resulted, as expected, in increased predicted resistivity values at all locations, with the range becoming 6,208.3 to 51.1 ohm-m and the mean increasing from 58.7 ohm-m to 111.7 ohm-m. It is evident from the variations in the distribution of resistivities that the coupled model is handling changes in key model parameters as expected.

3.3 Demonstration Simulation

3.3.1 DNAPL Spill Scenario

A field scale contamination scenario was simulated in a three-dimensional model domain with a surface area of 12 m long (x-direction) by 12 m wide (y-direction), and a depth of 4 m (z-direction). The domain was discretized into 73,728 nodes with a nodal spacing of 0.250 m in the x- and y-directions and 0.125 m in the z-direction. The domain used a random, spatially-correlated, \( k \) field generated using FGEN to represent the heterogeneous subsurface. The permeability generator used an exponential autocorrelation function with the statistics provided in Table 3-1, based on an aquifer in Canada on which a detailed geostatistical analysis was conducted (Sudicky et al., 2010). The corresponding clay content and total porosity at each node was determined from the presented linkage methodology (Equations 3-2 – 3-3). 26% (19,063 nodes) were
determined to exhibit $Cl > 0$, with a mean $Cl = 0.08$ and variance of $Cl = 0.003$. For the entire domain, the mean total porosity = 0.33 and the variance of porosity = 0.001. The result was a domain with unconsolidated porous media dominated by horizontal lenses exhibiting a distribution of permeability, porosity, and clay content representative of an aquifer characterized, on average, by a medium sand and encompassing soils ranging from clay to gravel.

The water table was established at 0.250 m below ground surface, below which the domain was initially fully saturated with water ($S_w = 1$). Above the water table, the domain was partially saturated ($S_w = 0.7$). The near surface soils in the vadose zone contained higher porosity and smaller particle sizes than deeper soils (e.g., Revil and

### Table 3-1: Hydrogeological parameters

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
<th>Units</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean $(\ln k)$</td>
<td>-25.4</td>
<td>m$^2$</td>
</tr>
<tr>
<td>Variance $(\ln k)$</td>
<td>1.94</td>
<td>-</td>
</tr>
<tr>
<td>Correlation lengths</td>
<td>4.0 (horizontal); 0.5 (vertical)</td>
<td>m</td>
</tr>
<tr>
<td>Sand porosity</td>
<td>0.32 (saturated); 0.46 (vadoze)</td>
<td>-</td>
</tr>
<tr>
<td>Clay porosity</td>
<td>0.42 (sat.); 0.56 (vadoze)</td>
<td>-</td>
</tr>
<tr>
<td>Particle diameter for sand</td>
<td>$2 \times 10^{-4}$ (sat.); $6 \times 10^{-5}$ (vadoze)</td>
<td>m</td>
</tr>
<tr>
<td>Water density</td>
<td>1000</td>
<td>kg/m$^3$</td>
</tr>
<tr>
<td>Water viscosity</td>
<td>0.001</td>
<td>Pa·s</td>
</tr>
<tr>
<td>DNAPL density</td>
<td>1170</td>
<td>kg/m$^3$</td>
</tr>
<tr>
<td>DNAPL viscosity</td>
<td>0.0005</td>
<td>Pa·s</td>
</tr>
<tr>
<td>DNAPL solubility</td>
<td>5100</td>
<td>mg/L</td>
</tr>
<tr>
<td>DNAPL-water interfacial tension</td>
<td>0.04</td>
<td>N/m</td>
</tr>
</tbody>
</table>

1. Grant and Gerhard (2007a)
2. Bear (1972)
3. Gerhard et al. (2007)
Cathles, 1999). In this simulation, the capillary fringe is assumed to be negligible; while it is acknowledged that explicitly incorporating a capillary fringe may provide a more gradual transition in electrical properties, it is not expected to significantly impact the conclusions of this work. The side boundaries were characterized by fixed, hydrostatic water pressures that established an ambient hydraulic gradient of 0.01 from left to right across the domain and the bottom boundary was set as impermeable to both DNAPL and water.

The release of a chlorinated solvent DNAPL commonly found at contaminated sites, 1,1 dichloroethylene (1,1 DCE) (note that TCE was used in the sensitivity analysis above), was simulated through a 1.0 m$^2$ patch area located centrally in the domain (in plan view) and located coincident with the water table. Table 3-1 provides the fluid properties used. The aim was to mimic a leaking underground storage tank or the bottom of a waste lagoon. To achieve this in the model, a constant DNAPL flux was assigned to each node within the patch area, with the value assigned weighted according to the node’s $k$ and ensuring the sum achieved a total flux of 1.3 m$^3$/day (Grant et al., 2007a). The source was initiated at time $t = 0$ and was turned off at $t = 1$ day, representing the release of 1.3 m$^3$ (1,300 litres) of DNAPL. In order to achieve a realistic initial distribution of DNAPL in the subsurface, the DNAPL was allowed to continue to migrate under gravity and capillary forces for 6 days after the source was turned off. During this time, no DNAPL was permitted to dissolve and, at $t = 7$ days – coinciding with the start of the ERT survey – the resulting DNAPL distribution was “immobilized” so that no further DNAPL migration occurred. The purpose of these modelling steps were (a) to ensure that the full 1300 litres was retained as the initial DNAPL volume, and (b) to ensure that the only signal available for subsequent geophysical detection was DNAPL disappearance. These simplifying assumptions are reasonable considering the focus of this paper is on demonstrating a DNAPL-ERT resistivity model linkage. Note that a subsequent publication will focus on using the developed model to evaluate the ability of ERT to track DNAPL remediation for a range of DNAPL release scenarios, soil types, and soil distributions.
At $t = 7$ days, DNAPL dissolution was enabled, and the simulation was then continued until $t = 1.3$ years by which time all of the released DNAPL mass had dissolved into the ambient groundwater flowing through the source zone. It is acknowledged that 1,1 DCE has a relatively high solubility in groundwater (Table 3-1), and complete natural dissolution of a DNAPL source zone could require decades (Kueper et al., 2003). Engineered remediation of DNAPL source zones, however, can substantially accelerate DNAPL mass removal rates. The rate of mass removal is independent of the objectives of this work.

The electrical properties assigned to each soil and fluid constituent are presented in Table 3-2. In this study, the pore water was at a temperature of 20 °C and composed of Na$^+$ and Cl$^-$ ions at 900 ppm concentration, which is within the range usually characterized as fresh water. The resistivity values assigned to each soil type are assumed to be independent of temperature variations. The resistivity of clay could be calculated to account for the surface conductivity at the grain water interface (e.g., Revil et al., 1998); however, for this demonstration, an equivalent clay volume conductance is obtained from the literature.
Table 3-2: Electrical parameters

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
<th>Units</th>
</tr>
</thead>
<tbody>
<tr>
<td>Water resistivity $^5$</td>
<td>6.5</td>
<td>ohm-m</td>
</tr>
<tr>
<td>DNAPL resistivity $^6$</td>
<td>$1.79 \times 10^{11}$</td>
<td>ohm-m</td>
</tr>
<tr>
<td>Air resistivity $^6$</td>
<td>$1.79 \times 10^{11}$</td>
<td>ohm-m</td>
</tr>
<tr>
<td>Sand resistivity $^7$</td>
<td>500</td>
<td>ohm-m</td>
</tr>
<tr>
<td>Clay resistivity $^7$</td>
<td>30</td>
<td>ohm-m</td>
</tr>
<tr>
<td>Saturation exponent $^8$</td>
<td>2.0</td>
<td>-</td>
</tr>
<tr>
<td>Cementation exponent for sand $^9$</td>
<td>1.8</td>
<td>-</td>
</tr>
<tr>
<td>Cementation exponent for clay $^9$</td>
<td>2.7</td>
<td>-</td>
</tr>
</tbody>
</table>

$^5$ Calculated from Equation 3-9 in this chapter
$^6$ Brewster and Annan (1994)
$^7$ Loke (2010)
$^8$ Berg (2007)
$^9$ Revil and Cathles (1999)

3.3.2 ERT Modelling and Inversion

Site investigation and remediation of DNAPL sites invariably begins subsequent to a known or discovered release. For this study, it was assumed that site investigation by ERT was initiated at $t = 7$ days. ERT surveys were simulated at intervals corresponding to 10% reductions of DNAPL mass to obtain 10 time-lapsed images of the site remediation during the source zone lifespan (corresponding to $t = 9, 15, 24, 35, 50, 72, 100, 144, 226, 474$ days). The geoelectrical modelling finite element mesh, employing hexahedral elements, was designed with the same resolution as the DNAPL model finite difference grid, thereby permitting the underlying hydrogeological parameters of the latter to be directly assigned 1:1 (i.e., no interpolation necessary) as a total resistivity value to each finite element block (as determined by the linkage methodology described in Equations 3-1 – 3-13). Each three-dimensional ERT survey was simulated using dense, parallel survey lines traversing only in the $x$-direction (e.g., Papadopoulos et al., 2006; 2007); the pole-dipole configuration in a combined forward and reverse mode (A-
MN and NM-A) was used, with an inline electrode spacing of 0.5 m (25 electrodes along each survey line) and an interline spacing of 0.5 m (25 survey lines). Furthermore, to render modelling results more realistic, random noise with a Gaussian distribution of 3 mV/A peak-to-peak amplitude was added to the synthetic potential difference data.

An inversion algorithm is required to invert the (observed) apparent resistivity values in order to obtain the "true" subsurface resistivity distribution. The ERT inversion program DC_3DPro (Yi et al., 2001; Kim and Yi, 2010) was utilized for this study; DC_3DPro performs three-dimensional, iterative smoothness constrained inversion and uses the active constraint balancing technique in order to calculate efficiently the Lagrangian multiplier vector for each iteration (Yi et al., 2003). Independent inversion of each ERT survey was used. Future work will consider a detailed study of time-lapse monitoring and the optimal array configuration, inversion algorithm and processing methodology for tracking DNAPL remediation.

### 3.3.3 ERT Detection of DNAPL Source Zone

Figure 3-6a illustrates the three-dimensional hydrogeological model domain at the start of the ERT investigation (i.e., 100% DNAPL remaining), while Figures 3-6c and 3-6e show cross-sectional and plan-view images of the subsurface, respectively. The figures reveal that DNAPL has penetrated to 3 m depth in the subsurface and spread to cover an area approximately 4 m × 4 m in plan view. The DNAPL is observed to consist of a complex network of pools and residual, exhibiting a range of DNAPL saturations from 1% to 74% of the pore space. Three distinct pools of high DNAPL saturation exist at 0.5 m, 1.5 m and 2.5 m depths (see Figure 3-6c), hereafter named Pool 1, Pool 2 and Pool 3, respectively. Qualitative consideration of the corresponding true (inverted) resistivity distribution (see Figures 3-6b, 3-6d and 3-6f) suggests that the combined DNAPL-ERT simulation produced realistic ERT images of both (i) the subsurface heterogeneity, and (ii) the DNAPL body.
Figure 3-6: Field scenario 7 days after DNAPL release: (a) 10% DNAPL saturation isosurface, (b) 56 ohm-m resistivity isosurface; (c, e) DNAPL saturation distribution in cross-section and plan view; (d, f) corresponding resistivity distribution. A threshold DNAPL saturation of 10% corresponds to a threshold resistivity of 56 ohm-m, as determined by the linkage model.

In Figure 3-6b, the higher resistivity (red), near-surface response corresponds to the vadose zone. Notice that within the vadose zone there happened to exist a lower
resistivity (blue) region corresponding to the higher porosity (and higher clay content) region shown in Figure 3-6a (dark green). The hydrogeological and resistivity plan-view images at 0.5 m depth (Section A-A) presented in Figures 3-6e and 3-6f, respectively, again demonstrate that the soil matrix variability is realistically simulated in the ERT response; for example, the lowest resistivities (dark-blue) in Figure 3-6f correspond to higher clay contents associated with the lowest permeabilities (dark-grey) in Figure 3-6e. Figures 3-6c and 3-6d, which present the cross-sectional images at 6 m in the y-direction (Section B-B), reveal that the ERT response reasonably accounts for the soil matrix variability in the near-surface soil (top 1 m), but is unable to detect variability at larger depths, which is expected since ERT sensitivity reduces with depth.

The strongest contrasts in the ERT response are representative of the water-DNAPL distinction, and it is evident that the DNAPL distribution is reasonably imaged by the simulated ERT survey. For example, the true resistivity distribution in Figure 3-6d indicates two distinct zones of high resistivity (red) at depths intervals of 0.2 – 0.5 m and 1.0 – 2.5 m, respectively. These zones correspond to the DNAPL pools: ERT resolved Pool 1 from Pool 2, but was unable to resolve the deeper Pool 3, instead enveloping both Pool 2 and Pool 3. This is expected due to the reduced sensitivity of ERT with depth and the fact that shallow targets can interfere with the detection of deeper targets. Thus, it is not surprising that the detailed distribution of pools characteristic of a complex DNAPL may be challenging to resolve.

A number of methods can be used to provide optimum subsurface information, including informed ERT survey design (e.g., Nenna et al., 2011), and future work will explore these techniques in the context of DNAPL investigations. However, overall, Figure 3-6 suggests that, at favourable sites, ERT may be suitable for determining the outer boundaries of the location and depth of a DNAPL body in heterogeneous porous media, with increased resolution towards the surface as expected.
3.3.4 Mapping DNAPL Remediation

It is acknowledged that a number of factors may change the magnitude of the DNAPL signal relative to the background, including an increase in the soil matrix heterogeneity and clay content, and evolving resistivity of the DNAPL plume (e.g., enhanced conductivity due to biodegradation). However, time-lapse monitoring of DNAPL remediation may remain promising even in such scenarios, since the background heterogeneity is constant and the evolving signal directly corresponds to changes in DNAPL mass and distribution. As mentioned, ERT surveys were simulated at intervals corresponding to ~10% reductions of the DNAPL mass. While difference or four-dimensional inversion routines (e.g., Kim et al., 2009; Karaoulis et al., 2011a) may best take advantage of the differences detected, such optimization of the ERT analysis for DNAPL remediation is the subject of future work.

Figures 3-7a and 3-7c reveal that, as expected, DNAPL mass was removed from the source zone in a heterogeneous manner (compare to Figure 3-6c). For example, the majority of the residual DNAPL was dissolved first, as is common (e.g., Grant and Gerhard, 2007b). As well, Pool 3 disappeared relatively early since it resided in a relatively high permeability zone that experienced significant groundwater flux. With 58% of the DNAPL removed, the remaining source zone was dominated by Pools 1 and 2. Figures 3-7b and 3-7d reveal that the ERT response changed correspondingly to the mass reduction of DNAPL. In fact, since the parts of the source zone first remediated were, coincidentally, the low saturations and the deepest pool (i.e., the DNAPL that was the least well-resolved by ERT), the inverted images became more effective at characterizing the source zone during remediation.
**Figure 3-7:** Cross-section of spill scenario after (a) 28%, and (c) 58%, and (e) 78% of the original DNAPL mass has been removed; and the corresponding resistivity distribution after (b) 28%, (d) 58%, and (f) 78% of the DNAPL mass has been removed.

While it is not possible to extrapolate generally based on a single case, and the ‘fortuitous’ removal of the deepest pool will not always occur, it is generally true that DNAPL source zone geometry simplifies with time and become characterized by isolated, substantial DNAPL pools. This may lead to continual improvement of the ERT response as remediation progresses. Overall, this work suggests that ERT may be promising in revealing reductions in DNAPL mass over time.
3.4 Discussion

The coupled multiphase-geophysics numerical model presented is able to account for various hydrogeophysical parameters, including groundwater quality (e.g., salinity, temperature), soil matrix (e.g., heterogeneity, clay content) and electrical (e.g., conductivities, survey design, inversions) properties. This universal linkage model permits simultaneous mixing of any number of disperse elements and accommodates geometric factors, such as sand and clay porosity exponents and saturation exponents, for each disperse element and its associated resistivity. In addition, the model can handle complex conductivities and complex dielectric permittivities which may permit future modelling work on complementary geoelectrical methods (e.g., spectral induced polarization and ground penetrating radar).

A sensitivity analysis of the predicted bulk resistivity, conducted at the scale of a single location and an entire domain, provided confidence in the linkage methodology presented. As expected, bulk resistivity increases with (i) increasing DNAPL saturation, (ii) higher resistivity groundwater (corresponding to reduced groundwater salinity), and (iii) reduced clay fraction. Furthermore, the relative contribution of clay to the bulk resistivity is higher in regions of high DNAPL saturation and/or high water resistivity. Analysis of the model sensitivity for a 2D case demonstrated that a realistic distribution and correlation of hydrogeological parameters, including hydraulic permeability, clay content and porosity, were generated and (with the addition of the DNAPL distribution) subsequently mapped to a realistic distribution of bulk electrical resistivity. The presented model was demonstrated to provide a good match to other published models across a range of key parameters within the bounds to which those other models can be applied. However, the presented model can also be applied outside these bounds and can work at all water salinities and tool frequencies.

A three-dimensional, field scale, surface release of a chlorinated solvent DNAPL into heterogeneous clayey sand, including complete DNAPL remediation and its mapping by time-lapsed surface ERT surveys, demonstrated realistic ERT responses that were sensitive to heterogeneity in both soil properties and DNAPL saturations. While static
detection of the initial DNAPL distribution appears possible under ideal circumstances, it is expected to be challenging in most sites due to the difficulty in distinguishing these two complex signals. However, the simulated ERT response appears sensitive to changes in the mass and distribution of DNAPL, suggesting that ERT has the potential for tracking the time-lapsed remediation of a DNAPL source zone. Such a non-invasive tool, which could map where and how quickly DNAPL mass changes with time during site cleanup, would be a major step forward in remediation practice.

A number of simplifying assumptions in the demonstration case were used for the purposes of this initial, exploratory work. The water table was relatively shallow for an unconfined aquifer and contained moderate water saturations with no capillary fringe effects. A resistive DNAPL was assumed in the presence of groundwater exhibiting constant, moderate conductivity. It is acknowledged that some biogeochemical reactions, including those associated with biodegradation, occurring within the contaminant plume emanating from a DNAPL source zone may raise groundwater conductivity. Such reactions may increase the water-DNAPL electrical contrast when substantial DNAPL remains but may also complicate the mapping of DNAPL disappearance if bulk resistivity is decreasing due to both effects concurrently. Future simulations will examine this by prescribing elevated groundwater conductivity where dissolved phase solvent is present in the subsurface. Moreover, the model, which can simulate biodegradation directly, can be enhanced further in future to link degradation byproducts to groundwater conductivity directly to evaluate the potential impacts of these transformations on the ability of ERT to track DNAPL remediation.

With respect to the presented linkage methodology, this work considers clayey-sand mixtures where the maximum volume of clay added to the model domain is constrained by the porosity of sand; however, this is not considered a restrictive constraint for many materials relevant to hydrogeological studies. Each of the published relationships associated with the linkage methodology have been independently validated against experimental data. However, it is acknowledged that the presented model as a whole has not been validated against experiments and potential uncertainties may exist in the underlying petrophysical relationships or their cumulative predictions.
3.5 Conclusions

A numerical model was presented that creates a novel and robust link between a multiphase flow model, which generates realistic DNAPL release scenarios, and an ERT model, which simulates the corresponding resistivity response. Sensitivity studies and a field scale simulation demonstrated the performance of the model and its sensitivity to both variations in DNAPL distribution and subsurface heterogeneity. Results suggest that the coupled model can be a valuable and reliable research tool and provide a cost-effective means to develop and evaluate optimum ERT data acquisition, inversion and interpretative tools for contaminated sites. This initial study will be a basis for future work, concentrating on (i) site characteristics most suited to ERT success (ii) detailed time-lapse monitoring of DNAPL remediation, (iii) validating the synthetic ERT data with field results, and (iv) extending the work to examine the benefits of complementary geoelectrical surveys.

3.6 References


4 EVALUATING FOUR-DIMENSIONAL TIME-LAPSE ELECTRICAL RESISTIVITY TOMOGRAPHY FOR MONITORING DNAPL SOURCE ZONE REMEDIATION

4.1 Introduction

The remediation of sites contaminated by non-aqueous phase liquids (NAPLs), and in particular denser-than-water NAPLs (DNAPLs) residing below the water table, represents a challenging geoenvironmental problem. DNAPLs extensively polluting the environment include chlorinated solvents, coal tar and polychlorinated biphenyls (PCB) oils. Once released to the subsurface, DNAPLs tend to follow a tortuous migration pathway, penetrating the saturated zone as an immiscible ‘oil’ phase in response to gravity and capillary forces. Their complex behaviour and distribution within the subsurface is site specific and governed by many factors including the nature of the hydrogeologic environment, properties of the DNAPL, and subsequent mass transfer and transformation processes (Kueper et al., 2003). As a result, DNAPL source zones can exhibit a wide range of forms, from a laterally extensive pool near the surface or at depth to a complex distribution of residual and pools covering many elevations (Gerhard et al., 2007). DNAPL source zones can serve as a persistent source of groundwater contamination posing unacceptable risk to humans and ecosystems.

A variety of remediation technologies have been applied to DNAPL source zones including various thermal, chemical, extraction and biological treatment methods (Hadley and Newell, 2012). In addition to effective delineation of the DNAPL source zone, temporal monitoring is an essential component of successful remediation, informing

---

remedial strategies and assessing remedial performance (Kavanaugh et al., 2003). Traditional methods, including monitoring wells and soil borings, are expensive and suffer from low sampling density, providing limited spatial and temporal information. Non-invasive geophysical methods have the potential to significantly improve DNAPL site assessments and remediation monitoring (Brewster et al., 1995; Wilson et al., 2009).

In particular, electrical resistivity tomography (ERT) exhibits significant potential since DNAPLs are typically highly resistive (Lucius et al., 1992) and in many scenarios will provide sufficient electrical contrast between DNAPL and groundwater. ERT is well-established and widely employed in hydrogeological applications (e.g., Loke et al., 2013). ERT used in time-lapse mode, measuring temporal changes in resistivity, has become increasingly popular to monitor dynamic, aqueous phase processes including groundwater-surface water interaction (e.g., Johnson et al., 2012), salt-water intrusion (e.g., Nguyen et al., 2009), transport of saline tracers (e.g., Robert et al., 2012), wastewater transport (e.g., Seferou et al., 2013), recharge-induced contaminant plume behaviour (e.g., Gasperikova et al., 2012) and contaminant degradation (e.g., Atekwana et al., 2005).

The application of ERT to delineating DNAPL source zones has been suggested by a number of studies (e.g., Cardarelli and Di Filippo, 2009; Naudet et al., 2013) but progress towards a practical, reliable field technique has been impeded by several issues. The first is the difficulty of static (i.e., time-invariant) detection of the complex electrical target presented by an intricate, unknown DNAPL distribution in a heterogeneous, unknown permeability field. This is not easily remedied. However, it is hypothesized that ERT applied in time lapse mode can provide valuable information during DNAPL source zone remediation: the shrinking volume of the resistive DNAPL body (and replacement in the pore space by more conductive groundwater) should provide – over time – a signal that can be mapped. Chambers et al. (2004) used differential resistivity imaging (i.e., subtracting one static image from another to get the resistivity change with time) to monitor the movement of DNAPL through water-saturated sand in a laboratory column. Daily and Ramirez (1995) used cross-hole ERT (i.e., from one vertical borehole to another) to image the injection of gas at a trichloroethylene (TCE) site. Newmark et al. (1998) used time-lapse cross-hole ERT to monitor decreasing resistivity changes
associated with the pumping of pooled TCE, while Chambers et al. (2010) used high-resolution, cross-hole ERT in a pilot-scale experiment to map groundwater chemistry changes associated with the bioremediation of a DNAPL source zone.

The second issue impeding ERT usage on sites is the reliability of the interpretation. Converting ERT data into a representation of subsurface resistivity, a process known as inversion, is a rich field of research (e.g., Loke and Barker, 1996; Loke et al., 2013). All of the cited time-lapse studies inverted the ERT data recorded at each monitoring step independently and subtracted successive static ERT images to identify the differences (e.g., Oldenborger et al., 2007). However, these independent time-lapse inversion images are nearly always contaminated by inversion artifacts (i.e., false resistivity anomalies generated due to independent inversion errors and the presence of noise in the ERT measurements). These false signals, which can mask changes of interest or suggest that subsurface changes happened where none actually occurred, are exacerbated in the presence of subsurface heterogeneity (Karaoulis et al., 2011a). Recently, new four-dimensional (4D, three spatial dimensions plus time) inversion algorithms have provided significant improvements, reducing inversion artifacts and improving the stability of the inversion problem (Kim et al., 2013; Karaoulis et al., 2014). Such algorithms, by jointly inverting datasets from multiple times, provide much more reliable interpretations of subsurface resistivity changes.

The third issue limiting ERT field applications is that most pilot field demonstrations of ERT have used cross-borehole surveys, which are not only invasive, but expensive. Since typical borehole spacing must be on the order of a few meters, coverage of significant area can be challenging. A number of recent advancements in time-lapse ERT, in both data acquisition and array configurations are making surface surveys more reliable and data rich (e.g., Ogilvy et al., 2009; Nenna et al., 2011). Surface electrodes installed prior to site remediation and surveyed at regular intervals would provide surveys with significant areal coverage that are practical, inexpensive, and rapid. The availability of (i) improved surface survey techniques, (ii) more reliable 4D inversion methods, and (iii) strategies that focus on the changes occurring during remediation provides a new opportunity to consider ERT as a site monitoring tool.
The objective of this study is to explore the potential of 4D time-lapse ERT implemented with surface-mounted electrodes to monitor the remediation of DNAPL source zones in the near subsurface (i.e., upper 4 m). First, because this is a new application integrating several research advances, a laboratory experiment was performed to demonstrate the approach for mapping a changing NAPL distribution over time. Those results were then compared to an independent simulation of the experiment using a published DNAPL-ERT numerical model. The coupled model, which (i) simulates NAPL migration/remediation, and (ii) predicts the results of ERT surveys, needed to perform both steps accurately in order to reproduce the experiment and thereby provide confidence that the model is a reliable tool for exploring these scenarios. The numerical model was then used to evaluate the potential for ERT mapping of remediation at the field scale. Four DNAPL source zones, ranging from simple to complex, were simulated and complete DNAPL mass removal over time was predicted. During the remediation period, the model also simulated the results of periodic ERT surface surveys of the site. These surveys were analyzed with a recently published 4D ERT inversion algorithm to provide estimates of DNAPL distribution with time. Qualitative and quantitative comparisons between the known DNAPL volume reductions and those estimated by ERT are shown, providing insight into the potential and the limitations of this technique to map DNAPL remediation at field sites.

4.2 Modelling Approach

The numerical modelling approach is presented first because it explains the relationship between NAPL distribution changes and ERT estimates of those changes. This work integrated a number of published numerical models. Figure 4-1 conceptually illustrates the coupling performed between the 3D DNAPL-ERT model developed in Chapter 3 (i.e., Power et al., 2013) and a 4D time-lapse inversion algorithm (Karaoulis et al., 2011a). Details on each component and their integration are provided below.
Figure 4-1: Schematic illustration of the numerical components and sequence of data passing involved in the modelling approach. ‘Forward’ in this context means that an ERT survey data set is predicted based upon an input electrical resistivity domain; ‘inversion’ means an estimate of the electrical resistivity domain is predicted based upon the ERT survey data.

4.2.1 Coupled DNAPL-ERT Modelling

The DNAPL-ERT model developed in Chapter 3 is a coupling of DNAPL3D-MT, a simulator for DNAPL evolution under release and remediation conditions, and IP4DI, an ERT model that conducts both (a) forward simulation, which predicts the response of the subsurface to an ERT survey, and (b) inversion, which estimates the distribution of resistivity changes given sequential ERT response data sets.

DNAPL3D-MT (Grant and Gerhard, 2007a,b) is a 3D multiphase flow and contaminant transport code, which simulates DNAPL infiltration and redistribution below the water table as well as DNAPL dissolution and transport of the dissolved phase species in groundwater. It permits as input heterogeneous distributions of permeability and porosity. It couples the multiphase flow model DNAPL3D (Gerhard and Kueper, 2003a,b,c) and the dissolved phase transport model MT3D (Zheng, 1990) through a mass transfer module based on interfacial area between the immiscible phases (Grant and Gerhard, 2007a,b). DNAPL3D-MT employs a seven-point node-centered finite difference scheme to discretize the 3D multiphase flow equations, formulated in terms of the two primary variables: water pressure, $P_w$, and water saturation, $S_w$ (Kueper and Frind, 1991a,b). A sophisticated constitutive relationship model accounts for the hysteretic dependence of capillary pressure and relative permeability on saturation and fully accounts for DNAPL entrapment (Gerhard and Kueper, 2003a,b). At each DNAPL migration time step, implicit solution of these equations with Newton-Raphson iteration
provides the distribution of hydraulic head and DNAPL saturation throughout the domain. This, in turn, provides local values of groundwater velocity and DNAPL-groundwater interfacial area throughout the source zone. Coupled with the solution of the advection-dispersion equation, this provides rate-limited DNAPL dissolution and the distribution of contaminant concentrations in groundwater. The model, therefore, simulates a realistic initial distribution of DNAPL at a contaminated site and the complex pattern of DNAPL removal as it is dissolved by groundwater flowing through the site. Complete details on the model formulation, and the validation of all of its processes against multidimensional, heterogeneous laboratory experiments, are provided by the cited references and Grant et al. (2007a,b). Although not employed in this study, the DNAPL model can also be employed for reactive transport and other remediation processes, including chemical oxidation, bioremediation, and in situ smoldering destruction (e.g., West et al., 2008; MacPhee et al., 2012).

Central to the development of the coupled DNAPL-ERT model was the comprehensive linking of the local, spatially variable hydrogeological properties from DNAPL3D-MT to the local, spatially variable electrical resistivity (shown as “DNAPL-ERT Linkage” in Figure 4-1). This was achieved by a novel integration of a variety of established petrophysical and geoelectrical relationships (e.g., Revil and Cathles, 1999; Berg, 2007), with the electrical resistivity field accounting for both the spatial heterogeneity of subsurface soils (intrinsic permeability, porosity and clay content) and the local volume fractions of fluids in the pore space (water, DNAPL, air) predicted by DNAPL3D-MT at each time step. The resulting 3D electrical representation of the hydrogeological domain is then used as input to the IP4DI forward model. A full description of the development and testing of the coupled DNAPL-ERT model is provided in Chapter 3.

IP4DI was employed to simulate periodic ERT surveys during DNAPL remediation and estimate the change of resistivity in both space and time. IP4DI is a MATLAB® package developed by Karaoulis et al. (2013) that performs both steps of forward geoelectrical modelling and time-lapse inversion. The forward modelling component uses the finite element method with hexahedral elements to numerically solve Poisson’s equation and mathematically predict the response from an ERT survey (Tsourlos and Ogilvy, 1999). A
single electrical resistivity measurement uses an array of four electrodes to measure the local subsurface resistivity; a known current \( (I_c) \) is injected between two electrodes and the voltage difference \( (\Delta \Phi) \) is measured across two other electrodes. The current and voltage measurements are then converted into an apparent resistivity \( (\rho_a = G_f \cdot \Delta \Phi / I_c) \) where \( G_f \) is a geometrical factor that depends on the configuration of the electrode array (Loke et al., 2013). Surface ERT is the rapid collection of many electrical resistivity measurements from a regular network of electrodes arranged across the site, providing a 3D distribution of apparent resistivity values. The forward modelling scheme used in IP4DI is based on a well established 3D algorithm fully described by Tsourlos and Ogilvy (1999) and has been used in a number of modelling studies, including archeological investigations and salt tracer mapping (e.g., Papadopoulos et al., 2007; Karaoulis et al., 2011b).

### 4.2.2 Time-lapse Inversion

Inversion is a well-established process that essentially estimates the subsurface resistivity distribution that gave rise to the recorded apparent resistivity values. Starting from a simple initial domain (usually a homogeneous half-space), an optimization method is used to iteratively change the resistivity of the domain cells to minimize the difference between the recorded and calculated apparent resistivity values. Regularization constraints (e.g., smoothness) are usually incorporated to condition and stabilize the inversion problem.

The traditional approach to time-lapse inversion uses independent inversion, where the ERT data recorded at each monitoring step is inverted independently of any other information and differential time-lapse images are reconstructed by subtracting them from each other (e.g., Tsourlos et al., 2003). Recently, advances are being made in the area of 4D time-lapse inversion (e.g., Kim et al., 2013; Karaoulis et al., 2014). In these approaches, the subsurface model and the entire monitoring datasets are defined in a space-time domain and monitoring datasets recorded at numerous times are simultaneously inverted. Regularizations introduced in both space and time domains
further stabilize the inversion and effectively reduce inversion artifacts (Kim et al., 2009), while demonstrating improved sensitivity in regions of resistivity changes (Karaoulis et al., 2011a). For this study, the 4D active time constraint (4D-ATC) method developed by Karaoulis et al. (2011a) was used. In this method, the temporal Lagrangian varies between different monitoring steps proportionally to the expected degree of spatial resistivity changes occurring (i.e., areas of significant changes are assigned low time regularization values and vice versa). To pre-estimate regions of change and assign appropriate time Lagrangian values, a preliminary analysis of the recorded data is performed through differential imaging of independent inversion (Karaoulis et al., 2011a). With the appropriate time Lagrangian, the 4D-ATC inversion scheme can be applied to an entire dataset recorded from all monitoring steps with increased focus now on areas where the expected changes are likely to occur. The final resistivity distribution estimated by this method will be referred to as that ‘measured’ by ERT. The application and benefits of this algorithm have been demonstrated on a number of datasets, including salt tracer migration and water injection (Karaoulis et al., 2011a,b).

### 4.2.3 Estimation of DNAPL Volume Remediated

Many studies have used petrophysical relationships to translate resistivity measurements into hydrogeological properties of interest such as water content and solute concentration (e.g., Zhou et al., 2001; Oldenborger et al., 2007). Although the nonuniqueness and spatially variable resolution of the inverted ERT images generally results in estimates of hydrogeological variables with limited accuracy (Singha and Gorelick, 2006), traditional relationships such as Archie’s law (Archie, 1942) continue to be widely used (e.g., Slater et al., 2002; Breen et al., 2012). In this paper, estimates of DNAPL saturation \( S_n \) changes from 4D-ATC inverted resistivity fields were obtained using Archie’s law, which relates the resistivity of a partially saturated porous medium to the water content of the medium. In this study, water saturation was variable in space and time, and equals one minus the local DNAPL saturation below the water table. Archie’s law was then
modified to infer the DNAPL saturation, $S_{n}^{ERT}$, at each node from the measured resistivity:

$$S_{n}^{ERT} = 1 - \left( \frac{1}{\phi^n \frac{\rho_w}{\rho_t}} \right)^{1/n},$$  \hspace{1cm} (4-1)$$

where $\phi$ is the porosity of the medium, $\rho_w$ is the pore water resistivity, $\rho_t$ is the ERT-measured resistivity of the medium, $m$ is the cementation exponent, and $n$ is the saturation exponent. The cementation exponent and saturation exponent values typically used are 1.5 and 2.0, respectively (e.g., Archie, 1942). The pore water resistivity and porosity can be determined directly from the physical or numerical system, with an average value applied to Equation 4-1.

Differential images were reconstructed by subtraction of the DNAPL saturation distribution at each successive monitoring step from the baseline distribution prior to remediation. The results are local DNAPL saturation changes, ranging from 2% to 100%, with respect to the initial saturation in the source zone. A saturation change threshold of 2% was implemented across all monitoring steps (i.e., saturation changes < 2% were considered insignificant); it is normal practice to implement such a threshold on inverted ERT data to ignore small changes related to artifacts (e.g., Doetsch et al., 2012; Robert et al., 2012). The total volume remediated was calculated by:

$$V_{nr}^i = \sum_{j=1}^{m_z} \sum_{k=1}^{n_x} \sum_{l=1}^{n_y} S_{n}^{i} \phi \cdot \Delta x \Delta y \Delta z,$$  \hspace{1cm} (4-2)$$

where the superscript $i$ denotes either actual or ERT-measured, $\Delta x$, $\Delta y$ and $\Delta z$ are the dimensions of the nodes in the $x$-, $y$- and $z$-directions, respectively, and $n_x$, $n_y$, $n_z$ are the number of nodes in the $x$-, $y$- and $z$-directions, respectively. Equation 4-2, modified by integrating only over $j$ and $k$, was used to calculate the volume of DNAPL remediated for each horizontal depth slice of thickness $\Delta z$. 

4.2.4 Modelling Approach Demonstration

To demonstrate the complete modelling approach taken in this study, this section illustrates the internal workings of the model for time-lapse ERT monitoring of two monitoring steps of a DNAPL remediation scenario. Figure 4-2 presents a schematic to summarize the modelling approach and corresponding images. The simulated scenario involves the release of the chlorinated solvent chlorobenzene (CB) in a two-dimensional (2D) domain (32 m wide x 6 m deep) characterized by a heterogeneous distribution of intrinsic permeability. 1.2 m$^3$ of CB was released over 5 days into an initially water-saturated domain, allowed to redistribute, and the final distribution of DNAPL corresponds to Time 1 (i.e., when the first ERT scan was obtained, T1). CB was then subject to enhanced dissolution in groundwater flowing from left to right across the domain and a second ERT scan was conducted when the initial DNAPL mass had depleted by 20% (i.e., Time 2, T2).

As illustrated in Box 1 (Figure 4-2), DNAPL3D-MT provides the evolving distribution of DNAPL. Although not part of the modelling approach, to illustrate the difference in the interval between T1 and T2, the time-lapse saturation change (i.e., the “true” DNAPL removed) is also shown in Box 1. The DNAPL-ERT linkage methodology described in Section 2.1 converts the hydrogeological domains at T1 and T2 into their corresponding bulk electrical resistivity domains, as illustrated in Box 2. This represents the “true” distribution of resistivity in the subsurface. The differential resistivity image between the two electrical domains is shown on the right of Box 2. In this ratio image, areas with a ratio value of 1.0 (yellow) indicate no resistivity changes between T1 and T2, areas with a ratio value less than 1.0 (green-blue) indicate decreasing resistivity changes, while areas with a ratio value greater than 1.0 (orange-red) indicate increasing resistivity changes. As expected, the only changes occurring between T1 and T2 are decreasing resistivity changes (green-blue), and correspond to the changes in DNAPL saturation (Box 1).
Figure 4-2: The time-lapse modelling approach adopted in this study to monitor DNAPL source zone remediation. Each domain is 32 m (marked at 5 m intervals) x 6 m (marked at 2 m intervals). The colour scale bars represent different parameters at each step, identified below each figure. The right hand figure in each case represents the change between the left two images, with some presented as a difference and some as a ratio, following common practice for each. A full description of the steps and subfigures is provided in the text.
The ERT forward model then simulated a surface ERT survey at each of the two times (Box 3). In this case, the survey used the dipole-dipole electrode array with an inline electrode spacing of 1 m. The apparent resistivity data generated for T1 and T2 are not visualized as inversion is required for its interpretation. To render modelling results more realistic, the recorded synthetic data was contaminated by levels of Gaussian noise. As discussed, the 4D-ATC inversion is conducted in two steps: pre-estimation and 4D inversion. The pre-estimation of expected subsurface changes (dotted box and arrows) is obtained from differential imaging between independently inverted images of each time step (Box 4a). This ratio image, shown in the right side of Box 4a, illustrates the changes between T1 and T2. It is evident from comparison to the “true” resistivity changes in Box 2 that additional areas of resistivity changes (both decreasing and increasing changes) occur in the ratio image in Box 4a due to the artifacts (i.e., false anomalies) typically introduced by independent inversion. The ratio image is then used to formulate the outputted temporal Lagrangian matrix $A$ (image between boxes 4a and 4b), where low values (green-blue) correspond to areas with large expected change and large values (orange-red) correspond to areas with little expected change.

The second step of the inversion process (Box 4b) then revisits the original apparent resistivity data and performs simultaneous time-lapse inversion on all monitoring steps; note that all 11 monitoring steps, tracking the complete removal of the DNAPL, were simultaneously inverted although only two are shown. The differential image on the right hand side of Box 4b provides the 4D ERT measurement of the DNAPL region remediated. Comparison of the difference images for the 4D-ATC (Box 4b, right) and independent inversions (Box 4a, right) illustrates that the 4D-ATC scheme eliminates the majority of artifacts evident in the independently inverted image.

This is important for remediation monitoring of DNAPL, where artifacts can be falsely interpreted as regions that are either (a) invaded with remobilized DNAPL or (b) cleaned up. Moreover, note the difficulty in deducing the static DNAPL distribution at T1 (Box 1, left) from either ERT interpretation (Box 4a or Box 4b, left). A number of tests (not shown) similarly highlighted the difficulty of static detection of complex targets such as DNAPL source zones. All of the examples reveal (like Box 4b, right) the greater...
potential of time-lapse ERT for monitoring DNAPL removal. Estimation of time-lapse DNAPL saturation changes from the 4D-ATC inverted resistivity fields were obtained using Archie’s law (Box 5). The differential image on the right hand side of Box 5 is the ERT-measured estimate of the true DNAPL change (Box 1, right). How well this result compares to the actual changes is explored in Section 5 using a variety of 3D scenarios. First, confidence in the geophysical method and the coupled model is developed with an analog laboratory experiment described in the following section.

4.3 4D ERT NAPL Experiment

In order to demonstrate this new technique for mapping changes in NAPL distributions with time in a physical system, a 3D controlled laboratory experiment was conducted. The experiment was also independently simulated with the DNAPL-ERT model to develop confidence in the model for simulating these systems, particularly the model’s ability to reconstruct NAPL changes with time from simulated ERT surveys.

4.3.1 Experimental Procedure

The experiment was performed in a 3D experimental tank (1 m x 1 m x 1 m) constructed of plexiglass (e.g., Seferou et al., 2013). As illustrated in Figure 4-3, only a subvolume of the tank, measuring 0.60 m and 0.20 m long in the x and y dimensions and 0.20 m in the vertical dimension and located in the center of the tank, was monitored by ERT so as to minimize possible boundary effects on the electrodes. As shown, the tank was packed with a 0.22 m by 0.16 m by 0.07 m deep homogeneous block of medium sand surrounded by fine sand. The medium quartz sand (sieved to retain only a single mesh size) exhibited a mean grain size of 0.58 mm and a narrow particle size distribution (coefficient of uniformity of 1.36). The fine quartz sand exhibited a mean grain size of 0.23 mm and a narrow particle size distribution (coefficient of uniformity = 1.56). After careful packing of the dry sands in 0.01 m lifts, they were saturated by the slow injection of tap water (with salt added to provide moderate water conductivity, 7 ohm-m) into the base of the
tank over 24 hours. A number of photographs illustrating the preparation of the tank experiment are shown in Appendix A.

Corn oil (Minerva, Greece) was the NAPL injected into the center of the medium sand block. The key property relevant to this study is that the corn oil, like most NAPLs, is an insulating fluid that displaces the more conductive water in the pores of the saturated domain, thereby providing time-lapse changes amenable to ERT monitoring. The corn oil was dyed with Oil Blue N powder (Sigma-Aldrich) to permit mapping the NAPL distribution during tank excavation. The properties of the water, oil and sand used in this experiment are shown in Table 4-1 (note that all tabulated parameters without superscripts were measured directly).

![Figure 4-3: Schematic diagram of the 3D experimental domain showing the medium sand block (white) surrounded by fine sand (dark gray). Six parallel ERT survey lines are deployed along the surface (indicated L1 – L6) with each survey line containing 16 electrodes (numbered 1 – 16 on survey line L6).](image)

NAPL was injected through the end of a 5 mm diameter PTFE tube located in the center of the medium sand block using a syringe pump at a constant injection rate of 2 mL/min. The injection was stopped at 4 times, after 50 mL, 100 mL, 250 mL and 500 mL total volume injected. At each time, the injection was stopped for 60 min to permit ERT data
acquisition. Because the sand was homogeneous and the NAPL density was close to that of water, the NAPL was expected to migrate outwards in a uniform, spherical manner from the injection point. The high entry pressure of the fine sand was expected to ensure NAPL containment within the medium sand block. The short interval required for ERT data acquisition and the low density contrast between the fluids suggests that NAPL movement was minimal during these pump-off intervals.

Table 4-1: Experimental parameters

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
<th>Units</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Hydrogeological parameters</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Medium sand porosity</td>
<td>0.40</td>
<td>-</td>
</tr>
<tr>
<td>Medium sand permeability</td>
<td>2.35 x 10^{-11}</td>
<td>m^2</td>
</tr>
<tr>
<td>Medium sand mean grain size</td>
<td>0.00058</td>
<td>m</td>
</tr>
<tr>
<td>Fine sand porosity</td>
<td>0.43</td>
<td>-</td>
</tr>
<tr>
<td>Fine sand permeability</td>
<td>8.07 x 10^{-13}</td>
<td>m^2</td>
</tr>
<tr>
<td>Fine sand mean grain size</td>
<td>0.00023</td>
<td>m</td>
</tr>
<tr>
<td>Water density</td>
<td>1000</td>
<td>kg/m^3</td>
</tr>
<tr>
<td>Water viscosity</td>
<td>0.001</td>
<td>Pa·s</td>
</tr>
<tr>
<td>NAPL density</td>
<td>920</td>
<td>kg/m^3</td>
</tr>
<tr>
<td>NAPL viscosity</td>
<td>0.065</td>
<td>Pa·s</td>
</tr>
<tr>
<td>NAPL-water interfacial tension(^1)</td>
<td>0.0233</td>
<td>N/m</td>
</tr>
<tr>
<td><strong>Electrical parameters</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Water resistivity</td>
<td>7</td>
<td>ohm-m</td>
</tr>
<tr>
<td>NAPL resistivity</td>
<td>1 x 10^6</td>
<td>ohm-m</td>
</tr>
<tr>
<td>Sand resistivity(^2)</td>
<td>1000</td>
<td>ohm-m</td>
</tr>
<tr>
<td>Cementation exponent(^3)</td>
<td>1.5</td>
<td>-</td>
</tr>
<tr>
<td>Saturation exponent(^3)</td>
<td>2.0</td>
<td>-</td>
</tr>
</tbody>
</table>

\(^1\) Gaonkar (1989)
\(^2\) Loke (2013)
\(^3\) Berg (2007)
The 3D ERT surveys conducted in this experiment used an array configuration realistic for field application: parallel survey lines traversing only in the $x$-direction (e.g., Papadopoulos et al., 2007). The dipole-dipole electrode array was used with 16 electrodes along each survey line and an inline electrode spacing of 0.04 m. There was a total of 6 survey lines in the survey with an interline spacing of 0.04 m. Each survey line employed a polyvinyl chloride pipe to accommodate all 16 electrodes and cables. A resistivity system (Syscal R1 Plus, Iris Instruments) recorded the ERT measurements. 3D ERT surveys were conducted at time zero (no NAPL) as well as at each injected DNAPL volume interval to provide time-lapse monitoring of the increasing NAPL volume. Preliminary tests were conducted prior to the NAPL experiment to investigate the effects of possible noise sources from the finite tank boundaries. The high repeatability, stability and lack of artifacts in the inversion results suggested that the tank, with the specified tank subvolume, array configuration and experimental procedure (i.e., time-lapse), can be adequately modelled using the standard ‘infinite’ Dirichlet boundary condition.

Following the injection of 500 mL of NAPL, the tank was excavated to confirm the actual distribution of NAPL. At each excavation depth (top of block, 0.06 m and 0.09 m from top of block, bottom of block), photographs were taken of the plan-view extent of blue-dyed NAPL invasion.

It is acknowledged that the overall aim of this work is to monitor NAPL removal with time rather than NAPL injection. However, the principle of 4D time-lapse ERT is identical for both processes: mapping the temporal changes in NAPL distribution. The change for a given time interval is identical whether the NAPL is added or removed from the subsurface. NAPL injection was chosen for the laboratory experiment because (i) NAPL injection occurs more quickly, (ii) an inert, non-toxic NAPL can be employed, and (iii) this approach provides the ability to excavate at the end of the test to visually confirm the final NAPL distribution. However, the comparison between modelling and experiments is identical if the data is considered as a sequential NAPL addition or if the time intervals are considered in reverse as sequential NAPL removal. Therefore, for the purposes of presenting the results in a manner consistent with the rest of this work, the last monitoring step (500 mL NAPL volume injected) will be taken as the time-zero
scenario (i.e., “prior to NAPL reduction”), with the 250 mL, 100 mL, 50 mL and 0 mL volume injected intervals taken as the 250 mL, 400 mL, 450 mL and 500 mL “volume reduced” scenarios (i.e., 50%, 80%, 90% and 100% NAPL reduced, respectively).

4.3.2 Numerical Simulation of the Experiment

The DNAPL-ERT model and associated modelling approach described in Section 4.2.4 was employed to simulate the experiment. The numerical model simulated both the NAPL migration and results of the ERT surveys. A numerical domain was constructed identical to Figure 4-3 using a grid resolution of 0.02 m in the x- and y-directions and 0.01 in the z-direction, while fluid, sand, and electrical properties were equal to Table 4-1. The domain was initially water-saturated and a constant flux boundary condition specifying 2 mL/min at a single node in the center of the medium sand block was employed for NAPL injection. Side boundaries were constant water pressure and constant water saturation (allowing water displaced by NAPL to flow out of the domain) and the top and bottom boundaries were no flux. No model calibration was employed; the experiment was simulated strictly independently and the simulated ERT survey used the simulated NAPL distribution as input (see Section 2.4).

4.3.3 Experiment and Modelling Results

4.3.3.1 Spatial comparison

The observed extent of NAPL invasion in the 2D cross-section along the center (y-distance = 0.10 m) of the experimental subvolume is shown in Figure 4-4a. The excavation confirmed that the NAPL was completely contained within the medium sand, with a small fraction of un-invaded medium sand furthest away from the NAPL injection point (e.g., x-distance = 0.20 m). At 0.06 m depth, two soil samples taken 0.05 m either side of the central injection point (i.e., x-distance = 0.25 m and 0.35 m) were used to calculate NAPL saturations of 57% and 68% at these locations.
The numerical simulation of the experiment describes the progressive invasion of NAPL into the medium sand pore space. At each volume injected interval (i.e., 50 mL, 100 mL, 250 mL, 500 mL), the percentage of medium sand pores invaded was 14%, 23%, 55% and 91%, respectively. Figure 4-4b illustrates the distribution of NAPL along the central cross-section following the release of the full 500 mL of NAPL, with a mean NAPL saturation of 62%. As expected, the simulated NAPL distribution has spread uniformly from the central NAPL injection point, with both the left and right hand side of the NAPL front equidistant from the injection point and invading the majority of the medium sand. It is evident that the simulated NAPL outline (black dotted line in Figure 4-4b) accurately predicts the actual distribution of NAPL at the 500 mL NAPL volume monitoring step (black dashed line in Figure 4-4a).

![Figure 4-4](image)

**Figure 4-4:** (a) Actual extent of NAPL invasion (black dashed line) along the central 2D cross-section (y-distance = 0.10 m) after the injection of 500 mL of NAPL into the experimental tank (note: the horizontal shaded lines are the measured extent of NAPL invasion for two of the excavated depths); (b) simulated NAPL distribution along the 2D cross-section, with the black dotted line indicating the extent of predicted NAPL invasion (cutoff NAPL saturation of 10%).

Figure 4-5a presents the measured 3D resistivity distribution produced from the experimental ERT survey of the 500 mL NAPL source zone (the corresponding central 2D cross-sectional image is given in Figure 4-5b). The figures show a significant contrast in the ERT response which is representative of the insulating NAPL that has invaded the medium sand. It is evident that the ERT survey provides a reliable delineation of the actual extent of NAPL invasion (overlaid in Figure 4-5b), although as expected, the sharp boundaries of the distribution are not captured due to the volume averaging nature of...
ERT. The resistivity images show little variation in the soil matrix background, which is expected due to the homogeneity of the fine sand. As noted above, ERT (and other geophysical methods) are not usually reliable for detecting static NAPL distributions, particularly in heterogeneous scenarios (e.g., Daily and Ramirez, 1995); however, it is not surprising that ERT can be successful in more simple domains with favourable conditions (e.g., Chambers et al., 2004).

Figure 4-5: Experimental measured and numerically predicted inverted resistivity images at 500 mL NAPL volume. 3D resistivity distribution obtained from (a) laboratory experiment, and (c) numerical simulation. Cross-sectional resistivity distribution (y-distance = 0.10 m) from (b) laboratory experiment, and (d) numerical simulation. The 3D isosurfaces (80 ohm-m) in (a,c) illustrate the inferred extent of NAPL invasion. The black dashed line corresponding to the actual extent of NAPL invasion (from Figure 4-4a) is superimposed here in (b), while the black dotted line corresponding to the simulated extent of NAPL invasion (from Figure 4-4b) is superimposed here in (d).

Figures 4-5c and 4-5d show the corresponding inverted resistivity images predicted by the simulated ERT survey using the simulated NAPL distribution (see Figure 4-4b). It is evident that the numerically simulated inverted resistivity distribution provides a reliable
delineation of the simulated NAPL distribution (superimposed on Figure 4-5d) and also reasonably simulates the actual ERT survey results (Figure 4-5, left).

4.3.3.2 Temporal comparison

A comparative analysis of the experimental and numerically predicted ERT responses was also performed on changes in NAPL distribution over time. Following the methodology in Section 2.3, estimates of time-lapse NAPL saturation changes from the 4D-ATC inverted resistivity distributions from each monitoring step were obtained using Archie’s law and differential imaging between monitoring steps.

Figure 4-6 illustrates the time-lapse monitoring responses from both experimental (left column in Figure 4-6) and numerical simulation (right column) measurements. Each sub image depicts the NAPL ‘volume removed’ body between each volume interval. For example, Figure 4-6a presents the ERT-measured initial 50% NAPL volume reduction. Recalling that this is NAPL injection from a central point shown in reverse order, the initial NAPL body is shrinking laterally and vertically over time with NAPL volume being progressively removed at its outer edge. It is evident from Figures 4-6a to 4-6d that experimental time-lapse ERT reasonably resolves these expected time-lapse changes in NAPL distribution. For instance, the elongated nature of the 50% NAPL volume removed body in Figure 4-6a corresponds to NAPL volume being predominantly removed at the left and right hand edges in the x-direction during the first volume interval. Similarly, Figure 4-6d captures the spherical time-lapse change corresponding to the final 10% NAPL volume removed around the central injection point. Each sequential change related to the discrete interval of % total NAPL volume reduced (shown in Figures 4-6a to 4-6d) is then assigned an isosurface colour and combined in Figure 4-6e, which shows all of the sequential changes superimposed. Similarly, Figures 4-6f to 4-6i illustrate the time-lapse ERT changes predicted from numerical simulations of the experiment. The simulated time-lapse changes again correspond to the expected pattern and location of NAPL volume removal, while also showing close correlation to the experimental time-lapse changes.
Figure 4-6: ERT-measured time-lapse changes of NAPL volume reduction for the experimental scenario. The outer isosurface encompasses NAPL saturation changes greater than 3% between ERT surveys. The left column provides a 3D view of each sequential NAPL volume change measured from the experiment (a-d) with the front cut away to reveal the NAPL saturation distribution. The right column provides a 3D view of each sequential change predicted by the model using the simulated evolving NAPL distribution (f-i). In (e) and (j) all of the sequential changes above are superimposed with all distinction of the saturation gradient removed for clarity; here isosurface colours correspond to (numbers indicating discrete interval of NAPL volume reduced): 0-50% (red), 50-80% (blue), 80-90% (yellow), 90-100% (green).
The cumulative NAPL volume change as a function of depth, measured from both the experimental and numerical ERT surveys, is presented in Figure 4-7. The actual NAPL volume removed at each monitoring step is indicated, with the corresponding quantities measured by experimental ERT and simulated ERT (i.e., the integrated area under the shown plots) shown in the legend. In all cases, the largest changes correspond to the location of the medium sand block and associated NAPL invasion (i.e., 0.04 m – 0.11 m depth), as expected. It is evident that the numerically predicted cumulative NAPL volume change generally shows good agreement with the experimentally measured changes.

**Figure 4-7:** Plots of ERT-derived experimental and numerically predicted cumulative volume change as a function of depth (calculated as horizontal slices in the 3D domain) for the four monitoring ‘volume reduction’ steps.

It is evident from this validation experiment that spatial and temporal comparisons demonstrate confidence in the 4D ERT approach for identifying changes in NAPL distribution. It also provides confidence in the DNAPL-ERT model to simulate the coupled process of subsurface changes and ERT surveys of those changes. It is acknowledged that this experimental apparatus does not contain the complexity of a field site. Nevertheless, it provides confidence that the technique and the model are valuable tools for exploring ERT response to changing NAPL distributions. The model is used to study 4D ERT at the field scale in the following section.
4.4  ERT Mapping of DNAPL Remediation: Field Scale Simulations

4.4.1 DNAPL Release Scenarios

Four field scale releases of chlorinated solvent DNAPLs were generated for this study. Using a combination of two different heterogeneous clayey sand environments and two different DNAPL types, a range of source zone architectures was achieved. All simulations used a model domain that was 22 m long in both lateral dimensions (x, y) and 4 m in the vertical dimension (z). A nodal spacing of 0.50 m in the lateral directions and 0.25 m in the vertical direction discretized the DNAPL model domain into 30,976 nodes. In all cases, the water table was established at 0.5 m below ground surface, below which the domain was initially fully saturated with water. The capillary fringe is assumed to be negligible and the vadose zone was assigned a single (average) water content of 40%. While explicitly incorporating a capillary fringe would provide a more gradual transition in electrical properties, it is not expected to impact the conclusions of this work. In all cases, the side boundaries were characterized by fixed, hydrostatic water pressures such that an average hydraulic gradient of 0.01 was established across the domain in the positive x direction. The groundwater was 20 °C and composed of Na⁺ and Cl⁻ ions at 900 ppm concentration, which is representative of relatively fresh groundwater. The bottom boundary employed in the multiphase flow model is set as impermeable to all fluids, representative of a low permeability clay or bedrock layer.

Two intrinsic permeability fields with contrasting degrees of heterogeneity were employed. The first employed a single aquifer characterized by a random, spatially-correlated permeability field generated using the algorithm of Robin et al. (1991). This domain employed a mean permeability of 4.8 x10⁻¹² m² and variance of ln(k) of 2.9, representing an aquifer with significant heterogeneity characterized by grain sizes from coarse sand to clay. Exponential autocorrelation was employed to define average correlation lengths of 8 m for the horizontal dimensions (16 nodes) and 1 m for the vertical dimension (4 nodes), providing a horizontally laminated structure. This permeability field, hereafter referred to as the ‘heterogeneous domain’, was employed for two of the DNAPL release scenarios as imaged in Figures 4-8a and 4-8b.
The second permeability field contains two laminar, homogeneous aquifers separated by a clay aquitard. The two aquifers were composed of medium sand with a uniform permeability of 4.8 \times 10^{-12} \text{ m}^2 (i.e., mean permeability of the heterogeneous domain). The shallow, unconfined aquifer was 2 m thick while the deeper aquifer was 1.5 m thick and they were separated by a 0.5 m thick clay layer with a permeability of 1.0 \times 10^{-14} \text{ m}^2. All of the units extended the full width and breadth of the domain. This permeability field, hereafter referred to as the ‘layered domain’, was used for two DNAPL release scenarios as imaged in Figures 4-8c and 4-8d. Table 4-2 summarizes additional hydrogeological properties employed for all simulations. Using the DNAPL-ERT linkage methodology, the spatial distribution of clay content fraction, $Cl$, and total porosity, $\phi$, within the soil matrix domains were determined. In the heterogeneous domain, 47.9 \% (14,831 nodes) exhibited $Cl > 0$, with a mean $Cl = 0.085$ and variance of $Cl = 0.003$, while mean $\phi = 0.33$ and variance $\phi = 0.001$. In the layered domain, 12.5 \% (3,872 nodes) exhibited $Cl = 0.113$ and $\phi = 0.34$ (i.e., all the aquitard nodes).

Two different chlorinated solvent DNAPLs were employed: chlorobenzene (CB) and tetrachloroethylene (PCE). Their fluid properties are shown in Table 4-3, revealing that they span a wide range of DNAPL mobility (i.e., DNAPL density divided by viscosity). As a result, they were expected to provide a range of DNAPL source zone architectures with varying complexities and depths of penetration (Gerhard et al., 2007). CB and PCE released into the heterogeneous domain are hereafter named ‘CB_het’ and ‘PCE_het’, while CB and PCE released into the layered domain are hereafter named ‘CB_lay’ and ‘PCE_lay’. All releases simulated a leaking lagoon located at the water table.
Table 4-2: Numerical model parameters for field scale simulations

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
<th>Units</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Hydrogeological parameters</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Sand porosity a</td>
<td>0.32 (saturated); 0.46 (vadose)</td>
<td>-</td>
</tr>
<tr>
<td>Clay porosity a</td>
<td>0.42 (saturated); 0.56 (vadose)</td>
<td>-</td>
</tr>
<tr>
<td>Water density b</td>
<td>1000</td>
<td>kg/m³</td>
</tr>
<tr>
<td>Water viscosity b</td>
<td>0.001</td>
<td>Pa·s</td>
</tr>
<tr>
<td><strong>Electrical parameters</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Sand resistivity c</td>
<td>1000</td>
<td>ohm·m</td>
</tr>
<tr>
<td>Clay resistivity c</td>
<td>30</td>
<td>ohm·m</td>
</tr>
<tr>
<td>Water resistivity d</td>
<td>6.5</td>
<td>ohm·m</td>
</tr>
<tr>
<td>DNAPL and air resistivity e</td>
<td>1.0 x 10⁶</td>
<td>ohm·m</td>
</tr>
</tbody>
</table>

a Bear (1972)
b Gerhard et al. (2007)
c Loke (2013)
d Calculated from Equation 3.9 in Chapter 3
e Chambers et al. (2004)

The release boundary was specified by a constant total DNAPL flux (1 m³/day) through a 3 m² patch area located between 8.5 m and 11.5 m in both horizontal directions. In the layered domain the flux through each node in the patch area was identical; however, in the heterogeneous domain the fraction of total DNAPL flux through each source node was weighted according to the node’s permeability in order to mimic the realistic inflow of DNAPL (Grant et al., 2007a). The source was activated at time $t = 0$ days and terminated at $t = 5$ days, representing the release of 5 m³ (1,321 gallons) of DNAPL. The infiltrated DNAPL was allowed to redistribute for 6 months to create a realistic initial subsurface distribution of DNAPL prior to remediation and time-lapse ERT monitoring. At this point, all DNAPL had stopped moving or moved very slowly and the final architectures were essentially evolved. To ensure that the full 5 m³ of DNAPL was retained, no DNAPL was permitted to dissolve prior to the end of this redistribution stage.
Table 4-3: DNAPL properties for field scale simulations

<table>
<thead>
<tr>
<th>Compound</th>
<th>Density (kg/m$^3$) $^e$</th>
<th>Viscosity (Pa·s) $^e$</th>
<th>Interfacial Tension (N/m) $^f$</th>
<th>Mobility (s/m$^2$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Chlorobenzene</td>
<td>1100</td>
<td>0.000800</td>
<td>0.0374</td>
<td>125000</td>
</tr>
<tr>
<td>Tetrachloroethylene</td>
<td>1630</td>
<td>0.000900</td>
<td>0.0444</td>
<td>700000</td>
</tr>
</tbody>
</table>

$^e$ Pankow et al. (1996)

$^f$ Mercer and Cohen (1990)

Figure 4-8 illustrates the spatial distribution of the 5 m$^3$ DNAPL for each of the four release scenarios at $t = 6$ months (i.e., prior to remediation). The low-density CB source zones shown in Figures 4-8a and 4-8c were characterized by high lateral spreading and limited vertical migration. The CB_lay spill (Figure 4-8c) was unable to overcome the entry pressure of the clay and thus 100% of the DNAPL was retained above 2 m. The CB_het spill (Figure 4-8a) spread laterally and found a low resistance pathway to permit deeper migration, although 85% of the mass still resided within the top 2 m. The high-density PCE_het and PCE_lay releases shown in Figures 4-8b and 4-8d, respectively, exhibited reduced lateral spreading and more substantial vertical migration, as expected. Both PCE releases formed high saturation pools on the impermeable base of the domain, with only 44% and 50% of the DNAPL mass (for PCE_het and PCE_lay, respectively) retained in the upper 2 m.
Figure 4-8: DNAPL distributions corresponding to t = 6 months (i.e., prior to remediation) following the release of 5 m$^3$ of (a) chlorobenzene, (b) tetrachloroethylene into the heterogeneous domain, and (c) chlorobenzene, (d) tetrachloroethylene into the layered domain. Shown are DNAPL saturations above 1%, with deeper red corresponding to higher DNAPL saturations. The permeability field is shown in grayscale with darker shades of gray representing lower permeability. Both DNAPL and permeability fields are partially cutaway to assist visibility.

The DNAPL bodies were characterized by a network of both high saturation pools and residual zones. The layered spills exhibited mean DNAPL saturations of 20% and 13%, for CB$_{lay}$ and PCE$_{lay}$, respectively, with a relatively narrow range of DNAPL saturation (1% to 54%); this was indicative of the relatively cohesive distribution of DNAPL. In contrast, the heterogeneous spills exhibit mean DNAPL saturations of 16% and 14% for CB$_{het}$ and PCE$_{het}$, respectively and exhibited a wider range of DNAPL saturations (1% to 73%). The four DNAPL scenarios, with the range of source zone architecture and variety of subsurface soil structures, provided a variety of complex electrical targets. The subsequent sections describe the evolving remediation of these source zones and the ability of ERT surveys to monitor their remediation.
4.4.2 Remediation of Spill Scenarios

For all simulations, the configuration of DNAPL at the end of the release/redistribution period (i.e., Figure 4-8) represented the initial DNAPL source zone subject to remediation. Moreover, the DNAPL configuration at this time was “immobilized” so that no further DNAPL migration occurred, ensuring that ERT monitoring focused on DNAPL disappearance. While the model can simulate a number of types of remedial processes, remediation via enhanced dissolution in groundwater was chosen for this work. In all cases, a DNAPL solubility of 8520 mg/L (i.e., solubility of a relatively highly soluble DNAPL such as 1,2 dichloroethane) was used in order to limit the differences between simulations to DNAPL architecture alone while accelerating DNAPL mass removal rates similar to engineered remediation such as surfactant or cosolvent flushing. The hydraulic gradient of 0.01 represents engineered groundwater pumping across the source zone. Each simulation was continued until all of the DNAPL mass had reduced to zero.

Figure 4-9 illustrates the dissolution of the CB_het source zone. The initial condition immediately prior to dissolution (i.e., 0% DNAPL mass reduction) is presented in Figure 4-9a (same as Figure 4-8a). Figure 4-9b through Figure 4-9e illustrates the scenario following increments of 20% DNAPL mass (i.e., 1 m$^3$) reduction. The mass removal behaviour was similar to that described in studies that explored the evolution of DNAPL source zones in 2D simulations (e.g., Christ et al., 2006; Grant and Gerhard, 2007b). DNAPL was preferentially removed from the upgradient edge of the source zone, where the concentration of CB in groundwater was low and the driving force for mass transfer was high. DNAPL also dissolves first from the higher permeability pathways where groundwater velocities are greatest. Furthermore, DNAPL residual dissolves faster than DNAPL pools because of the higher interfacial area for mass transfer and the higher groundwater velocities possible within these higher relative permeability regions. For example, observe the rapid dissolution of the isolated DNAPL branch that penetrated to the bottom of the domain due to a combination of these factors.
Figure 4-9: Evolution of the chlorobenzene DNAPL source zone in the heterogeneous domain (CB_het). DNAPL saturations shown in yellow-to-red scale (minimum isosurface = 0.01) and dissolved phase concentrations shown in light-to-dark blue scale (minimum isosurface = 100 mg/L). Snapshots shown after the initial 5 m3 DNAPL mass was reduced (a) 0%, (b) 20%, (c) 40%, (d) 60%, and (e) 80%. Cutout of the spatially correlated random permeability field is shown with grayscale.

All of the DNAPL source zones exhibited remediation patterns similar to the CB_het spill. Figure 4-10 plots the decrease in DNAPL volume remaining over time for all four source zones. Since the same aqueous solubility was assigned to each solvent, this variation in remediation times was mainly a function of the interplay of DNAPL architecture and the effective permeability field. As expected, all of the source zones showed decreasing rates of mass loss over time (i.e., tailing) as the most accessible DNAPL subregions were successively removed. The more heterogeneous DNAPL bodies - in the “heterogeneous” domain – formed a distinct set in Figure 4-10 compared
to the releases in the “layered” domain due to the rapid removal of isolated pools and residual zones. The releases in the layered domain, as well as the PCE release in the heterogeneous domain, all exhibit significant tailing because those source zones were characterized by substantial DNAPL pools resting on capillary barriers (middle depth in Figures 4-8c and 4-8d and bottom in Figures 4-8b and 4-8d) which dissolve most slowly.

**Figure 4-10:** Evolution of DNAPL source zone volume over time for all four DNAPL source zones. Note that in all cases, a DNAPL solubility of 8520 mg/L was used as well as a hydraulic gradient of 0.01.

### 4.4.3 ERT Forward Modelling and Inversion

ERT surveys began when remediation was started and were conducted after each 10% (0.5 m³) reduction in DNAPL volume, producing 11 total time-lapse images during the source zone lifespan (the corresponding time for each survey varies as indicated in Figure 4-10). The conversion of the hydrogeological model domain into a corresponding bulk electrical resistivity domain for each ERT survey used the electrical properties presented in Table 4-2. The finite difference blocks of the hydrogeological domain were mapped to
the hexahedral finite elements of the electrical resistivity domain following the method used in the linkage methodology presented in Chapter 3. Note that the dissolved phase plumes were not considered of electrical consequence in this study due to the small quantities of dissolved molecules and lack of charge carriers (e.g., Sauck et al., 1998). It is acknowledged that, in some instances, these plumes may exhibit elevated electrical conductivity over time due to increased dissolved ion concentrations occurring as byproducts of biodegradation of the dissolved solvent compounds (e.g., Atekwana et al., 2005). However, even if the plumes were considered more conductive than background groundwater, this would enhance the contrast with the resistive DNAPL source zone and the conclusions of this work are expected to still apply.

The 3D ERT surveys involved parallel survey lines traversing in the x-direction and used the dipole-dipole array with an inline electrode spacing of 1 m (23 electrodes along each survey line) and an interline spacing of 1 m (23 survey lines). As is common practice in simulating ERT surveys, random noise with a Gaussian distribution of 3 mV/A peak-to-peak amplitude was added to the voltage difference data to increase the realism of the modelling results.

The 4D-ATC method was utilized for time-lapse inversion of the apparent resistivity data recorded for all monitoring steps to obtain the ‘measured’ subsurface resistivity distribution. In this study, the 4D-ATC algorithm performed L2 norm smoothness constrained inversion and used the active constraint balancing (ACB) technique in order to calculate efficiently the spatial Lagrangian multiplier for each iteration (Yi et al., 2003). For each inversion, only the current and all previously recorded monitoring data sets were employed. As discussed in Section 2.3, the 4D inverted resistivity fields were converted to ERT-measured estimates of DNAPL saturation distribution prior to analysis of the results. For the Archie’s law conversion, the known pore water resistivity of 6.5 ohm-m and the mean porosity of 0.33 were used; in other words, although \( S_{N}^{ERT} \) was calculated for each node, the porosity of that node was assumed to be unknown, as would be the case for real sites.
4.5 Evaluating 4D ERT for Mapping DNAPL Remediation

Figure 4-11 compares the 4D ERT measurement of the remediation of the CB_het source zone to its actual disappearance. Each colored isosurface in Figure 4-11 represents the DNAPL volume undergoing remediation in the time interval between ERT surveys (similar in format to Figures 4-6e and 4-6j). Five intervals are shown corresponding to successive 20% increases in the total DNAPL volume remediated. For example, the red isosurface depicts the portion of the DNAPL source zone undergoing remediation (hereafter called the ‘remediated body’) after the first 1 m$^3$ of the source zone is removed (difference between DNAPL in Figures 4-9a and 4-9b), while the magenta isosurface depicts the remediated body mapped between 1 m$^3$ of DNAPL remaining and when the DNAPL is completely eliminated (difference between Figure 4-9e and zero DNAPL).

Figure 4-11 reveals that 4D ERT provides reasonable estimates of the spatial extent of the volume of the source zone remediated at each interval. This is particularly true for the outline of the treated region in plan view at all times and for the upper half of the domain. ERT, in general, is a volume averaging technique and that effect is observed here: the geophysics captures the overall shape of the subsurface volume treated but does not resolve all the smaller scale details. The DNAPL pathway that penetrated to the base of the aquifer, and is remediated in the first time interval, is partially resolved but not in its entirety due to the reduced sensitivity of ERT at depth (Figures 4-11d vs. 4-11a). In the first three time intervals (0% - 60% DNAPL remediated) when the majority of the remediation involves shallow and low to residual DNAPL saturations, ERT most accurately resolves the remediated bodies (Figures 4-11f vs. 4-11c). However, in the latter two intervals (60% - 100% DNAPL remediated), when the DNAPL body is relatively small and composed of deeper, high saturation pools, ERT overestimates the depth of the remediated body.
Figure 4-11: Remedial progress of chlorobenzene release in heterogeneous domain (CB_het). The left column provides the actual time-sequence of remediation while the right column provides that measured by ERT: (a,d) 3D view, (b,e) plan view section at water table (z = 1 m from top), (c,f) central cross-section parallel to groundwater flow (y = 11 m). Each isosurface encompasses all the locations where DNAPL saturations decreased more than 2% for a given time interval between ERT surveys. 5 time intervals are shown, with the isosurface colours corresponding to (numbers indicating the discrete interval of % total DNAPL volume remediated): 0-20% (red), 20-40% (blue), 40-60% (yellow), 60-80% (green), 80-100% (magenta). The center of mass for the cumulative DNAPL volume remediated (i.e., 0-20% (red), 0-40% (red + blue), 0-60% (red + blue + yellow), etc) are indicated by black markers superimposed on (b,c,e,f).
Figure 4-11 also plots the centers of mass (black markers) for the cumulative remediated body (e.g., the second marker from the left represents the center of remediated volume when 40% of the source zone has been removed). ERT reasonably locates the center of the remediated body, particularly in the $x$- and $z$-directions. It is skewed in the positive $y$-direction since ERT did not capture the deeper changes at a $y$-distance of 5 m. This limited resolution of the deeper changes is also evident in Figure 4-11f where the ERT-measured center of mass is shallower than the actual center of mass after 20% volume reduction (red). Since the center of mass is shown for the cumulative remediated body, it remains skewed in the $y$-direction. At no time is the estimated center of mass more than 3 m in error from the actual center of mass in either plan view or depth. Appendix B presents supplementary images that illustrate each stage of the modelling approach used for the CB_het, CB_lay, PCE_het and PCE_lay spill scenarios.

Figure 4-12 illustrates the time-lapse monitoring results for the CB_lay source zone. 4D ERT again captures the extent of the successive DNAPL volumes remediated. This more simplified DNAPL source zone configuration allows for relatively accurate 4D ERT mapping. Improved correlation between the center of mass of the actual and ERT-measured remediated body is evident in comparison to the CB_het spill. Once again, ERT shows increased artifacts at later times when the DNAPL remaining exists in a single high saturation pool at 2 m depth. This reduced sensitivity (and corresponding overestimation) with depth is enhanced by the existence of the clay layer directly beneath the pool which adds complexity in the structure to be resolved.
Figures 4-12 illustrate the time-lapse monitoring results for the PCE_het and PCE_lay source zones, respectively. The majority of both source zone volumes have migrated to depth (see Figures 4-8b and 4-8d), forming two distinct, high saturation pools at 2 m and 4 m depths, respectively. As illustrated by Figures 4-13a and 4-13c, the majority of the first 80% DNAPL volume remediated of the PCE_het source zone occurs in the shallow subsurface (0 – 2.5 m depth), with the last 20% DNAPL volume removed from the high saturation pool residing at the base of the domain at 4 m. This progression towards ‘deeper’ remediation is also indicated by the center of mass indicated in Figure 4-
13c. It is evident from the time-lapse ERT changes in Figure 4-13d that ERT is unable to capture the complex distribution of these deeper spills. While it does locate the central location of the remediated body, it does underestimate its horizontal extent.

Figure 4-13: Remedial progress of tetrachlorethylene in heterogeneous domain (PCE_het) depicted by isosurfaces encompassing saturation decreases greater than 2\%: (a) 3D view of actual changes, (d) 3D view of ERT-measured changes; (b, c) actual changes in cross-section and plan view; (e, f) corresponding ERT-measured changes. Full details in Figure 4-11 caption.

As illustrated in Figure 4-14, time-lapse ERT of the PCE_lay source zone also reasonably delineates the shape and location of the changes, but does not capture their horizontal
extent. Unlike the PCE_het source zone, where only late time changes existed at depth, the PCE_lay source zone also exhibits both shallow and deep changes at early time (e.g., red isosurface in Figures 4-14a and 4-14c). It is evident from Figures 4-14d and 4-14f that ERT only detected the shallow changes at these early time steps; the deeper changes went undetected as they were overlain and masked by shallower changes of similar magnitude. At late time steps (magenta isosurface), the overlying saturations were remediated and the saturation changes at depth had larger magnitudes, and ERT was able to reasonably resolve the changes at depth.

**Figure 4-14:** Remedial progress of tetrachlorethylene in layered domain (PCE_lay) depicted by isosurfaces encompassing saturation decreases greater than 2%: (a) 3D view of actual changes, (d) 3D view of ERT-measured changes; (b, c) actual changes in cross-section and plan view; (e, f) corresponding ERT-measured changes. Full details in Figure 4-11 caption.
The actual and ERT-measured cumulative DNAPL volume remediated as a function of depth is presented in Figure 4-15 for two of the simulations (a shallow and deep source zone). Figure 4-15a presents the CB_het source zone remediation at five times, corresponding to 20% increments in DNAPL volume reduction. The actual DNAPL volume remediated is highly variable with depth and the various pool locations are indicated by the high magnitude saturation changes. In addition, it should be noted that the DNAPL pathway that penetrates to depth comprises a relatively small volume of DNAPL and it is expected that ERT would have difficulty in mapping this deeper, small saturation pathway. As expected, the ERT-measured volume remediated does not capture the actual variability, necessarily producing a smoother envelope, which underestimates the actual volume. This underestimation increases with depth due to the reduced resolution and diminished resistivity response which, as discussed earlier, affects accurate estimation of DNAPL saturation changes. However, Figure 4-15a suggests overall that 4D-ERT can effectively quantify the DNAPL volume remediated as a function of depth for the shallow source zones.

Figure 4-15b presents the volume of DNAPL remediated for the PCE_het source zone which is characterized by highly saturated DNAPL pools at depths of 2 m and 4 m and, consequently, this is where the majority of the DNAPL remediation occurs. Time-lapse ERT is unable to effectively distinguish between these two pools, thereby averaging both pools. The magnitude of the ERT response is diminished with depth causing severe underestimation of the high DNAPL volumes at depth. This quantitative analysis of the ERT-mapped remediation of the two source zones supports the qualitative observations obtained from Figures 4-11 to 4-14.
One key question is: can ERT quantify how much DNAPL has been remediated? ERT-measured and actual total cumulative DNAPL volume remediated (i.e., integrated over the depth of the domain) are compared after every survey for all four source zones in Figure 4-16. It is evident that the DNAPL volume remediated is reasonably well predicted but that underestimation (points lying to the right of the 1:1 line) occurred in all cases to some degree. The CB source zones, in which at least 85% or more of the DNAPL mass is in the upper 2 m of the domain, demonstrate relatively uniform 25% underestimation at all monitoring steps. The PCE source zones, where 50% or more of the DNAPL is below 2 m depth, demonstrate increasing underestimation over time with a maximum of 50% discrepancy at the end of remediation. This is consistent with earlier figures: at later time, DNAPL remediation in the PCE source zones is primarily at depth where ERT is less sensitive.
Figure 4-16: Plot of actual versus ERT-measured cumulative DNAPL volume remediated at each monitoring step for all four source zones.

A second key question is: can ERT quantify where DNAPL remediation is occurring? Figure 4-17 compares the ERT-measured and actual center of mass of the cumulative remediated DNAPL body in the mean direction of groundwater flow (i.e., positive x-direction) for the five monitoring steps spaced over the lifespan of each source zone. Figure 4-17 reveals that, despite the challenges with complexity and depth described, time-lapse ERT accurately predicts the progression of the remediated region across the site for all source zones. Some discrepancy exists between the ERT-measured and actual x-coordinate of the center of mass, but at no time is this discrepancy more than 1 m, even for the deeper PCE source zones.
Figure 4-17: Actual versus ERT-measured x-coordinate of the center of mass of the cumulative remediated region. Shown are 5 monitoring steps at 20% intervals cumulative volume remediated for all four source zones. The 20% cumulative volume intervals are indicated by black circles for the CB_het source zone, but symbols are eliminated from the other plots to improve clarity.

4.6 Summary and Conclusions

This work suggests that time-lapse ERT, in particular surface ERT coupled with 4D-ATC inversion, has potential as a non-destructive approach for monitoring DNAPL remediation. A controlled laboratory experiment demonstrated the success of 4D ERT for identifying changes in NAPL distribution in a physical system. Independent simulation of the experiment with a DNAPL-ERT model provided confidence in model predictions of two coupled processes: (i) evolving NAPL distribution and (ii) time-lapse ERT monitoring of that evolution.

The DNAPL-ERT model was then employed to investigate the potential of 4D ERT monitoring of complex DNAPL source zones at the field scale. Although identifying the
detailed geometry of a complex DNAPL body is challenging for a volume averaging method like ERT, this work suggests that valuable spatial and temporal information may be available to assess and inform remedial strategies. Time-lapse ERT provided a conservative estimate of the volume of DNAPL remediated, with increased underestimation for deeper source zones. This underestimation is partly related to the limited utility and accuracy of Archie’s law as it does not compensate for the diminishing resistivity response with depth. However, delineation of the DNAPL region remediated, in terms of its bulk outline and center of mass in plan view, is particularly promising. Therefore, while the effectiveness of quantitative DNAPL mass reduction estimates is dependent on the geometry and depth of the treated region, time-lapse ERT can provide valuable qualitative information (e.g., outline and center of mass) across the full range of DNAPL source zones investigated in this work.

This work corroborated the finding that 4D-ATC inversion provided improved stability and resolution of all inverted tomograms and removed the majority of artifacts that traditional independent inversion introduce. This is particularly important for monitoring complex, highly variable targets such as DNAPL source zones, where artifacts would be mistaken for clean-up. Further improvements to these 4D algorithms, such as active spatial constraints (e.g., Karaoulis et al., 2014) and L1-norm minimizations (e.g., Kim et al., 2013), may further optimize time-lapse monitoring performance.

Overall, these conclusions are valid for relatively shallow DNAPL source zones (i.e., within several meters of the surface). In general, it is expected that sites contaminated with lower density DNAPLs such as coal tar and chlorobenzene would be more amenable to ERT monitoring than sites with higher density DNAPLs such as trichloroethylene and tetrachloroethylene. It is acknowledged that ERT applied at the surface, while technically simple and relatively inexpensive, exhibits reduced sensitivity and resolution with depth. The depth of penetration is affected by several factors, such as the average clay content and the thickness of the vadose zone. In general, the depth of investigation is approximately 1/5th the survey length (e.g., in this study, an array spread of 22 m provided reasonable resolution to 4 m depth). In some cases, extension of the spread length will increase the depth of investigation. However, it will not increase the resolving
ability with depth; any changes at larger depth need to be considerably more significant in size and magnitude in order to be resolved. Monitoring DNAPL remediation at greater depths likely requires non-metallic boreholes (e.g., cross-hole or surface-to-borehole surveys). Future work will examine these configurations and consider the benefits against the costs (e.g., invasive drilling at relatively tight spacing).

Practical, non-invasive tools do not currently exist for mapping DNAPL remediation. For the range of source zones and site conditions considered in this work, 4D time-lapse ERT implemented at the surface may provide valuable estimates of the extent of DNAPL remediation achieved, both in terms of the spatial extent and the corresponding volume removed in real time. A critical next step is validating these findings by conducting pilot tests of 4D ERT monitoring at suitable field sites.

4.7 References


5 IMPROVED TIME-LAPSE ELECTRICAL RESISTIVITY TOMOGRAPHY MONITORING OF DENSE NON-AQUEOUS PHASE LIQUIDS WITH SURFACE-TO-HORIZONTAL BOREHOLE ARRAYS

5.1 Introduction

Cleaning up sites contaminated with non-aqueous phase liquids (NAPLs) presents an ongoing challenge in the field of environmental remediation. Denser-than-water NAPLs (DNAPLs), such as chlorinated solvents and coal tar, are a class of hazardous industrial organic liquids often introduced into the subsurface by uncontrolled releases (Pankow et al., 1996). Following a release, DNAPLs migrate through the subsurface as an immiscible ‘oil’ phase in response to gravity and capillary forces. Typically a release will penetrate the water table and the majority of the mass will occupy the saturated zone for decades if not remediated. The resulting DNAPL body can exhibit a wide range of forms, from a laterally extensive pool (i.e., highly saturated accumulation) to a complex, heterogeneous distribution of both pools and residual (i.e., disconnected blobs) (Gerhard et al., 2001, 2007). This DNAPL source zone can serve as a long-term source of groundwater contamination posing significant risks to human health and the environment.

One of the most challenging and important components of a successful DNAPL remediation program is effective characterization and temporal monitoring strategies (Kavanaugh et al., 2003). Conventional techniques, which typically rely on geochemical analysis and sampling from a sparse network of intrusive boreholes, are expensive and provide limited spatial and temporal resolution. Non-invasive geoelectrical methods, particularly electrical resistivity tomography (ERT), have long been proposed to improve characterization and monitoring at contaminated sites (e.g., Brewster et al., 1995; Chambers et al., 2010). ERT is well-established and widely employed in hydrogeological applications (e.g., Slater, 2007; Loke et al., 2013). Time-lapse ERT is a strongly emerging branch in applied geophysics (Supper et al., 2014), monitoring dynamic
processes such as salt-water intrusion (e.g., Nguyen et al., 2009), groundwater-surface water interaction (e.g., Johnson et al., 2012) and CO₂ migration (e.g., Sauer et al., 2014). In the context of DNAPL site investigations, ERT exhibits significant potential due to the typically highly resistive nature of DNAPLs relative to groundwater (Lucius et al., 1992). Thus, a DNAPL occupying the saturated zone at a contaminated site is expected to provide an electrical target amenable to ERT detection, with changes in DNAPL distribution, either by migration or remediation processes, providing electrical changes that can be monitored by time-lapse ERT.

The application of ERT for mapping DNAPL in the subsurface has been suggested by a number of studies (e.g., Newmark et al., 1998; Power et al., 2013). However, ERT electrodes applied at the surface to detect static DNAPL is difficult (e.g., Cardarelli and Di Filippo, 2009). One reason is the complexity of the electrical target: an intricate, unknown distribution of DNAPL in heterogeneous soil. Thus, surface ERT used in time-lapse mode to monitor temporal changes associated with DNAPL has more potential. This is particularly true with recent advancements in time-lapse ERT data acquisition (e.g., Wilkinson et al., 2013) and inversion (e.g., Karaoulis et al., 2013). Chapter 4 (i.e., Power et al., 2014) demonstrated the potential of four-dimensional (4D) surface ERT to monitor the remediation of various DNAPL spills. This study revealed that the technique showed promise, providing reasonable delineation of the remediated DNAPL region and estimates of remediated DNAPL volumes. However, reduced effectiveness was evident in field scale scenarios with DNAPL located at depth (e.g., greater than 2 m). DNAPL at depth is expected when significant volumes are released, soils are highly permeable, and/or the DNAPL has a high density (Gerhard et al., 2007). In such cases, surface ERT is hampered by a limited investigation depth and reduced vertical resolution with distance from the surface (Chambers et al., 2010).

ERT electrodes have been deployed in vertical boreholes at DNAPL sites to achieve superior depth resolution relative to surface ERT. Chambers et al. (2004) used cross-hole ERT to monitor the migration of DNAPL through a saturated porous medium in a laboratory column. Daily and Ramirez (1995) used cross-hole ERT to image the injection of methane as a metabolic carbon source at a trichloroethylene (TCE) site. At another
TCE site, Newmark et al. (1998) used time-lapse cross-hole ERT comparison images to successfully monitor decreasing resistivity changes associated with the pumping of the pooled TCE. Goes and Meekes (2004) used cross-hole ERT to delineate DNAPL at two contaminated field sites, demonstrating a correlation between DNAPL presence and high electrical resistivity. Chambers et al. (2010) used high-resolution, cross-hole ERT in a pilot-scale experiment to map groundwater chemistry changes associated with the bioremediation of a DNAPL source zone. However, cross-hole ERT also has practical constraints. To achieve sufficient resolution, the spacing between the vertical boreholes is constrained by the depth of the borehole (i.e., borehole depth / borehole spacing ≈ 1.5). Therefore, to provide adequate coverage of a DNAPL source zone, a large number of vertical boreholes may be required. This would be expensive and vertical boreholes in a source zone might induce DNAPL remobilization downwards into pristine aquifer.

Directional drilling and horizontal borehole technology, originally utilized sparingly at environmental sites (e.g., Miller, 1996; Plummer et al., 1997), has become increasingly popular due to improved installation, performance and cost (e.g., Lehr, 2004; English, 2010). At DNAPL sites, horizontal remediation wells are being increasingly incorporated into remedial strategies including soil vapour extraction, air sparging, bioremediation and horizontal soil sampling (e.g., Moran and Losonsky, 2008; Van Heest et al., 2013). Although individually more expensive to install than vertical wells, horizontal wells provide increased efficiency and performance with one well replacing a network of vertical wells due to the greater zone of influence and contact length between horizontal screen and contamination (Van Heest, 2013). The same benefit is expected to apply to ERT, namely electrode placement in proximity to the DNAPL target at depth.

Recent ERT work has applied electrodes in horizontal tunnels (i.e., tunnel-to-tunnel) to image geological conditions in advance of tunnel boring (Danielsen and Dahlin, 2010) and mining (van Schoor and Binley, 2010). Harro and Kruse (2013) used direct push technology to implant electrodes horizontally at depths to improve the resolution of ERT-imaged limestone boundaries. Ssymyrdanis (2013) presented an initial exploration of the surface-to-tunnel ERT arrangement by means of numerical and experimental studies on a variety of subsurface targets with relatively simple geometries. Although surface-to-
tunnel ERT shares many similarities with cross-hole ERT and can use the same electrode arrays (e.g., Bing and Greenhalgh, 2000), the main difference relates to the different sensitivities provided by surface electrodes compared to borehole electrodes. Simyrdanis (2013) examined a number of electrode arrays and proposed a geometrical factor threshold to ensure viable electrode arrays with a sufficient signal-to-noise ratio. Simyrdanis (2013) recommended an optimum vertical separation of seven times the electrode spacing between surface and tunnel electrodes for resolving resistive targets.

In this work, surface-to-horizontal borehole (S2HB) ERT is proposed by recording ERT measurements in a combined mode using electrodes on the surface and within a horizontal borehole to obtain increased resolution in the area between them. While the spacing between the vertical boreholes in cross-hole ERT is constrained by borehole depth, greater coverage of the subsurface can be obtained with S2HB ERT due to the larger distances permitted between the surface and horizontal borehole (Simyrdanis, 2013). It is expected that a single horizontal borehole could replace a large number of vertical boreholes. To the authors’ knowledge, geophysical arrays have never been considered for horizontal boreholes in environmental applications.

The objective of this study is to evaluate the potential of time-lapse surface-to-horizontal borehole ERT, in comparison to a traditional surface ERT survey, as a means for monitoring changes in DNAPL distribution. These changes may correspond to DNAPL migration or remediation. Both numerical simulations and laboratory experiments were conducted to accomplish this objective. A published DNAPL-ERT model was employed to provide an initial, theoretical evaluation of the performance of time-lapse S2HB ERT for monitoring the remediation of a realistic, field scale DNAPL source zone. A laboratory experiment was then performed to demonstrate the S2HB ERT approach for a real system involving a changing NAPL distribution over time. The experimental results were then compared to an independent simulation of the experiment using the DNAPL-ERT model. In all cases, surface ERT surveys were also conducted to provide a reference to evaluate the performance of S2HB ERT. All experimental and simulated ERT surveys were analyzed with newly developed 4D ERT inversion algorithms to provide spatial and volume estimates of NAPL change as a function of time.
5.2 Numerical Modelling

5.2.1 Numerical model

First, a field scale DNAPL scenario was simulated to provide an initial, theoretical estimate of the potential improvement of the S2HB ERT approach over surface ERT. This was simulated using ‘DNAPL-ERT’, a numerical model described in Chapter 3 (i.e., Power et al. (2013)).

DNAPL-ERT, which couples two models, DNAPL3D-MT and IP4DI, simulates a realistic initial distribution of DNAPL at a contaminated site and the complex pattern of DNAPL removal as it is dissolved by flowing groundwater, and then simulates periodic ERT surveys to predict the electrical resistivity in both space and time. The multiphase flow component of DNAPL-ERT is DNAPL3D-MT (Grant and Gerhard, 2007a,b), a three-dimensional (3D), finite-difference, multiphase flow model that simulates the infiltration and redistribution of DNAPL below the water table as well as DNAPL dissolution and transport of the dissolved phase species in groundwater. It combines the DNAPL migration model DNAPL3D (Gerhard and Kueper, 2003a,b,c) and the dissolved phase transport model MT3D (Zheng, 1990), linked by a mass transfer module based on interfacial area between the immiscible phases (Grant and Gerhard, 2007a,b). Complete details on the model formulation, and the validation of all of its processes against multidimensional, heterogeneous laboratory experiments, are provided by Gerhard and Kueper (2003a,b,c), Grant and Gerhard (2007a,b) and Grant et al. (2007a,b).

The ERT component of DNAPL-ERT is IP4DI (Karaoulis et al., 2013), a 3D numerical model that performs both steps of geoelectrical forward modelling and inversion. Forward modelling uses the finite element method with hexahedral elements to numerically solve Poisson’s equation and mathematically predict the response from an ERT survey. The forward modelling scheme used in IP4DI is based on the 3D algorithm fully described by Tsourlos and Ogilvy (1999) and used in a number of studies, including archeological investigations and salt tracer mapping (e.g., Papadopoulos et al., 2007; Karaoulis et al., 2011b). The inversion schemes available in IP4DI will be discussed in Section 5.2.3.
Central to the development of the coupled DNAPL-ERT model was the conversion of the local, spatially variable hydrogeological properties from the DNAPL3D-MT model domain to the local, spatially variable electrical resistivity that defines the IP4DI forward model domain. A sophisticated linkage was achieved by a novel integration of a variety of established petrophysical and geoelectrical relationships (e.g., Revil and Cathles, 1999; Berg, 2007), with the electrical resistivity field accounting for both the spatial heterogeneity of subsurface soils (intrinsic permeability, porosity and clay content) and the evolving spatial distribution of fluids in the pore space (water, DNAPL and air). A full description of the development and testing of the coupled DNAPL-ERT model is provided in Chapter 3.

5.2.2 Field Scale DNAPL Scenario

As discussed, ERT surveys implemented at the surface suffer from decreasing resolution with depth, meaning source zones with DNAPL located at depth will not be fully resolved. Therefore, to effectively evaluate the S2HB ERT approach, and compare it to traditional surface ERT, a realistic contamination scenario comprising DNAPL at various depths was required. A chlorinated solvent DNAPL commonly found at contaminated sites, tetrachloroethylene (PCE), typically exhibits this type of source zone architecture (e.g., Gerhard et al., 2007). The PCE spill scenario, one of a suite of complex DNAPL spill scenarios simulated in Chapter 4, was utilized for this study.

This field scale contamination scenario was simulated in a 3D model domain with a surface area of 22 m long (x-direction) by 22 m wide (y-direction), and a depth of 4 m (z-direction), as illustrated in Figure 5-1. The domain was discretized into 30,976 nodes with a nodal spacing of 0.50 m in the x- and y-directions and 0.25 m in the z-direction. The domain employed a random, spatially-correlated, intrinsic permeability field generated using the algorithm of Robin et al. (1991) to represent the heterogeneous aquifer. This domain employed a mean permeability of $4.8 \times 10^{-12} \text{ m}^2$ and variance of $\ln(k)$ of 2.9, representing an aquifer with significant heterogeneity characterized by grain sizes from coarse sand to clay. Correlated to the variation in the permeability field was a
variation in clay content, \( Cl \), (mean \( Cl = 0.085 \) and variance \( Cl = 0.003 \)) and porosity \( \phi \) (mean \( \phi = 0.33 \) and variance \( \phi = 0.001 \)). The water table was established at 0.5 m below ground surface, below which the domain was initially fully saturated with water. The capillary fringe is assumed to be negligible and the vadose zone was assigned a single (average) water content of 50\%. While it is acknowledged that explicitly incorporating a capillary fringe may provide a more gradual transition in electrical properties, it is not expected to significantly impact the conclusions of this work. The side boundaries were characterized by fixed, hydrostatic water pressures such that an average hydraulic gradient of 0.01 was established with groundwater flowing in the \( x \)-direction, as indicated in Figure 5-1. The bottom boundary was set as impermeable to both DNAPL and water.

**Figure 5-1:** 3D view of the simulated DNAPL distribution corresponding to \( t = 6 \) months following the release of 5 m\(^3\) of tetrachloroethylene (both the DNAPL and permeability fields are partially cutaway to assist visibility). DNAPL saturations are shown above 1\%, with deeper red corresponding to higher DNAPL saturations. The permeability field is shown in grayscale with darker shades of gray representing lower permeability. The horizontal borehole (magnified and displayed below the domain) is positioned 4 m directly beneath the surface array and both arrays are located at y-distance = 10 m.
The release of PCE was simulated through a 3 m² patch area located between 8.5 m and 11.5 m in both horizontal directions and located coincident with the water table. The aim was to mimic a leaking underground storage tank or waste lagoon located at the water table. Table 5-1 provides the hydrogeological and electrical properties employed. The release boundary was specified by a constant total DNAPL flux (1 m³/day), with the fraction of total DNAPL flux through each source node weighted according to the node’s permeability to mimic the realistic inflow of DNAPL (e.g., from a leaking lagoon or tank) (Grant et al., 2007a). The source was initiated at time $t = 0$ days and was turned off at $t = 5$ days, representing the release of 5 m³ (5,000 litres) of DNAPL. The released DNAPL was allowed to redistribute for $t = 6$ months to create a realistic initial subsurface distribution of DNAPL prior to remediation and time-lapse ERT monitoring. At this point, all DNAPL had stopped moving or moved very slowly and the configuration of the contaminant source zone was essentially fixed. To ensure that the full 5 m³ of DNAPL was retained, no DNAPL was permitted to dissolve prior to the end of this redistribution stage.

Figure 5-1 illustrates the 3D spatial distribution of the 5 m³ DNAPL at $t = 6$ months (i.e., prior to remediation). The figure reveals that the PCE, due to its much higher density than water, quickly penetrated to 4 m depth. The DNAPL body is characterized by a complex network of pools and residual, exhibiting a range of DNAPL saturations from 1% to 74% of the pore space. Two distinct pools of high DNAPL saturation exist at 2 m and 4 m depths, with only 44% of the DNAPL mass retained in the upper 2 m.

The configuration of DNAPL at the end of the release/redistribution period (i.e., Figure 5-1) represented the initial DNAPL source zone subject to remediation. At this time ($t = 6$ months), DNAPL dissolution was enabled and the simulation was continued until $t = 14$ years, by which time all of the released DNAPL mass had dissolved into the ambient groundwater flowing through the source zone. While dissolution of a DNAPL source zone normally takes on the order of decades, here the DNAPL solubility was enhanced (8520 mg/L versus 150 mg/L for PCE) and gradient was increased (0.01 versus ~0.001-0.005 which is ambient conditions). This represents an aggressive remediation scenario, for example active flushing with surfactants.
Table 5-1: Field scale simulation model parameters

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
<th>Units</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Hydrogeological parameters</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Sand porosity</td>
<td>0.32 (saturated); 0.46 (vadose)</td>
<td>-</td>
</tr>
<tr>
<td>Clay porosity</td>
<td>0.42 (saturated); 0.56 (vadose)</td>
<td>-</td>
</tr>
<tr>
<td>Water density</td>
<td>1000</td>
<td>kg/m³</td>
</tr>
<tr>
<td>Water viscosity</td>
<td>0.001</td>
<td>Pa·s</td>
</tr>
<tr>
<td>DNAPL density</td>
<td>1630</td>
<td>kg/m³</td>
</tr>
<tr>
<td>DNAPL viscosity</td>
<td>0.0009</td>
<td>Pa·s</td>
</tr>
<tr>
<td>DNAPL-water interfacial tension</td>
<td>0.0444</td>
<td>N/m</td>
</tr>
<tr>
<td>DNAPL solubility</td>
<td>8520</td>
<td>mg/L</td>
</tr>
<tr>
<td><strong>Electrical parameters</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Sand resistivity</td>
<td>1000</td>
<td>ohm·m</td>
</tr>
<tr>
<td>Clay resistivity</td>
<td>30</td>
<td>ohm·m</td>
</tr>
<tr>
<td>Water resistivity</td>
<td>6.5</td>
<td>ohm·m</td>
</tr>
<tr>
<td>DNAPL and air resistivity</td>
<td>1.0 x 10⁶</td>
<td>ohm·m</td>
</tr>
</tbody>
</table>

1 Bear (1972)
2 Gerhard et al. (2007)
3 Mercer and Cohen (1990)
4 Loke (2013)
5 Calculated from Equation 3-9 in Chapter 3
6 Chambers et al. (2004)

5.2.3 ERT Data Acquisition and Inversion

Site investigation and remediation of DNAPL sites invariably begins subsequent to a known or discovered release. For this study, it was assumed that site investigation by ERT was initiated after DNAPL emplacement and just prior to starting remediation. The first ERT survey was simulated at $t = 6$ months (Figure 5-1), with subsequent surveys conducted after each 20% reduction in DNAPL mass. As indicated by the survey lines and electrode locations in Figure 5-1, the ERT surveys were conducted along a single 2D
vertical cross-section located at \( y\)-distance = 10 m (the centerline of the release area). Full 3D forward modelling was performed to realistically account for the 3D, heterogeneous nature of the DNAPL target in the survey measurements, with 2D inversion used to invert this vertical cross-section.

The surface ERT survey consisted of a single survey line applied along the surface, with the dipole-dipole electrode array (current electrodes A, B and potential electrodes M, N: AB-MN) being used with an inline spacing of 1 m (23 surface electrodes). The S2HB ERT survey consisted of this same surface survey line combined with a second survey line in a parallel horizontal borehole located at 4 m depth (as shown in Figure 5-1). This vertical separation distance is well within the maximum proposed by Simyrdanis (2013). After careful evaluation of possible electrode arrays and their performance in other studies (e.g., Goes and Meekes, 2004; Simyrdanis, 2013), the pole-tripole array (AMN-B) was selected. Like the surface array, an inline spacing of 1 m was used for the horizontal borehole line. In all surveys, random noise with a Gaussian distribution of 5 mV/A peak-to-peak amplitude was added to the synthetic potential difference data to render modelling results more realistic (e.g., Miller et al., 2008).

IP4DI comprises a number of schemes to perform iterative \( L_2 \) smoothness-constrained inversion on the acquired apparent resistivity data to obtain the “true” subsurface resistivity distribution. For the static (i.e., time-invariant) detection of the 2D cross-section of the DNAPL source zone at \( t = 6 \) months, independent inversion was used. In terms of time-lapse monitoring, independent inversion has also been traditionally used, with the ERT data recorded at each monitoring step independently inverted and used to reconstruct differential time-lapse images. Recently, a number of 4D time-lapse inversion algorithms have been developed (e.g., Kim et al., 2009; Karaoulis et al., 2014; Loke et al., 2014). In these approaches, the subsurface model and the entire monitoring datasets are defined in a space-time domain; multiple monitoring datasets recorded at different times are simultaneously inverted. Regularizations are introduced in both space and time domains which stabilize the inversion and effectively reduce inversion artifacts evident in independent inversion (Karaoulis et al., 2011a).
For this study, the 4D active time constraint (4D-ATC) inversion introduced by Karaoulis et al. (2011a) was used. In this method, the time Lagrangian is expressed as a variable diagonal matrix with the temporal Lagrangian values varying between different monitoring steps proportionally to the expected degree of spatial resistivity changes occurring (i.e., areas of significant changes are assigned low time regularization values and vice versa). One method proposed by Karaoulis et al., (2011a) to pre-estimate regions of change and assign appropriate time Lagrangian values is based on a preliminary analysis of the data through differential imaging of initial independent inversion; this is the method used in this work. With the appropriate time Lagrangian, the 4D-ATC algorithm was then applied to the entire dataset recorded from all monitoring steps with improved sensitivity now on the spatial and temporal changes of resistivity. The application and benefits of this algorithm, which is described in detail by Karaoulis et al. (2011a), have been demonstrated in a number of studies (e.g., Karaoulis et al., 2011a,b; 2014).

5.2.4 ERT Static Detection of DNAPL Body

Figure 5-2a shows the vertical cross-sectional image (y-direction = 10 m) of the simulated DNAPL spill scenario at the start of the ERT investigation. Figure 5-2b illustrates the corresponding actual resistivity distribution (i.e., directly converted from Figure 5-2a using the DNAPL-ERT linkage methodology). The soil matrix variability is realistically represented in the electrical model domain, with the lowest resistivities (dark-blue) in Figure 5-2b corresponding to higher clay contents associated with the lowest permeabilities in Figure 5-2a. And the high resistivity regions (dark-red in Figure 5-2b) correspond to either high air saturations in the vadose zone or high DNAPL saturations in the source zone (red in Figure 5-2a).

Figures 5-2c and 5-2d illustrate the 2D inverted resistivity distributions from the surface ERT and S2HB ERT surveys, respectively. As illustrated in Figure 5-2c, the surface ERT response provides reasonable delineation of the soil matrix variability and the general
outline of the DNAPL in the near-surface soil but is unable to resolve deeper DNAPL due to reduced sensitivity with depth.

Figure 5-2: (a) vertical cross-section of the simulated DNAPL spill scenario at y-distance = 10 m (same colourbar as Figure 5-1), (b) actual resistivity distribution corresponding to the hydrogeological model domain in (a), (c) inverted resistivity distribution obtained from the surface ERT survey, and (d) inverted resistivity distribution obtained from the surface-to-horizontal borehole ERT survey. The electrode indexes A, B, M and N have been superimposed on (c) and (d) to highlight the electrode array used (i.e., dipole-dipole, AB-MN; pole-tripole, AMN-B).

As illustrated in Figure 5-2d, S2HB ERT provides improved delineation of the DNAPL source zone with the most significant improvement evident between 2.5 m and 4 m depths where superior sensitivity and resolution is achieved. However, Figures 5-2c and 5-2d also underscore the challenge in static detection of a complex DNAPL distribution.
in heterogeneous porous media; in absence of alternative lines of evidence, these would be hard to interpret. Hence, the rest of this work focuses on time-lapse ERT. It is important to note, however, that since time-lapse monitoring relies first on static inversion at each monitoring step, the improvements shown here are relevant to improved time-lapse monitoring with S2HB ERT.

5.2.5 Time-lapse Monitoring of DNAPL Remediation

In this DNAPL scenario, time-lapse ERT is investigated for monitoring changes in the DNAPL distribution during remediation. Figure 5-3a shows the evolving actual resistivity distribution corresponding to each successive 20% reduction of the initial DNAPL mass (i.e., t0). As expected, the DNAPL mass was removed over time in a heterogeneous manner. For example, most of the residual DNAPL was dissolved first, as is common (e.g., Grant and Gerhard, 2007b), and this is illustrated by the progressive removal of the low DNAPL resistivities (yellow) in the initial monitoring steps (i.e., t1 and t2) in Figure 5-3a. Ratio images are used to highlight the actual resistivity difference between each sequential monitoring step (e.g., between t1 and t2) during remediation, as illustrated in Figure 5-3b. In the first four difference images (i.e., t1/t0 – t4/t3), resistivity changes occur in a realistic manner: (a) throughout the entire depth of the subsurface always at the upgradient end of the source zone, and (b) removing the low saturation (residual) DNAPL first. The final difference image (i.e., t5/t4) highlights resistivity changes related to the eventual remediation of the two high saturation pools remaining at late time at 2 m and 4 m depths.

The sequential difference images of the 4D-ATC inverted resistivity distributions obtained from the surface ERT and S2HB ERT surveys are illustrated in Figures 5-3c and 5-3d, respectively. In Figure 5-3c, surface ERT provides reasonable delineation of the changes in DNAPL distribution over time; however, it is evident that the diminished response with depth of surface ERT again impedes the imaging of changes occurring in the deeper subsurface (below 2 m). In contrast, S2HB ERT exhibits improved imaging of DNAPL changes at all depths across the entire monitoring period, as shown in Figure 5-
3d. This is particularly evident at later times (i.e., t4/t3 and t5/t4), where the two high saturation pools at 2 m and 4 m depths are remediated; surface ERT provides a low magnitude envelope of the changes, while S2HB ERT improves the delineation of the changes and the captures their corresponding magnitudes.

This field scale modelling result suggests that S2HB ERT may have potential for mapping DNAPL remediation. However, it is acknowledged that the model has not been validated for this specific application and a real system involving S2HB and NAPL has never been performed. An experiment is required to develop confidence in this approach and in the reliability of the model.
Figure 5-3: (a) actual resistivity distributions corresponding to each monitoring step during remediation of the simulated DNAPL spill scenario (same colourbar as Figure 5-2), (b) actual resistivity ratio images between sequential time steps, with 4D time-lapse inverted ratios images from (c) surface ERT and (d) surface-to-horizontal borehole ERT.
5.3 Bench Scale Proof of Concept Experiment

A controlled laboratory experiment was conducted to validate the S2HB and 4D ERT methods for mapping evolving NAPL distributions in a physical system. In addition, independent simulation of the experiment with the DNAPL-ERT model allowed direct comparison of the model to a known system under controlled conditions and provide confidence in the model for simulating a physical system. Although the experiment involved temporal changes in NAPL distribution related to NAPL injection, the findings are equally applicable to NAPL remediation; the principle of time-lapse ERT monitoring is identical whether the NAPL is added (injection) or removed (remediation).

5.3.1 Experimental Procedure

The experiment was conducted in a 3D experimental tank constructed of plexiglass with dimensions 1 m x 1 m x 1 m (e.g., Simyrdanis et al., 2012; Seferou et al., 2013). The experiment was performed within a central subvolume of the tank to minimize possible boundary effects on the ERT measurements. As illustrated in Figure 5-4, this subvolume was 0.60 m and 0.40 m in the x and y dimensions, respectively, and 0.25 m in the z (vertical) dimension. As shown in Figure 5-4, the tank was packed with a homogeneous ‘staircase’ of medium sand, consisting of three staggered steps of dimensions 0.22 m x 0.16 m x 0.05 m, surrounded by fine sand. The medium quartz sand was sieved to retain only a single mesh size to obtain a narrow particle size distribution (mean grain size of 0.58 mm, coefficient of uniformity of 1.36) The fine quartz sand also exhibited a narrow particle size distribution (mean grain size of 0.23 mm, coefficient of uniformity = 1.56).

The tank was initially packed with fine sand in lifts of 0.01 m to an elevation of 0.50 m (0.25 m depth from the proposed surface) to provide uniformity in the background sand throughout the full tank volume while also permitting easier accessibility during preparation of the ‘experimental subvolume’. At this elevation, the horizontal borehole and electrodes (i.e., bottom section of the S2HB frame shown in Figure 5-5a and
described in more detail below) were installed and carefully backfilled with fine sand, as illustrated in Figure 5-5b.

![Diagram of experimental domain](image)

**Figure 5-4:** Schematic diagram of (a) 3D experimental domain showing the medium sand ‘staircase’ (light gray) surrounded by fine sand (dark gray), (b) cross-sectional view along the centerline (y-distance = 0.20 m).

At the base of the bottom medium sand step (i.e., 0.20 m depth), two horizontal NAPL injection wells, constructed from 10 mm diameter PTFE tubes, were installed in parallel. As shown in Figure 5-5c, these wells were initially filled with NAPL to ensure that no air existed in the wells immediately prior to NAPL injection. A rectangular stainless steel
frame, constructed the size of each medium sand step, was used to provide accurate and simultaneous packing of the medium sand and fine sand during the installation of each step, after which the frame was removed. Figure 5-5d shows the installation of the bottom medium sand step within the fine sand. This sand packing procedure was repeated for installation of the remaining steps, with Figure 5-5e illustrating the installation of a point injection well (2 mm diameter PTFE tube) at the base of the top step. At the surface, the surface electrodes (i.e., top section of the S2HB frame) were installed, with the full tank shown in Figure 5-5f. The dry sands were then saturated by the slow injection of tap water into the base of the tank over 24 hours. A small concentration of salt was added to the water to provide moderate water conductivity (10 ohm-m).

Corn oil (Minerva, Greece) was used in this experiment as a non-toxic surrogate for toxic industrial NAPLs. The key property of corn oil relevant to this study is that, like most NAPLs, it is an insulating fluid that displaces the more conductive water in the pore spaces of the saturated zone. The density of the corn oil was 920 kg/m³, meaning it was essentially neutrally buoyant and migration was expected to be negligible when the injection pump was off during the short (24 hour total) timescale of this experiment. The corn oil was dyed with Oil Blue N powder (Sigma-Aldrich) to permit mapping of the final NAPL distribution during tank excavation. The properties of the sand, water and NAPL used in this experiment are shown in Table 5-2 (note that all parameters without superscripts were measured directly).

A surface-to-horizontal borehole electrode frame was constructed matching the experimental design illustrated in Figure 5-4. The frame was made from polyvinyl chloride pipes and is shown inside the tank (water-filled only) in Figure 5-5a. The key components of the frame include two parallel sections traversing horizontally: the top section contains a series of small steel electrodes that are located at the surface, while the bottom section contains electrodes that mimic a water-filled horizontal borehole scenario. A vertical separation distance of 0.25 m (i.e., approximately six times the electrode spacing of 0.04 m) was used between the surface and horizontal borehole; this again satisfies the allowable separation distance suggested by Simyrdanis (2013).
Figure 5-5:  (a) surface-to-horizontal borehole frame placed inside tank filled with water only, (b) installation of horizontal borehole electrodes frame segment in the fine sand, (c) two horizontal injection wells installed parallel at the base of the bottom medium sand step, (d) construction of bottom medium sand step showing the stainless steel frame used to separate the fine sand and medium sand, (e) installation of point source well at the base of the top medium sand step, (f) 3D experimental tank set-up showing the resistivity meter and the injection of NAPL through the syringe pump.
5.3.2 Measurement Procedure

A total volume of 1600 mL of NAPL was injected into the medium sand using a syringe pump at a constant injection rate of 2 mL/min. The NAPL volume was injected in periodic intervals of 200 mL to provide 8 time-lapse ERT monitoring steps of total volume injected: 200 mL, 400 mL, 600 mL, 800 mL, 1000 mL, 1200 mL, 1400 mL and 1600 mL. The first 1400 mL of NAPL was evenly and simultaneously injected through the 0.10 m screened lengths of the two horizontal wells in the bottom step (‘primary source’), while the final 200 mL was injected through the point source well in the top step (‘secondary source’). Upon release through the primary source at the base of the staircase, the NAPL was expected to preferentially migrate through the more permeable medium sand, with the high entry pressure of the fine sand ensuring NAPL containment within the staircase. It was expected that each medium sand step would progressively ‘fill up’, with the NAPL invading each step, from bottom to top, in sequence.

Prior to the injection of oil, a surface ERT and S2HB ERT survey (i.e., 2D survey performed along the centerline, as shown in Figure 5-4) was conducted in order to characterize the static water saturated conditions within the experimental tank, and to provide baseline sections with which to produce differential time-lapse images from subsequent surveys. The dipole-dipole electrode array was used for the surface survey while the pole-tripole array was used for the S2HB survey. In both arrays, an inline spacing of 0.04 m was used, with 16 electrodes along both the surface and horizontal borehole lines. A resistivity meter (Syscal R1 Plus, Iris Instruments) was used to record the ERT measurements. Following the injection of NAPL, subsequent surveys were conducted at each injected NAPL volume interval to provide time-lapse monitoring of the NAPL migration. The low density contrast between NAPL and water (i.e., 80 kg/m$^3$) meant that the NAPL was essentially neutrally buoyant; therefore, NAPL movement was expected to be minimal during the short intervals required for ERT data acquisition (40 mins). 4D-ATC inversion, in 2D mode, was used to simultaneously invert all monitoring steps and obtain optimized time-lapse images of the subsurface experiencing NAPL volume increases with time. Preliminary tests were conducted prior to the NAPL experiment to investigate the effects of possible noise sources from the finite tank
boundaries. The high repeatability, stability and lack of artifacts in the inversion results suggested that the tank, with the specified tank subvolume, array configuration and experimental procedure (i.e., time-lapse), can be adequately modelled using the standard ‘infinite’ Dirichlet boundary condition.

**Table 5-2: Experimental parameters**

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
<th>Units</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Hydrogeological parameters</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Medium sand porosity</td>
<td>0.40</td>
<td>-</td>
</tr>
<tr>
<td>Medium sand permeability</td>
<td>$2.35 \times 10^{-11}$</td>
<td>m$^3$</td>
</tr>
<tr>
<td>Medium sand mean grain size</td>
<td>0.00058</td>
<td>m</td>
</tr>
<tr>
<td>Fine sand porosity</td>
<td>0.43</td>
<td>-</td>
</tr>
<tr>
<td>Fine sand permeability</td>
<td>$8.07 \times 10^{-13}$</td>
<td>m$^3$</td>
</tr>
<tr>
<td>Fine sand mean grain size</td>
<td>0.00023</td>
<td>m</td>
</tr>
<tr>
<td>Water density</td>
<td>1000</td>
<td>kg/m$^3$</td>
</tr>
<tr>
<td>Water viscosity</td>
<td>0.001</td>
<td>Pa$\cdot$s</td>
</tr>
<tr>
<td>NAPL density</td>
<td>920</td>
<td>kg/m$^3$</td>
</tr>
<tr>
<td>NAPL viscosity</td>
<td>0.065</td>
<td>Pa$\cdot$s</td>
</tr>
<tr>
<td>NAPL-water interfacial tension$^1$</td>
<td>0.0233</td>
<td>N/m</td>
</tr>
<tr>
<td><strong>Electrical parameters</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Water resistivity</td>
<td>10</td>
<td>ohm-m</td>
</tr>
<tr>
<td>NAPL resistivity</td>
<td>$1 \times 10^6$</td>
<td>ohm-m</td>
</tr>
<tr>
<td>Sand resistivity$^2$</td>
<td>1000</td>
<td>ohm-m</td>
</tr>
<tr>
<td>Cementation exponent$^3$</td>
<td>1.5</td>
<td>-</td>
</tr>
<tr>
<td>Saturation exponent$^3$</td>
<td>2.0</td>
<td>-</td>
</tr>
</tbody>
</table>

$^1$ Gaonkar (1989)  
$^2$ Loke (2013)  
$^3$ Berg (2007)
Following the ERT surveys at the final monitoring step (i.e., 1600 mL of NAPL volume), the experimental test area was excavated to confirm the actual final distribution of NAPL. The excavation was carried out in 0.01 m depth intervals from 0 m depth to 0.25 m depth, with high resolution photographs taken of the plan-view extent of the blue-dyed NAPL invasion at each interval. These images were later magnified and the boundary of the NAPL was traced. Although variations in blue, corresponding to variations in NAPL saturation, were observed, no attempt to quantify these differences was undertaken. A soil sample was taken from each of the three medium steps (depth intervals of 0.8 m, 0.12 m and 0.16 m) and these were then analyzed to calculate water and NAPL contents. Appendix C presents a number of photographs to illustrate the excavation procedure.

5.3.3 Numerical Simulation of the NAPL Evolution Experiment

The DNAPL-ERT model and associated modelling approach described earlier in Section 5.2.1 was employed to independently simulate the experiment, simulating both (i) the NAPL migration, and (ii) the response of the ERT surveys to the simulated NAPL distribution. The numerical model domain used the same x, y, z dimensions as the experimental subvolume (Figure 5-4), with a grid resolution of 0.02 m in the x- and y-dimensions and 0.01 in the z-dimension. The experimental design, associated parameters and measurement procedure all described in previous sections were used in the simulation. NAPL injection through the horizontal wells was simulated by fixing the NAPL flux (2 mL/min) through two 0.10 m wide sources located just above the base of the bottom step (i.e., depth = 0.19 m) as indicated by the horizontal well locations in Figure 5-4. Similarly, NAPL injection through the point well was simulated by fixing the NAPL flux at a single node located in the center of the top step just above the base. The domain was initially water-saturated. The side boundaries were characterized by constant water pressures and constant water saturations (allowing water displaced by NAPL to flow out of the domain) with the top and bottom boundaries being no flux.

The simulated NAPL distribution is shown here to provide insight into the experimental and ERT imaging results presented in the next section. Figure 5-6 illustrates the distribution of NAPL following the release of the full 1600 mL of NAPL into the medium.
sand. The NAPL is predicted to invade the whole of the medium sand staircase. It is evident that high saturations (60% < $S_n$ < 95%) exist throughout the entire NAPL body, which is expected since the total volume injected approximately equaled the total pore space volume of the staircase. Figure 5-6 illustrates that the highest saturations exist at both the primary and secondary NAPL release locations (Figure 5-4).

**Figure 5-6:** Simulated distribution of NAPL following the release of 1600 mL of NAPL into the medium sand. Shown are NAPL saturations above 60%, with deeper red corresponding to higher NAPL saturations. Dark gray represents the fine sand and light gray represents the medium sand. Both NAPL and permeability fields are partially cutaway to see inside the NAPL body.

Figure 5-7 presents the simulated NAPL distribution at each 200 mL volume injected interval, illustrating the evolving distribution of NAPL within the medium sand. The NAPL injected from the two horizontal wells was predicted to redistribute, spreading laterally and vertically within the bottom step. As expected, the fine sand acts as a capillary barrier and contains the NAPL within the medium sand. Over time, the increasing volume of NAPL injected results in the progressive invasion of the staircase from the bottom (injection location) to the top, as expected. The results shown in the next section focus on the ability of the simulated ERT surveys to resolve the changes illustrated in Figure 5-7, and the ability of actual ERT surveys to resolve the corresponding changes in the physical experiment.
5.4 Results and Discussion

5.4.1 Experimental Results

Figure 5-8 illustrates the inverted resistivity images from both surface ERT and S2HB ERT surveys at each monitoring step of the actual experiment. From the baseline image (i.e., 0 mL volume injected) of both surveys, it is evident that ERT measures some variability which is likely associated with the contrast between the medium and fine sands and their associated porosities, along with some noise contributions. Surface ERT shows slight variability at near-surface which is associated with the medium sand, but only the top step, whereas S2HB ERT shows a non-uniform background throughout the entire medium sand staircase.

After the first 200 mL NAPL is injected, it is evident that surface ERT showed no change in imaging due to the poor resolution at the depth of the injection well. In contrast, S2HB ERT shows a distinct high resistivity response corresponding to injected NAPL surrounding the location of the horizontal well source. Subsequent 200 mL volume injections up to a total of 600 mL injected (first row), show little to no variability in the surface ERT responses, while S2HB ERT (second row) shows increasing lateral and
vertical extent of high resistivities related to the evolving invasion of NAPL through the staircase. Surface ERT begins to show resistivity variations in the near surface (top 0.15 m) after 800 mL, with this high resistivity region continuing to gradually increase in extent and magnitude in the remaining monitoring steps (third row) to a total of 1600 mL. This coincides with the invasion of NAPL to shallower depths where surface ERT exhibits its highest resolution. The results show similarity to the expected ERT response of the simulated NAPL migration illustrated in Figure 5-7. S2HB ERT continues to show increasing resistivities as the NAPL penetrates from deeper to shallower regions (bottom row), with the 1600 mL image providing evidence of a fully invaded staircase.

Figure 5-9 illustrates the 4D-ATC difference images between sequential monitoring steps in the experiment. From surface ERT, it is evident that small changes were first detected after 600 mL which coincide with the upward migration of the NAPL into the middle step. From this volume until the total 1600 mL injected, surface ERT captures the NAPL invasion into the top half of the staircase, with the changes exhibiting increasing magnitudes over time. In terms of the S2HB survey, Figure 5-9 illustrates clearly that S2HB ERT captures the entire invasion of NAPL through the staircase. Furthermore, at volume intervals between 800 mL and 1400 mL, it is evident that S2HB ERT is detecting some unexpected changes beneath the bottom step. Upon excavation of the experimental tank, it was confirmed that some NAPL actually invaded the fine sand beneath the horizontal wells. This was likely due to excessive capillary pressures generated in the area immediately surrounding the horizontal wells during this time interval when injection was still occurring but the bottom step was fully saturated with NAPL. The final difference image (i.e., 1600 mL / 1400 mL) no longer shows changes in this area since the NAPL was no longer injected in the horizontal wells, instead being injected through the point source in the top step.

Appendix C compares the time-lapse images obtained by 4D-ATC inversion (illustrated in Figure 5-9) to the corresponding time-lapse images obtained from the traditional independent inversion approach.
Figure 5-8: Experimental results showing the 2D inverted resistivity images from surface ERT (‘SUR’) and surface-to-horizontal borehole ERT (‘S2HB’). Each monitoring step corresponds to a 200 mL volume injected interval.
**Figure 5-9:** Experimental results showing the 2D ratio resistivity images between sequential monitoring steps from surface ERT (‘SUR’) and surface-to-horizontal borehole ERT (‘S2HB’).
5.4.2 Actual NAPL Distribution

Following the injection of the 1600 mL NAPL volume, the difference image between the baseline (0 mL) and final (1600 mL) resistivity images was obtained for both surface ERT and S2HB ERT, as illustrated in Figures 5-10a and 5-10b, respectively. While surface ERT captured the invasion of NAPL in the top and middle steps, S2HB ERT resolves the invasion of NAPL through the entire medium sand staircase. The dashed contour lines shown in each figure represent the general envelope of each respective response. A resistivity ratio threshold value of 1.2 was used to demark the more measurable changes from the background.

During excavation of the experimental test area, the blue-dyed NAPL was easily distinguishable within the sand. The excavation confirmed that the NAPL invaded the entire plan view section of the staircase at all depths. The NAPL was completely contained within the medium sand laterally, with a small volume of NAPL observed within the fine sand directly beneath the horizontal wells as mentioned above. From the three soil samples, an average NAPL saturation of 72% was determined. Figure 5-10c illustrates the actual final distribution by hashed layers showing the extent of the NAPL at each 0.02 m depth interval (from photographs), and a solid line indicating the outline of the original medium sand. The dashed contour lines of the surface and S2HB ERT response envelopes shown in Figures 5-10a and 5-10b are super-imposed on the actual final distribution in Figure 5-10c and demonstrate the significantly improved performance of S2HB ERT relative to surface ERT.
Figure 5-10: Experimental ratio image between the final monitoring step and the baseline step (i.e., 1600 mL / 0 mL) for (a) surface ERT and (b) surface-to-horizontal borehole ERT. (c) actual distribution of NAPL at the end of the experiment, based on visual analysis of photographs taken at various depths during excavation (hashed layers). The black soil outline shows the staircase boundary, while the contour lines show the envelope of the surface ERT response (dashed red) and surface-to-horizontal borehole ERT response (dashed blue) at a resistivity ratio of 1.2.
5.4.3 Comparison of Experimental and Simulated Results

As discussed in Section 5.3.3, the experiment was simulated by the DNAPL-ERT model, with ERT surveys simulated at all monitoring steps illustrated in Figure 5-7. 4D-ATC time-lapse inversion was again used to obtain the inverted resistivity of all simulated monitoring steps. The simulated and experimental images for NAPL volume intervals (only 400 mL intervals shown) for both surface ERT and S2HB ERT are shown in Figure 5-11. It is evident that the simulated results provide reasonable correlation with the experimental results and are able to image the evolving NAPL distribution at each monitoring step. A main difference between the simulated and experimental results is the background variability, where the simulated data provides a more uniform response and the experimental data exhibits more variability, as illustrated by the background image at 0 mL. This likely corresponds to the different sources of noise between the simulated data (synthetic noise added) and the experimental data (real noise).

A difference also exists between the average background resistivity of the simulated data (28 ohm-m) and experimental data (20 ohm-m). Since no model calibration was employed during independent simulation of the experiment, the DNAPL-ERT model linkage is directly influenced by the measurements of the hydrogeological parameters (Table 5-2), with particular sensitivity to pore water resistivity and porosity (Archie, 1942). While the pore water resistivity was directly measured in the experimental tank, porosity was measured by the water evaporation method on an extracted soil sample. Therefore, the simulated background resistivity may be affected by inaccuracies in the measurements of hydrogeological parameters and also the selection of literature values for parameters that were not measured directly (e.g., cementation exponent).

Aside from some differences in background variability, it is evident that the simulated response closely matches the experimental response in mapping the NAPL invasion at later time steps. Some mismatch does exist due to the higher magnitude of the simulated response. Also, the experiment observed the real migration of NAPL into the fine sand beneath the bottom step, whereas the simulation did not predict this unintentional occurrence. This difference is particularly evident in the S2HB ERT responses in Figure 5-11.
**Figure 5.11:** Comparison of simulated and experimental ERT images from (a) surface ERT, and (b) surface-to-horizontal borehole ERT for every 400 mL volume injected intervals.
Figure 5-12 presents the ratio images between each successive 400 mL volume interval, comparing both the simulated and experimental data. It is even more evident that the simulated data closely matched the experimental data, especially now that the background variability is removed. Some differences exist, including the penetration of NAPL into the fine sand beneath the horizontal wells that are not predicted in the simulated data. And slight differences in the strength of the response changes can be detected between simulated and experimental data. However, overall, it is evident that both datasets are closely matched.
Figure 5-12: Comparison of simulated and experimental ERT ratio images between sequential monitoring steps from (a) surface ERT, and (b) surface-to-horizontal borehole ERT.
5.5 Conclusions

This work introduced the new concept of surface-to-horizontal borehole (S2HB) ERT for improved mapping of evolving DNAPL distributions relative to surface ERT. It was proposed that S2HB ERT would exhibit superior resolution with depth. This was confirmed at the laboratory scale and predicted to also apply at the field scale.

Coupled with 4D inversion, S2HB ERT was demonstrated to well resolve successive remediation intervals over the entire 4 m height of a simulated field scale DNAPL source zone undergoing remediation. This provided significant improvements over surface ERT where delineation of remediation occurring below 2 m was inhibited by limited resolution at depth. Using the DNAPL-ERT model to forecast this improvement was a straightforward way to estimate the potential benefit of S2HB ERT, with a controlled laboratory experiment subsequently conducted as a necessary validation procedure.

The laboratory experiment confirmed that the 4D S2HB ERT approach provided improved time-lapse monitoring of NAPL changes in a real system. The experiment corroborated the field scale numerical findings: time-lapse NAPL changes occurring at depth unresolved by surface ERT were mapped by S2HB ERT. The experimental findings were then validated by comparison to the actual final distribution of NAPL confirmed from excavation of the tank. The resolution of the new ERT method was such that even unexpected NAPL migration in the deepest part of the tank was correctly mapped.

Independent simulation of the experiment – predicting NAPL migration and predicting ERT surveys of simulated NAPL distributions – revealed an excellent correlation between the numerical predictions and actual observations. This provides validation of the coupled DNAPL-ERT model for surface ERT in a more complex physical system than ever previously used and, for the first time, for S2HB ERT of evolving NAPL. These validations provide confidence in the model as a reliable tool for simulating real systems. In particular, it suggests that the type of improvement shown in the field scale simulation shown likely provides a reasonable approximation of the benefit of the S2HB ERT approach.
While this work demonstrates the potential benefits of S2HB ERT for mapping DNAPLs, it is acknowledged that this is an initial study of a new concept and a number of simplifying assumptions were made. The experiment was performed at the tank scale and does not incorporate the field scale complexities that exist at contaminated sites. The homogeneity in the background soil matrix provided favourable conditions for improved static delineation of the NAPL distribution that is not usually possible at field sites. Although static detection is not a focus of this work, it is acknowledged that the time-lapse approach takes advantage of improved static images in generating the time-lapse result. Although some improvements with S2HB ERT in the static delineation of a DNAPL body may be possible in favourable conditions, time-lapse S2HB ERT monitoring of evolving NAPL changes remains the most promising application.

A number of factors may impact the vertical distance and image resolution in the region between the surface and horizontal borehole including the thickness of the vadoze zone, soil heterogeneity and clay volume, and the depth of the DNAPL source zone. Simyrdanis (2013) demonstrated that the allowable vertical distance between the surface and horizontal borehole is approximately seven times the electrode spacing. Therefore, to image deep DNAPL source zones, the electrode spacing could be increased; however, image resolution will be affected. In instances where the DNAPL source zone is particularly far from the surface, the surface electrodes could instead be implanted in a horizontal line below the ground surface using direct push technology (e.g., Harro and Kruse, 2013) or deployed in a second, shallower horizontal borehole. Alternatively, an ERT survey could be conducted using just the electrodes in the deep horizontal borehole below the remediation zone, in the form of an ‘in-borehole’ configuration.

The application of S2HB ERT aims to take advantage of the increasing usage and effectiveness of horizontal boreholes at contaminated sites; however, to the authors’ knowledge, ERT electrodes have never been placed inside horizontal boreholes at environmental sites. It is expected that electrode installation will be similar to the well-established methods used for vertical boreholes in cross-hole ERT. Careful construction and installation of the electrode cables will be required to ensure correct placement of the electrodes. In the case where some electrode displacement exists between the surface and
horizontal borehole electrodes, filters can be used to correct for displacement errors (e.g., Simyrdanis et al., 2012).

While cross-hole ERT also provides resolution at depth, S2HB should be unique in its ability to achieve sufficient coverage of a typical DNAPL source zone at reasonable expense. It is expected that a single horizontal borehole could replace a large number of vertical boreholes. In addition, although 2D cross-section ERT was shown here, the surface component of S2HB permits the acquisition of ERT measurements from a 2D surface grid to a single horizontal borehole providing a trapezoidal 3D mapping of the subsurface. This is extremely beneficial as 3D ERT measurements are usually preferred to capture the highly heterogeneous nature of DNAPL distributions at field sites. Future work will investigate this ‘3D surface to horizontal borehole’ configuration.

Time-lapse S2HB ERT exhibits significant potential as a practical, non-invasive tool for mapping a much wider range of DNAPL source zone geometries, site conditions, and remediation activities than surface ERT, and perhaps also cross-hole ERT. An important next step would be using the validated model to simulate a range of DNAPL scenarios and site conditions to explore the limits within which S2HB is expected to be successful. A pilot test may also be conducted to investigate the application of 4D S2HB ERT monitoring of DNAPL remediation at a contaminated site.
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6 CONCLUSIONS

6.1 Summary

Practical, non-invasive tools do not currently exist for identifying the volume and distribution of soil impacted by DNAPL. For many years, ERT has been proposed as an attractive and viable technique to assist in the characterization and monitoring activities at DNAPL contaminated sites. While the potential has been demonstrated by a number of studies, ERT has not become a standard technique for DNAPL site investigations. The behaviour of DNAPLs in the subsurface is a particularly complex field of research with years of systematic and controlled studies being performed. The application of ERT imaging to this problem also requires a systematic and controlled approach but this has not been possible due to controlled field experiments largely prohibited and laboratory experiments rarely reproducing the field scale heterogeneity critical to DNAPL behaviour. Therefore, it was evident that an updated evaluation of the potential for DNAPL mapping by ERT was timely, particularly to coincide with the recent advancements in the ERT technique.

The goal of this research was to explore the potential of ERT for application as a non-invasive DNAPL site investigation tool with specific emphasis on evaluating the potential of 4D time-lapse ERT for monitoring the remediation of DNAPL source zones.

The first objective was to develop a coupled DNAPL-ERT numerical model that would form the fundamental and theoretical basis of this research. The coupled model integrates a multiphase flow model, which generates realistic DNAPL scenarios, with an ERT forward model that predicts the corresponding resistivity response. The model creates a link between the main hydrogeological parameters of interest at DNAPL sites (including hydraulic permeability, porosity, clay content, groundwater quality, and air, water, and DNAPL contents evolving with time) and the corresponding bulk electrical resistivity distribution that is measured by an ERT survey. The model was then employed for an evaluation of ERT under a range of DNAPL scenarios. Sensitivity studies conducted at a range of scales, from a single location to an entire domain, demonstrated that the DNAPL-ERT model is robust and sensitive to both variations in DNAPL distribution and
subsurface heterogeneity. The DNAPL-ERT model was then used to independently simulate two laboratory experiments involving ERT mapping of NAPL with two different electrode configurations. Close correlation between the experimental and simulated data provided confidence in the DNAPL-ERT model for (i) simulating changing NAPL distributions, and (ii) predicting the results of ERT surveys. The DNAPL-ERT model provides a valuable and cost-effective avenue for simulating and testing ERT mapping of DNAPL spills at the field scale.

The second objective was to explore the potential of four-dimensional (4D) time-lapse ERT implemented at the surface to monitor DNAPL source zone remediation. Static delineation of complex electrical target presented by an intricate, unknown DNAPL distribution in a heterogeneous, unknown permeability field is not easily remedied. However, time-lapse ERT monitoring may remain promising even in complex, heterogeneous environments because the background soil matrix is removed in the time-lapse ERT response with the evolving signal directly corresponding to changes in DNAPL mass and distribution. A controlled laboratory experiment demonstrated the success of 4D ERT implemented at the surface for identifying changes in NAPL distribution in a physical system. The model was then employed to investigate the potential of the 4D ERT approach for monitoring DNAPL source zones at the field scale. Four DNAPL source zones, exhibiting a range of complexity, were simulated, followed by modelled time-lapse ERT monitoring of complete DNAPL mass removal. Results demonstrated that 4D time-lapse ERT provides effective mapping of both the outline and the center of mass of the treated portion of the source zone as a function of time to within a few metres in each direction. In addition, the technique provided a reasonable, albeit conservative, estimate of the DNAPL volume removed with time: 25% underestimation in the upper 2 m and up to 50% underestimation at late time between 2 and 4 m depth. The technique is less reliable for identifying cleanup of relatively thin DNAPL branches located outside the main DNAPL body and DNAPL cleanup at depth due to reduced sensitivity.

The third objective was to evaluate the potential of surface-to-horizontal borehole (S2HB) ERT as an improved configuration for monitoring the remediation of DNAPL source
zones. S2HB ERT was proposed as an alternative ERT configuration due to its superior depth resolution and to coincide with the upsurge in horizontal wells being incorporated into remedial strategies in recent years. Results from a controlled laboratory experiment and simulation of a complex field scale DNAPL remediation scenario demonstrate that S2HB ERT provides improved mapping of DNAPL distributions at the laboratory and field scale. As expected, significant improvement occurs at larger depth which demonstrates the superior depth resolution and sensitivity of S2HB ERT. Confirmation of the final NAPL distribution was obtained by excavation of the tank at the end of the experiment, providing validation of the corresponding surface and S2HB ERT results. This initial study demonstrates significantly improved resistivity imaging with S2HB ERT and its potential as a non-invasive DNAPL site tool for mapping DNAPL mass changes during remediation of deeper DNAPL source zones.

### 6.2 Implications

This work implies that time-lapse ERT has significant potential for providing valuable spatial and temporal subsurface information during the remediation of DNAPL source zones. Although some elements of this work have demonstrated that static delineation of a DNAPL source zone may be possible with ERT in some highly favourable environments (e.g., homogeneous soil matrix, cohesive DNAPL body with high saturation pools), overall this work confirms that static detection of a DNAPL source zone at a typical field site remains a challenging problem that is not easily remedied. However, time-lapse ERT – in particular 4D ERT – is promising as a DNAPL site tool for monitoring subsurface changes related to DNAPL mass removal over time.

Although ERT applied at the surface is affected by limited resolution at depth, it is still widely employed as it is inexpensive, practical and provides significant and rapid spatial coverage. Due to the number of advancements in ERT, surface ERT surveys are also providing more reliable and higher quality subsurface information. In the context of DNAPL investigations, this work has shown that 4D ERT applied at the surface may provide valuable qualitative information across a range of DNAPL source zones.
undergoing remediation. The limited sensitivity and resolution at depth of surface ERT is mainly evident when inferring quantitative information such as DNAPL mass removed. Therefore, while the accuracy of quantitative information may be site-specific and dependent on field conditions and the geometry of the DNAPL source zone, time-lapse ERT exhibits potential to be utilized more widely as a valuable qualitative mapping (e.g., bulk outline and center of mass of the evolving treated region) tool at DNAPL sites.

At sites where electrodes may be deployed inside boreholes, superior depth resolution and more accurate quantitative information may be obtained. Cross-hole ERT is well-established and widely used as an alternative to surface ERT across a wide range of hydrogeological applications. Although it can provide superior imaging, it is however limited by the separation distance between the borehole pair. Therefore, a large number of vertical boreholes may be required to provide adequate spatial coverage of a typical DNAPL source zone undergoing remediation. In addition, drilling vertical boreholes in the vicinity of a DNAPL source zone could lead to unintentional DNAPL remobilization downwards into pristine aquifer.

To overcome these constraints, S2HB ERT may be an extremely attractive option. Although it has not yet been considered at environmental sites, this work has demonstrated that S2HB ERT provides significantly improved imaging of subsurface changes. Horizontal remediation wells are becoming more commonplace at DNAPL sites due to a number of benefits, such as improved access and contact with contaminants. These benefits are analogous to the benefits of ERT electrode placement in proximity to the prospected DNAPL target. Although S2HB ERT may be more expensive to implement, it has the potential to provide significant cost savings in the long-term.

Throughout this work, recently developed 4D time-lapse inversion algorithms were employed and provided significantly improved imaging of time-lapse changes compared to previously used inversion algorithms. These improvements, which include the reduction of inversion artifacts and improved sensitivity in regions of change, are particularly valuable in the context of DNAPL remediation monitoring where even small artifacts can mask, or be mistaken, for changes of interest. These improvements have
also demonstrated that the recent advancements evident in the ERT technique are having an impact on the reliability and quality of information obtained from ERT.

### 6.3 Recommendations for Future Work

Despite the potential shown in this work, time-lapse ERT will not become a standard monitoring technique at real sites until the knowledge obtained from this work is applied at a real field site undergoing remediation. Although time-lapse monitoring of DNAPL remediation is proposed, it is acknowledged that the DNAPL source zone requires some general characterization prior to remediation. Conventional intrusive techniques, which are also continually improving, can still be used for this purpose with ERT possibly providing complementary geological or DNAPL source zone information prior to remediation. The information gathered from this initial characterization is then typically used to develop a site conceptual model. Depending on the detail of this conceptual model, the DNAPL-ERT numerical model could be used to predict the resistivity response of an ERT survey at this site, and provide a cost-effective avenue to test optimum ERT data acquisition and inversion methods.

This work demonstrated that the DNAPL-ERT model provides an extremely valuable and cost-effective avenue to investigate many aspects of the ERT technique and its application to DNAPL scenarios. A wide range of additional studies are possible with the DNAPL-ERT model. For example, the S2HB ERT configuration could be compared to cross-hole ERT for monitoring a wider range of field scale DNAPL remediation scenarios. This study could also evaluate the benefits of ERT surveys utilizing a single horizontal borehole in S2HB compared to a network of vertical boreholes that may be required in cross-hole ERT. The optimum vertical separation distance between surface and horizontal borehole could be further investigated in the context of DNAPL targets. The S2HB ERT configuration could also be examined in 3D, with a surface ERT grid combined with a single horizontal borehole.
As discussed, ERT is a rich field of research with ongoing advancements continually improving the technique. Sequential optimized ERT survey design has been proposed to obtain improved data quality during time-lapse monitoring surveys. Further developments to 4D inversion algorithms have occurred that propose further improvements in time-lapse imaging. Additional subsurface information obtained from other geoelectrical techniques can be incorporated into ERT inversions to provide improved imaging, while joint hydrogeological-ERT inversions have also demonstrated improved mapping of subsurface features. The DNAPL-ERT model could be used to evaluate the performance of the latest 4D inversion algorithms and optimized electrode array designs.

The multiphase flow component of the DNAPL-ERT model can also be extended to permit reactive transport processes and allow investigation of biogeochemistry signatures and alternative remediation technologies such as chemical oxidation and bioremediation. Alternative geoelectrical techniques could also be investigated for mapping DNAPLs including induced polarization (IP) and ground penetrating radar (GPR). The coupled DNAPL-ERT model can also handle complex conductivities and dielectric permittivities, meaning the model can be extended to study these alternative techniques.
APPENDIX A – SURFACE ERT EXPERIMENT

The following photos illustrate the preparation and data acquisition of the laboratory tank experiment described in Chapter 4:

Figure A-1: (a) placement of the medium sand block showing the stainless steel divider (used to separate the fine sand and medium sand) and the location of the DNAPL release point, (b) top of the medium sand block following removal of the stainless steel divider, (c) mobile ERT survey line unit which holds the electrodes, and (d) 3D experimental tank set-up showing the resistivity meter and the syringe pump used to inject the DNAPL.
APPENDIX B – COMPLETE TIME-LAPSE ERT APPROACH

The 4D time-lapse modelling approach described in Chapter 4 (schematic presented in Figure 4-2) was used to evaluate the potential of time-lapse ERT to monitor DNAPL remediation at the field scale. In Chapter 4, Figures 4-11 to 4-14 present the actual versus ERT-measured DNAPL saturation changes for four DNAPL remediation scenarios: CB_het, CB_lay, PCE_het and PCE_lay. Additional images are presented in this section to illustrate the complete time-lapse modelling approach for each DNAPL remediation scenario.
Figure B-1: (a) DNAPL saturation distributions at each monitoring step during remediation of the simulated chlorobenzene (CB_het) spill scenario, (b) DNAPL saturation changes between sequential monitoring steps, (c) actual resistivity distributions corresponding to each monitoring step during remediation, (d) actual resistivity ratio images between sequential monitoring steps.
Figure B-2: (a) independently inverted resistivity distributions at each monitoring step during remediation of the simulated chlorobenzene (CB_het) spill scenario, (b) independently inverted ratio images between sequential monitoring steps, (c) temporal Lagrangian distribution between sequential monitoring steps.
Figure B-3: (a) 4D-ATC inverted resistivity distributions at each monitoring step during remediation of the simulated chlorobenzene (CB_het) spill scenario, (b) 4D-ATC inverted ratio images between sequential monitoring steps, (c) ERT-measured DNAPL saturation changes between sequential monitoring steps.
Figure B-4: (a) DNAPL saturation distributions at each monitoring step during remediation of the simulated chlorobenzene (CB\textunderscore lay) spill scenario, (b) DNAPL saturation changes between sequential monitoring steps, (c) actual resistivity distributions corresponding to each monitoring step during remediation, (d) actual resistivity ratio images between sequential monitoring steps.
**Figure B-5:** (a) independently inverted resistivity distributions at each monitoring step during remediation of the simulated chlorobenzene (CB\_lay) spill scenario, (b) independently inverted ratio images between sequential monitoring steps, (c) temporal Lagrangian distribution between sequential monitoring steps.
Figure B-6: (a) 4D-ATC inverted resistivity distributions at each monitoring step during remediation of the simulated chlorobenzene (CB\textsubscript{lay}) spill scenario, (b) 4D-ATC inverted ratio images between sequential monitoring steps, (c) ERT-measured DNAPL saturation changes between sequential monitoring steps.
Figure B-7: (a) DNAPL saturation distributions at each monitoring step during remediation of the simulated tetrachloroethylene (PCE_{het}) spill scenario, (b) DNAPL saturation changes between sequential monitoring steps, (c) actual resistivity distributions corresponding to each monitoring step during remediation, (d) actual resistivity ratio images between sequential monitoring steps.
Figure B-8:  (a) independently inverted resistivity distributions at each monitoring step during remediation of the simulated tetrachloroethylene (PCE_het) spill scenario, (b) independently inverted ratio images between sequential monitoring steps, (c) temporal Lagrangian distribution between sequential monitoring steps.
Figure B-9: (a) 4D-ATC inverted resistivity distributions at each monitoring step during remediation of the simulated tetrachloroethylene (PCE$_{het}$) spill scenario, (b) 4D-ATC inverted ratio images between sequential monitoring steps, (c) ERT-measured DNAPL saturation changes between sequential monitoring steps.
Figure B-10: (a) DNAPL saturation distributions at each monitoring step during remediation of the simulated tetrachloroethylene (PCE\textsubscript{lay}) spill scenario, (b) DNAPL saturation changes between sequential monitoring steps, (c) actual resistivity distributions corresponding to each monitoring step during remediation, (d) actual resistivity ratio images between sequential monitoring steps.
Figure B-11: (a) independently inverted resistivity distributions at each monitoring step during remediation of the simulated tetrachloroethylene (PCE\_lay) spill scenario, (b) independently inverted ratio images between sequential monitoring steps, (c) temporal Lagrangian distribution between sequential monitoring steps.
Figure B-12: (a) 4D-ATC inverted resistivity distributions at each monitoring step during remediation of the simulated tetrachloroethylene (PCE_lay) spill scenario, (b) 4D-ATC inverted ratio images between sequential monitoring steps, (c) ERT-measured DNAPL saturation changes between sequential monitoring steps.
APPENDIX C – SURFACE-TO-BOREHOLE ERT EXPERIMENT

This section provides supplementary material to the surface-to-horizontal borehole ERT experiment described in Chapter 5.

C.1 – Supplementary Photos

The following photos illustrate the preparation and data acquisition of the laboratory tank experiment described in Chapter 5:

**Figure C-1:** (a) placement of the horizontal borehole electrode unit into the fine sand, (b) testing the horizontal well for NAPL injection, (c) construction of the middle step with the stainless steel divider, (d) syringe pump holding two 60 mL syringes to simultaneously inject NAPL into the parallel horizontal wells.
The following photos illustrate the excavation of the laboratory tank after the experiment was completed as described in Chapter 5:

**Figure C-2:** (a) extracting soil samples at the 8 cm depth interval during excavation, (b) excavation around the point injection well at 10 cm depth, (c) extracting soil samples at the 12 cm depth interval, (d) visualization of the NAPL invasion at the 16 cm depth interval, (e) evidence of NAPL penetration into the fine sand beneath the base of the bottom step (22 cm depth interval), and (f) removal of NAPL from excavated soil samples in a high temperature muffle-furnace.
C.2 – Time-lapse Inversion Imaging

Throughout this thesis, only the 4D-ATC inversion time-lapse images have been presented. To illustrate the performance of the 4D-ATC inversion versus the traditional independent inversion, this section presents both the independent inversion and the 4D-ATC inversion results for monitoring the time-lapse changes in the NAPL experiment described in Chapter 5.
**Figure C-3:** sequential ratio inverted resistivity images from surface ERT array comparing traditional independent inversion (first and third rows) and 4D-ATC inversion (second and fourth rows).
Figure C-4: cumulative ratio inverted resistivity images from surface ERT array comparing traditional independent inversion (first and third rows) and 4D-ATC inversion (second and fourth rows).
Figure C-5: sequential ratio inverted resistivity images from surface-to-horizontal borehole ERT array comparing traditional independent inversion (first and third rows) and 4D-ATC inversion (second and fourth rows).
Figure C-6: cumulative ratio inverted resistivity images from surface-to-horizontal borehole ERT array comparing traditional independent inversion (first and third rows) and 4D-ATC inversion (second and fourth rows).
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