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In the 1960s, questions about the supply and demand for money and their interaction were at the very centre of research in macroeconomics. During the first stage of the monetarist debate, we were concerned with re-establishing belief in the importance of the behavior of the supply of money in influencing the level of aggregate demand. Although there is room for argument about which contributions to the resolution of the issues involved were of particular importance, there can be no doubt that the 1960s and early 1970s saw an enormous swing of opinion towards the view that, as far as aggregate demand is concerned, "money matters," and matters much more than the majority of economists would have believed.

However towards the end of the very period during which this swing in opinion was taking place, the centre of macroeconomic research was also shifting. Instead of continuing to worry mainly about the causes of shifts in the level of aggregate demand, we became concerned with their consequences for the behavior of output and employment on the one hand, and prices and money wages on the other. Thus, particularly in the United States, subsequent stages of the monetarist debate, rather than having anything directly to do with money, were about the existence, stability, and micro foundations of the "expectations augmented Phillips curve." (I deliberately do not call it an aggregate supply curve because to do so seems to me to prejudge the outcome of the current debate about its micro foundations.)

Elsewhere, the supply and demand for money were not pushed quite so far from the centre of the scene. In economies more open than the United States the monetary approach to the balance of payments became a particularly controversial matter, and propositions about the nature of the demand for money function and the money supply process are obviously more central in such a context. Even
so, the questions examined in this literature have not so much been about the details of the supply and demand for money functions per se, as about the consequences of relatively broadly drawn hypotheses about their nature for other matters.

None of this means that work on the demand for money function ceased in the 1970s, and indeed, in the last year or so there has been something of a resurgence of interest in the topic. This paper seeks to contribute to current debates in a number of ways. First, in Section II, a brief survey of recent developments in the area is presented. As we shall see, perhaps the most striking of these has been the discovery of what appears to be instability in the United States demand for money function since 1972. This matter is subsequently treated in some detail in Section III where new empirical results are presented. In Section IV, questions about the exogeneity of the money supply and what that might imply for the techniques appropriate to the estimation of the demand for money function are briefly raised. Such issues are explored further in Section V where certain unconventional methods of estimating the demand for money function are applied to the same body of data used in Section III. The results obtained with these techniques are far from conclusive, but, as we shall see, they do at least suggest that this particular line of enquiry is worth pursuing further. Section VI summarizes the substantive parts of the paper, concentrating in particular on the issues that they raise for further research.

II

As I have already noted, a considerable amount of work on the demand for money function has been done in the last decade. 2 However, such work by and large was aimed at refining a body of theory whose broad outlines had
already been laid down, and at consolidating empirical support for it. With certain exceptions, whose implications I shall take up in more detail below, it did not, in my judgement, produce any new insights into the nature of a monetary economy. Theoretical work extended models of the transactions demand for money to consider a margin of substitution between money and goods as well as between money and bonds (Feige and Parkin (1971), Perlman (1971)), and to make the payments period endogenous (Barro and Santomero (1974)); but such work showed that the qualitative predictions of economies of scale in money holding and interest sensitivity of demand for transactions balances, which followed from the original transactions models of Baumol (1952) and Tobin (1956) were robust in the face of such extensions; it did not produce any radically new predictions. Similarly, models based on postulating a stochastic pattern of payments and receipts for the individual agent, and hence capturing what many would regard as the essence of Keynes's "precautionary motive," were extensively analysed without apparently producing any novel and empirically sustainable predictions, at least for the aggregate demand for money function.

As far as empirical work is concerned, perhaps the most striking develop-ment in the last decade has been the extent to which data on economies other than the United States have been analysed, and the extent to which the basic hypotheses about the nature of the demand for money function, originally established utilizing United States data, have survived such extensive testing. The fre-quency with which a positive real income (or wealth) elasticity of demand for money, a negative opportunity cost elasticity, and a unit price level elasticity of demand for money have been found to be well determined is quite remarkable. The influence of expected inflation on money holdings has also been widely documented. Beyond these general results, it has sometimes proved possible to replicate quite closely for other countries results originally generated by
United States data. For example, Khoury and Myhrman (1976) using Swedish data, and Spinelli (1978) using Italian data, have independently achieved essentially the same results concerning expectations and adjustment lags in the function as did Feige for the United States, in his now classic (1967) article: namely that, for long periods of annual data, adjustment lags seem to be negligible once proper account is taken of the role of adaptive expectations in determining permanent income.

The 1960s did not see every issue about the demand for money function settled, even as far as the United States economy was concerned. Broad questions about the existence and stability of the relationship, about the importance of an opportunity cost variable to its explanatory power, about the absence of a liquidity trap, and so on, did seem to be settled by the end of the decade, but that still left much scope for disagreement about other things. How best to proxy the opportunity cost of holding money, whether wealth or income was the right scale variable, whether money was better defined to include or exclude time deposits, were prominent among the questions left open and each one of them subsequently attracted attention. No test, however, seems to have generated results that have attracted anything approaching universal assent, particularly as far as the first two questions are concerned.

Thus, those who for one reason or another are strongly attached to a transactions approach to the demand for money, for example, the proprietors of the FMP model, have continued to use a short-term nominal interest rate to measure the opportunity cost of holding money. Many monetarists, taking the view that the demand for money is the demand for a durable good, have tended to favor some measure of the rate of return on real capital both in analytic model building exercises (e.g., Brunner and Meltzer (1975)) and in empirical work (e.g., Hamburger (1977)). Moreover, Heller and Khan (1979),
following up a suggestion of Friedman (1977) have shown that the demand for money may be sensitive, not just to one interest rate, but to the whole term structure. There has also been work on measuring the own rate of return on money. This matter was studied directly by Barro and Santomero (1972) who used survey data to construct such a measure, and also by Klein (1974), who argued that despite legal prohibitions, banks do in fact manage to pay the competitive rate of return on their deposit liabilities. Klein estimated this rate of return indirectly and showed that it displayed a significantly positive influence on the demand for money, a result confirmed by Darby (1972) and consistent with the conclusions of Barro and Santomero. Certain people working on the demand for money in open economies, for example, Hamburger and Wood (1978), have examined the possibility that interest rates ruling in international capital markets, rather than purely domestic ones, are a relevant opportunity cost variable, and have found evidence consistent with that hypothesis.

When it comes to the question of the choice of scale variable, Goldfeld (1973) reported results that seemed to him to refute Meltzer's (1963) contention that non-human wealth is the most appropriate one to use, although Benjamin Friedman (1978) has argued that wealth as well as income ought to be in the function. Furthermore, like earlier studies that used measured income as a scale variable, Goldfeld’s work attributed considerable importance to adjustment lags, which following Chow (1966) were modeled econometrically by including a lagged dependent variable among the arguments of the function. Given the popularity of permanent income as a proxy for wealth (albeit a somewhat broader wealth concept than Meltzer originally used) and the practice of measuring permanent income as a function of current and lagged values of measured income, those with an a priori preference for using wealth in the function will be
unlikely to find Goldfeld's conclusions convincing. Hence it is not surprising to find Darby (1972), Klein (1974) and Meyer and Neri (1975), to cite three examples, using permanent income variables—or variations thereon—in empirical work, nor is it surprising to find that the influence of wealth on the demand for money has played an important role in the purely analytical models utilized on both sides of the "crowding out" debate.

Debates about the most appropriate definition of money have almost always been between those who prefer to include only currency and demand deposits (given recent institutional developments in the United States, it might be better to say chequable deposits) in the relevant aggregate and those who wish to extend its boundaries to include time deposits (or non-chequable deposits) at commercial banks. Data exist for broader aggregates, but at least for the United States, it is hard to find anyone for whom they are a first choice to represent the concept of "money" that appears in the typical macro model. When it comes to other, more open, economies it is a different matter because, there, the use of a broader aggregate makes it easier to manipulate basic banking system balance sheet identities in applying the monetary approach to balance of payments theory.

For the United States, even in the 1960s, supporters of M2 were in a minority and a preference for this aggregate has never been in any sense a distinguishing characteristic of monetarists—Brunner and Meltzer, for example, have always and systematically preferred M1.

Work done over the last decade has tended to confirm earlier results (e.g., Laidler (1966)) that it is possible to identify separate demand functions for M1 and for time deposits (e.g., Goldfeld (1973)). It has also shown that to the extent that "expected" income is an important determinant of the demand for money, the relevant expectations are shorter term in nature as far as M1 is concerned. (See Meyer and Neri (1974).) Such results as these, combined
with the relatively low elasticities of demand for demand deposits with respect to the rate of return on time deposits that portfolio studies have always produced (Feige (1964), Feige and Pearce (1977)) and which Klein's work has only partly undermined, all serve to suggest that the assets that make up M1 are regarded by economic agents as providing services to some degree separate and distinct from those provided by the banking system's less liquid liabilities.  

The work of Cagan and Schwartz (1975) also lends support to this view, although they argue that this phenomenon is one which is much more strongly apparent in post-Second World War data than in those generated earlier. This conclusion in turn suggests that the nature of the demand for narrow money function itself has tended to change systematically in response to the evolution of the financial system, and that it is only relatively recently that transactions motives have come to be of particular importance in determining its nature. If that is the case, then for purposes of analysing long runs of time series data, a broad definition of money might be expected to provide more consistent results. Nor is it in any way ruled out as being a usable aggregate for analysing more recent experience. However, the consensus conclusion now seems to be that important details are more likely to be uncovered if the distinction between demand and time deposits is recognized.

The picture that emerges from the preceding brief discussion is one of steady if unspectacular progress, of a gradual refinement of our understanding of the properties of the demand for money function, and of a considerable broadening of the empirical basis of that understanding. The progress in question has had its effect on policy. The United States is far from being the only country where, in the 1970s, far more attention has been paid to the behavior of the money supply than in the past, not merely by commentators on
policy but also by policymakers themselves. Unfortunately, this increased attention to the behavior of the money supply has coincided with the onset of apparent instability in the demand for money relationship, not just for the United States, but for other countries as well—for example, Britain and Australia. Anyone who remembers the late 1960s when a well determined unemployment-inflation trade-off vanished as soon as policy attempted to exploit it must find this extremely disturbing, not least because such commentators as Kaldor (1970) warned that instability in the demand for money function would materialize the moment attempts were made to control the behavior of the money supply. Hence, it is worth looking at this apparent instability in some detail, and that is what I shall do in the next section of this paper, concentrating on recent United States experience.

III

It is important to be clear from the outset that the instability which has attracted so much attention is in a particular version of the demand for money function, namely that embodied in the FMP econometric model. This function is based on a "transactions" approach to the demand for money. It deals with the demand for M1 balances and permits economies of scale to be present in the relationship. The scale variable in the function is measured income, rather than permanent income or wealth, and the opportunity cost of holding money is measured by a short interest rate. The only marginally unconventional thing about this function is that, in treating velocity rather than money balances as the dependent variable, and including a lagged dependent variable on the right-hand side, it constrains the adjustment lags in the relationship to be the same with respect to income, interest rates, and prices. There can be no question but that, down to 1972, the function fits very well
indeed, and that thereafter it goes wrong. The key question is whether this relationship was misspecified in the first place, or whether its breakdown is symptomatic of a structural change that has occurred in the economy.

In a recent paper, Hamburger (1978) has addressed this issue, and has concluded that the problem stems mainly from the specification of the function. In particular, he shows that the out-of-sample forecasting ability of a function that includes as arguments both a long interest rate and a return on equity variable, and which constrains the real income elasticity of demand for money to be unity, is much better than that of the FMP model equation, although its in-sample-fit down to 1972 is somewhat inferior. Without in any way wishing to denigrate Hamburger's valuable work, I believe the problem warrants further attention, not least because, in constraining the real income elasticity of demand for money to be unity, Hamburger's formulation is bound to cause skepticism among advocates of a transactions approach to the demand for money. Moreover, I can think of no good a priori reason why lags in the demand for money function should be constrained to give the same speed of response of cash balances to all arguments, and there is no way, short of relaxing this restrictive assumption, of knowing how important this factor might be in influencing the poor forecasting performance of the FMP equation.

Accordingly, using quarterly data for the period 1951(1) - 1978(1), kindly provided by Hamburger, I set about investigating these issues further. Rather than treat velocity as the dependent variable I used money balances and, with a regression package that permitted the imposition of non-linear overidentifying restrictions on parameter estimates, attempted to estimate a log. linear demand for money function in which the dependent variable was permitted to respond at different speeds to each argument in the function. Convergence problems rendered this effort fruitless. The next step taken was to impose instantaneous
(within one quarter) adjustment of the demand for nominal balances to prices by using real balances as the dependent variable and dropping the price level from the right-hand side of the equation, but convergence problems were still encountered. Thus two even more simplified versions of the function were tested, one in which real balances adjust at the same speed to variations in income and interest rates—a conventional adjustment lag formulation of the demand for real balances function—and one in which the response to interest rate variations is instantaneous—a conventional error-learning-permanent-income formulation. Both forms impose a different lag pattern on the function to that implied by the FMP equation. I also experimented with an adjustment lag formulation of the relationship in which lagged nominal balances were deflated by current rather than lagged prices. Such a relationship, implying as it does a lagged response of the demand for money to price level changes of the same speed as to variations in other arguments, is much closer to the FMP function. However this formulation systematically produced a slightly negative adjustment parameter and I do not, therefore, present the results here.

Initially a single opportunity cost variable was used with a short nominal rate \( r_1 \), a long nominal rate \( r_2 \) and a real rate \( r_3 \) being entered successively. In each case the regression was fitted to data for 1953(1) - 1972(4), and 1953(1) - 1978(1). The parameter estimates from the shorter period were used to predict money holdings for the period 1973(1) - 1978(1), and the results of doing so are summarized in the statistics referred to as \( e \), the mean prediction error arising from this exercise, and \( n \), the number (out of 21) of overpredictions of money holdings (underpredictions of velocity). Since the logarithm of real income appears on the right of the equation and hence is assumed to be known, and since the dependent variable is a logarithm, \( e \) may be
interpreted as the proportional error in predicting the velocity. Note that the out of sample prediction exercise carried out here differs from those reported by Goldfeld (1977) and Hamburger (1978) in that the actual rather than the predicted value of the lagged dependent variable was used to generate each forecast observation. With the techniques used here a once and for all shift of the function at a particular date causes subsequent prediction errors to be roughly uniform in sign and size; with the Goldfeld-Hamburger technique they become cumulatively larger in such circumstances. There seems to be no reason to prefer one approach to the other for current purposes, provided that the results are interpreted appropriately.\footnote{9}

With all variables in logarithms and the symbols having conventional meanings, Table 1 contains results generated by the following model:

\[
(m - p)^* = \alpha + \beta y + \gamma r \tag{1}
\]

\[
(m - p) - (m - p)_{-1} = \theta [(m - p)^* - (m - p)_{-1}] + u \tag{2}
\]

\[
u = \rho u_{-1} + \mu \tag{3}
\]

The alternative permanent income model performed systematically worse on any criterion than the adjustment lag form. Also, because the non-linear constraints on the values of the structural parameters that it implies required the use of an iterative estimation routine, the Cochrane-Orcutt technique for dealing with first-order autocorrelation in the residuals, used in generating the results presented in Table 1, could not readily be applied to it with available software. For these reasons, and to save space, the results generated by this alternative model are not presented.

A number of characteristics of the results set out in Table 1 are worth noting. First, the function's outside sample predictions are biased except in the presence of \(r_3\) alone, but this equation's other characteristics disqualify it from serious consideration. However, it would be surprising if an equation
containing a real interest rate variable alone did perform well by itself here, given the inflation experienced towards the end of the sample period. Second, the size of the prediction errors, as measured by e, is greatest for the equation that most nearly resembles the FMP demand for money function, equation (1). Third, the adjustment speeds implied by the coefficients of the lagged dependent variable, though positive, would be judged by many to be implausibly low. Fourth, the value of \( \rho \) changes markedly when post-1972 observations are added to the sample, suggesting that some structural change occurred at about that date. Finally, Table 1 contains evidence to suggest that the demand for M1 balances is characterized by returns to scale, so that results generated by Hamburger's modification of the FMP function, to impose a unit income elasticity upon it, are open to suspicion on that score, a suspicion however that turns out to be groundless, as we shall now see.

An important element in Hamburger's work is the inclusion of two interest rates, one real and one nominal, in the function. Table 2 contains the results of using interest rates in pairs. Results for the "error-learning-permanent-income" formulation of the function were again calculated but are not presented here to save space. Suffice it to say that all the problems with this formulation that were apparent when only one interest rate was included in the function were also encountered, indeed were enhanced, when an extra interest rate variable was added to it. Also, a form with lagged nominal balances deflated by current prices was fitted and again systematically yielded a coefficient in excess of unity for that variable. The results reported in Table 2 largely speak for themselves. It is possible to include two interest rates in the function, but more satisfactory results arise when the combination used is of a real and a nominal rate, either short or long, rather than of two nominal rates. On balance, there is nothing to choose between Hamburger's preferred
combination of a long nominal rate and a real rate and a short nominal rate
and a real rate. Moreover, when such pairs of interest rates are included,
the estimate of the real income elasticity of demand for money rises consid-
ably, suggesting that Hamburger's function was not, after all, badly misspecified
by constraining the real income elasticity of demand for money to unity.
Finally it should be noted that the results presented in Table 2 confirm
Hamburger's conclusion that the inclusion of a real interest rate variable,
through it reduces problems with the demand for money function for the post-1973
period, does not completely eliminate them. The mean prediction error is always
below 1%, but the function nevertheless underpredicts velocity 16 or 18 times
out of 21.

Two further possible sources of problems with the stability of the
function were looked at, and their results are worth some discussion. The
level of interest rates has been, on average, substantially higher since 1972
than before. A log. linear form constrains the interest elasticity of demand
for money to be constant. With a semi-log form, for which there are many
precedents in the literature on the demand for money, the interest elasticity
of demand rises with the level of the interest rate. It seemed worth asking
whether the systematic underprediction of velocity after 1972 stemmed from the
extrapolation of a constant interest elasticity function into a period of
generally higher rates, where the extrapolation of a semi-log relationship
would have been more appropriate. Thus, all the relationships presented in
Tables 1 and 2 were recomputed using the natural value rather than the log of
the interest rate as an independent variable (or variables). The results are
not reported in detail to save space but are easily summarized. The predictions
of such relationships after 1972 do show less bias than that of those discussed
above, but on every other count--goodness of fit, statistical significance of
particular parameters, stability of parameter estimates when data for after 1972 are added—they are inferior. The apparent instability of the demand for money function is difficult to explain by a simple specification error of this kind although it should be noted that Khan (1979), using the whole term structure rather than a single interest rate, reports more promising results from an otherwise similar exercise.

The second possible source of the problem that I considered merits more detailed discussion, because though its investigation emphatically did not lead to any improved estimate of the demand for money function for recent years, it did produce results that cast doubt on the robustness of conclusions recently reported by Benjamin Klein. In (1977) Klein showed that a variable measuring the short-term unpredictability of the price level seemed to have a significant positive effect on the demand for money in the United States, the underlying theoretical rationale being that, when unpredictability of prices reduces the services provided by a given quantity of real balances, economic agents compensate by holding more of them. Although Klein showed that the variable in question was statistically significant in pre-World War II data considered alone, its influence on the velocity of M1 was particularly marked in a sample of data for the 1953–72 period. Subsequently, in the light of comments by Ibrahim and Williams (1978) on related work, Klein (1978) published a revised annual series, that extends to 1976, for the short-term unpredictability of prices. It seemed worth asking whether variations in the "quality" of money could have had anything to do with the recent behavior of velocity, and to use Klein's published data as a basis for the investigation. As we shall see, the outcome of this line of investigation is to cast doubt on the robustness of Klein's earlier results.

Some relevant estimates are presented in Table 3. The data used above
were converted to annual average form to generate them. In the results reported \( \pi \) represents the parameter of Klein's variable. As the reader will see, for the 1953-72 period this parameter takes a positive sign in all three equations reported, but it gets close to conventional levels of statistical significance only when a long interest rate is included in the function. This is consistent with the results that Klein himself set out in (1977) because a long interest rate was the only opportunity cost variable included in his 1953-72 velocity function. When the years 1973-76 are considered, either in terms of the predictive power of an equation including Klein's variable, or by simply adding them to the sample, the results are startling. The equation's predictive power outside the sample is appalling, and the addition of four extra years of data is enough to change the sign that Klein's variable takes well beyond the bounds of conventional levels of statistical significance in the case of the very relationship for which it was most nearly significantly positive for the 1953-72 period. Equations using pairs of interest rate variables were also estimated and produced results qualitatively similar to those presented here. However, the positive sign on Klein's variable before 1973, and the negative sign thereafter, were both less well determined in this case.

Clearly the foregoing results make it impossible to attribute any apparent instability in the demand for money function to variations in the quality of money, at least as measured by Klein's variable. However, these results also have a broader significance. It would be well worth someone's while to see how much the apparent deterioration of this variable's performance in the regressions reported here relative to its performance in Klein's study is due to the addition of a few extra years of data, how much is due to the revisions which Klein himself has made to its measurement since using it in his (1977) paper, how much is due to the rather simpler form used for the
demand for money function here, and, most important of all, how significant these factors are for the robustness of the general conclusions that Klein drew about the role of the influence of the "quality" of money in the demand for it.\footnote{11}

So far I have confined my discussion to tests that use M1 as the dependent variable of the demand for money function. Ten years ago, after an extensive discussion of the issues involved in choosing an appropriate specification for the money stock, I concluded that as far as matters such as goodness of fit and stability of the demand for money function are concerned, there was nothing to choose between M1 and M2. (See Laidler (1969).) Some tests appeared to favor one concept and others another, without any result being sufficiently clearcut to convince any uncommitted spectator. It is only in the last few years that a narrow definition of money has become the commonly accepted one, and that is, I suspect, as much because the Fed has chosen to state policy targets for a narrow aggregate, and because that is the definition favored by the proprietors of the FMP model, as because new and particularly convincing evidence in favor of this definition has turned up (though, as I have noted above there has been some of the latter). Hence it seemed worth asking whether the problems I am here discussing are solely the property of functions that seek to explain the demand for M1. Accordingly, all the tests reported above for M1 were duplicated with M2 as the dependent variable, and a sample of results is reported, en bloc, in Table 4.

As with M1, a simple adjustment lag formulation of the function does perform marginally better than an error-learning-permanent-income formulation and hence those results are reported. Nevertheless, it should be noted that there is much less to choose between the two formulations when M2 is used, and in fact, the out-of-sample forecasting performance of the permanent income
formulation is slightly better. Also as with M1, the use of a short interest rate as an opportunity cost variable gives the best fit up to 1972 combined with the worst outside sample forecasting performance. However, the deterioration of the function after 1972 is less marked, and is all but wiped out by the simple substitution, or addition of, a long interest rate to the relationship. Moreover, though the inclusion of a real interest rate variable does produce sensible results, it seems much less crucial to include this variable in the relationship than it was when M1 was the dependent variable. As to the Klein variable, results not reported in detail confirm that its qualitative performance is similar when M2 is used, as far as sign is concerned, but that the variable never achieves statistical significance at any conventional level, with either a positive or negative sign. Finally, it should be noted that results also not reported in detail confirm that the use of a semi-logarithmic form for the demand-for-money-interest-rate relationship produces a deterioration in the function's goodness of fit as the price for an improvement in its post-1972 forecasting ability, just as it did when M1 was used. However, the changes in performance are less notable.

It is apparent from Table 4 that, more often than not, M2 relationships display a small residual sum square and a lower outside sample prediction error than those utilizing M1, indicating that the velocity of this broader definition of money is slightly easier to explain and predict with functions of the type used here. Moreover, estimates of the income elasticity of demand for money seem much less sensitive to the other variables in the function. They are also, as I have noted, much less influenced by a switch to a permanent income formulation of the function. In part of course all this is due to the fact that M2 is a more inclusive aggregate than M1. A given percentage error in predicting the latter, other things equal, necessarily implies a smaller percentage error
in predicting the former. However, the improvement in post-1972 forecasts achieved by broadening the definition of money seems to be too great to be accounted for solely in these terms. If the results reported so far are taken at face value, some of the unexplained shift out of M1 after 1972 seems to have been into time deposits. I shall return to the implications of this observation in Section VI below.

IV

I have already noted above that the United States has not been the only country where suspicions about the stability of the demand for money function have recently been raised. The same thing has happened in Australia and Britain, and has produced a direct response from Lewis (1978) and Artis and Lewis (1976). They argue that modeling lags in the demand for money function along the conventional lines followed so far in this paper involves a specification error, and that the apparent instability of the function results from this specification error. They base their case on an insight that also underlies work of Johnson e.g., (1976b), Carr and Darby (1978), Knight and Wymer (1979), Laidler and O'Shea (1979) but which seems to originate with Walters (1965), and may be put as follows.

The conventional approach to estimating the demand for money function involves first specifying a "long run" relationship that typically makes the demand for money depend upon a scale variable and an opportunity cost variable, and then postulating, along Marshallian lines, that the "short run" demand for money adjusts gradually over time in response to changes in the arguments of the long-run function. Though it may be reasonable to treat the behavior of the individual agent in this way, it does not follow that it is also reasonable to model the economy as a whole "as if" it were such a single agent. If the nominal supply of money is used as the dependent variable of the demand function,
it is only in economies in which the supply of money responds passively to variations in the demand for it that this practice can lead to a correct specification of the short-run behavior of the money market. In other cases, the dynamics of the money market must involve adjustment of the arguments of the demand for money function to changes in the money supply, rather than vice versa, and such a process is not properly captured in conventional formulations of those dynamics. If real balances are used as the dependent variable, then if nominal balances are exogenous, the lag pattern of a conventionally specified function is at best capturing the adjustment of one argument in the demand function, namely the price level, to changes in other variables, and not any simple portfolio adjustment.

Artis and Lewis (1976) dealing with British data suggest that misspecification of adjustment dynamics did little harm to estimates of the function based on the relatively tranquil 50s and 60s, but like Jonson (1976b) argue that, when confronted with data for the much more volatile 70s, it is crucial to model those dynamics appropriately. Whether or not this argument should be taken seriously as far as United States data are concerned clearly depends upon whether, in that economy, the arguments of the demand for money function adjust to changes in the money supply, or vice versa. That is a question as much about the processes whereby the money supply is determined as about the demand for money function.

The adjectives "endogenous" and "exogenous" are slippery, not least when they are applied to the money supply. Let us be clear, then, that we are dealing here with the nominal rather than the real money supply, and also that, under almost any conceivable set of institutional arrangements, short of pure helicopter money, the nominal money supply has its long-run equilibrium value determined simultaneously with the values of the variables that normally enter the demand for money function. The issue of endogeneity and exogeneity
arises here in the context of a specific problem, namely how to obtain estimates of the parameters of the long-run equilibrium demand for money function from observations taken when the economy, rather than being on that function, is in the process of moving towards it. Hence it concerns such matters as the nature of the shocks that lead to the economy being moved away from long-run monetary equilibrium, and the variables that subsequently adjust to restore it. In principle, anything could be a source of disturbance, and everything will adjust in response; however our question concerns what in practice are the most frequent sources of disturbance and which variables usually bear the brunt of subsequent adjustments.

If we were dealing with an individual agent instead of the economy as a whole, the answers here would be uncontroversial. Certainly the general price level and the level and structure of interest rates are given to such an agent, and though his income and wealth are obviously susceptible to manipulation by him, particularly in the long run, there probably would be little objection to treating them as being given also, at least as a first approximation. On the other hand, the individual's holdings of cash balances are obviously under his own control. Given his income, their average value will vary with his expenditure patterns, and he has ready access to asset markets as well. Only to the extent that his cash income is subject to unforeseen transitory shocks, might his money holdings vary as a consequence of anything other than his own choices. In short, it makes eminently good sense to model the individual as adjusting his cash balances to changes in the arguments of the demand function while the influence of transitory income on his money holdings can be dealt with along lines analysed by Laidler (1966) and Darby (1972).

For the economy as a whole, matters are less straightforward. Though the relationship between the monetary base and the money supply does vary as
a result of the portfolio decisions of the banking system and the non-bank public, over all but very short periods such variations are relatively minor. Hence, if the behavior of the base is determined independently of the wishes of the private sector vis-à-vis its money holding, then that sector, when it is off its long-run demand for money function, cannot be modeled "as if" it were merely a representative individual agent. To do so, as I noted in Laidler (1977), is to commit a fallacy of composition.

However, I believe that many would argue that in the United States the actual conduct of policy in recent years has in fact been such as to make it appropriate to think of the money supply and the base as responding to demand side factors, and hence to model the short-run dynamics of the demand for money function in the conventional way utilized so far in this paper. They would defend that view in the following way. Whatever changes there may or may not have been in the targets and indicators of monetary policy since, shall we say, 1953, its instruments have consistently been interest rates. The monetary authority has attempted to achieve whatever may have been its ends by standing ready to buy and sell government securities at a given price (although not necessarily a pegged price). If over any reasonably short period--say a quarter--real income and prices may be regarded as predetermined, and if the monetary authority, and hence the banking system, stands ready to buy and sell securities at a given price, then there is no obstacle in the way of the economy as a whole adjusting its money holdings towards a desired level at a pace of its own choosing. Given this view of the money supply process, the conventional stock adjustment approach to estimating the demand for money function is correctly specified for the United States, whatever may be the drawbacks to the use of such a specification for other times and places.

The argument just presented rests upon a version of what Brunner and
Meltzer have termed the "money market hypothesis" of the generation of the money supply, adapted to a situation in which the interest rate rather than the monetary base is the policy instrument. That hypothesis, though widely accepted, is nevertheless controversial. The alternative "credit market" hypothesis differs from it in insisting that the non-bank public's supply of securities to the banking system is not simply the mirror image of its demand for the liabilities of that system. Rather, Brunner and Meltzer note that the non-bank public also holds income earning assets of a type distinct from those that it supplies to the banks. It is most convenient to think of this third asset as reproducible physical capital. To get to grips with the significance of the credit market hypothesis for the questions I am raising here it is helpful to begin with a situation of full portfolio equilibrium on the part of the banking system and the non-bank public, and then ask what happens when the monetary authorities raise the price at which they are willing to buy securities.

The "money market" hypothesis tells us that the public will want to hold more cash balances, and will attempt to acquire them by offering securities to the banking system which will in turn acquire the base necessary to supply that money by offering securities to the authorities. Any influence on output and prices will come later as a consequence of the effect of the lower interest rate on the level of aggregate demand for goods and services. As output and price level changes materialize, more money will be forthcoming from the banking system as the public demands it. In short the stock of money will passively adjust to changes in the arguments of the demand function.

The "credit market" hypothesis leads one to tell a very different story. Certainly the rise in security prices will lead to an attempt to increase money holdings, but it will also lead to an attempt to substitute physical
capital for securities. If the whole of the non-bank public is trying to make such a substitution, the trick can only be accomplished by selling securities to the bank and taking the proceeds to buy physical capital—but of course the proceeds of such a sale of securities are going to take the form of money, newly created not because the non-bank public as a whole wants to hold it, but because each individual member of that public wants to use it to offer in exchange for capital. Once created, however, that money must be held, but its creation will precede the setting in motion of streams of expenditure that in turn will have consequences for the other arguments of the demand for money function, namely output and prices. Eventually, the economy will end up with new levels of income, prices, money holdings and so on, that may differ little from those which would be predicted by a model that ignored the distinction between securities and physical capital. However, the process whereby it approaches this equilibrium is critically different, in that it involves excess money operating upon expenditure flows in order to force the arguments of the demand for money function to move towards new values, rather than having money creation responding passively to changes in those arguments.

The foregoing arguments fail to touch on yet another reason for treating the money supply as exogenous to the behavior of the arguments of the demand for money function, even when the monetary authorities are treating the interest rate as their principal policy instrument, namely that it is not only the extension of credit to the private sector, but also to the fiscal authorities that leads to the creation of money. Even if, at a particular rate of interest, the values of income, prices, the rate of return on capital and so on are such as to render the supply of money and bank credit compatible with portfolio equilibrium on the part of the banking system and the non-bank public, that in no way guarantees either that the fiscal authorities' budget is in balance, or
that, if it is not, the private sector will be willing to absorb just the right number of new government bonds to finance whatever deficit is being incurred. A fiscal deficit can therefore become an independent source of monetary expansion when the monetary authorities are treating the interest rate rather than the base as their policy instrument, even in an economy with well developed capital markets such as the United States. Once again money creation will cause variations in the arguments of the demand for money function rather than vice versa.

V

The arguments just presented make an a priori case for believing that, particularly over time periods in which the economy is "off" its long-run demand for money function, causation might run primarily from the behavior of the supply of money to the arguments of that function rather than vice versa. If that is the case, then it follows that the conventional dynamics embodied in short-run demand for money relationships are misspecified. As I have already noted, this possibility was raised as long ago as 1965 by Walters, but it has only been in the last two or three years that people working in the area, notably Artis and Lewis (1976), Jonson (1976a), Carr and Darby (1978), have begun to follow up its implications for estimating the demand for money function.

Although each one of them would probably agree that, in principle, exogenous shocks to the money supply lead to adjustments in all the arguments of the demand for money function, and in the case of an open economy in the balance of payments and/or the exchange rate as well, of those just named it is only Jonson who has taken this proposition as the basis for his empirical work. A complete model of the economy is required to implement such an approach
empirically, and there is no need to dwell on the onerousness of the research task that this implies. Hence it is understandable that others have been content to adopt simpler, special case, hypotheses that require only single equation methods. However, theoretical differences may also underlie the fact that various workers have usually chosen to focus on different particular variables as bearing the main impact of the shocks that push the economy "off" its long-run demand for money function. Specifically, Artis and Lewis have envisaged interest rates as bearing the major burden, Carr and Darby have concentrated on the price level, while Jonson, although his empirical work has dealt with complete models in which all variables adjust, has nevertheless highlighted expenditure, and hence income, in his theoretical writing on the closed economy case. In the next few pages, I shall take up each approach in turn and present the results of tests using the same data that underlie the results contained in Section II above. The results in question are, however, at best preliminary because, throughout, single equation techniques are used even though the arguments of the preceding section of this paper point to the ultimate desirability of modeling and estimating the properties of both the demand and supply functions for money simultaneously within the context of a complete model.

Let us proceed to consider the results in question, beginning with the approach that Artis and Lewis have successfully applied to British data. Although they do not say so explicitly, a Keynesian view that has the interest rate proximately determined by the supply and demand for money underlies their work. As I do in this paper, they use quarterly data, and argue that over such a time interval real income and the price level may be regarded as predetermined. In the face of an exogenous change in the money supply, that leaves only the interest rate free to adjust towards a value that will make the economy, in the
long run, willing to hold all the cash in circulation. Specifically, a log.
linear form of their model may be written as follows, where \( r^* \) is the long-run
equilibrium value of the rate of interest.

\[
(m - p) = \alpha + \beta y^P + \gamma r^*
\]

\( (4) \)

\[
y^P - y^P_{-1} = \lambda (y - y^P_{-1})
\]

\( (5) \)

\[
r - r_{-1} = \mu (r^* - r_{-1}) + w
\]

\( (6) \)

The results of estimating this model using both M1 and M2 are presented in
Table 5, but it might be noted that a simpler form of this relationship, using
current real income as the scale variable, was also estimated with qualitatively
similar results which therefore are not reported here. Because of the software
limitations referred to above, no attempt was made to adjust for the presence
of serial correlation in the residuals of the reduced form of this model.\(^{18}\)

Table 5a refers to a narrow definition of money and 5b to a broader one
and speak for themselves. Whatever success may have been gained by using the
hypothesis under test here to deal with British data, it does not work for
M1 in the United States. No matter what rate of interest is used, the para-
eters of relationships involving M1 are never well-determined for the 1953-72
period, although they occasionally appear to take a priori reasonable magni-
tudes. The results are much better with M2, but a glance back at Table 4 will
confirm that the results obtained for M2 by conventional methods look no worse.
It is difficult to resist the conclusion that the relatively reasonable parameter estimates obtained here for the demand for M2 function tell us as much
about the robustness of that relationship as about the short-run dynamics of
the money market.

As we shall now see, M2 also fares much better than M1 in tests based
on the postulate that real income bears the brunt of the economy's initial
adjustment towards re-establishing long-run equilibrium in the money market. The rationale for this approach is that, given the values of whatever other arguments might appear in the function determining real aggregate demand for goods and services, the latter will be higher the greater is the discrepancy between the quantity of money the economy must hold, and the quantity of money that it would willingly hold in the long run at prevailing values of the arguments of the relevant demand for money function. It postulates the existence of what Jonson has called a "disequilibrium real balance effect." Implicit in this approach is the assumption that prices are sufficiently sticky that changes in expenditure flows lead initially to changes in output rather than simply being absorbed by price level changes. It is thus the product of an eclectic approach to macroeconomics in which classical cash balance mechanics interact with Keynesian price stickiness.  

It will be apparent that if the problem of estimating the long-run demand for money function is to be tackled along such lines, hypotheses must be formulated not only about the form of that function, but also about the determinants of aggregate demand and the response of output to aggregate demand. This readily explains why the proponents of this approach have undertaken the construction of complete macroeconomic models; it also implies that the results that I have obtained with it, and present below, can at best be regarded as exploratory. These results have been generated using single equation techniques, and stem from rather elementary formulations of the aggregate demand function, not to mention the primitive assumption that aggregate supply responds at once to meet aggregate demand.

Thus, where $E$ is aggregate real expenditure, $Y$ is real income, $Y^p$ is permanent income and $Z$ is a "catch all" vector of other variables, an income determination system of the following general type is postulated.
\[ Y = E = K \left( \frac{M_{s-1}}{M_{d-1}}, Z_{-1} \right) y_{-1} \]  

A stochastic log. linear special case of this system, with lower case letters standing for logarithms, and \( y^p \) and \( y^t \) being the permanent and transitory components of the log of income is

\[ y = y^t + y^p = k + \alpha_1 (m_{s_{-1}} - m_{d_{-1}}) + \xi z_{-1} + y_{-1} + \eta \]  

This may be supplemented by the following demand for money function

\[ m_d = \alpha + \beta y^p + \gamma r + p \]  

(9)

To yield, as a reduced-form expression determining \( y^t \)

\[ y^t = \alpha_0 + \alpha_1 (m_{s_{-1}} - \beta y_{-1} - \gamma r_{-1} - p_{-1}) + \xi z_{-1} + \eta \]  

Here \( \alpha_0 \) contains all constants, included the permanent income growth rate \( (y^p - y_{-1}^p) \).

Also, the error term, which may be thought of as containing a stochastic element from the demand for money function, is postulated to take the form

\[ \eta = \rho \eta_{-1} + \epsilon \]  

(11)

It will be noted that the demand for money function (9) postulated here is perfectly conventional, but that the expression \( (m_s - m_d) \) in equation (8) represents an alternative hypothesis about short-run adjustment dynamics to the conventional one embodied in equation (2) on p. 11 above. As I have already noted, this hypothesis states that, if the arguments of the demand for money function do not take a set of values which make the private sector of the economy just willing to hold the quantity of money in circulation, the result will be a flow of expenditure and output that is positively related to the excess supply of money. In short it states that money which is "unanticipated," in the sense that prices, permanent income, and interest rates have not adjusted to its existence,
influences expenditure and output. Though this hypothesis is clearly related to
that embodied in Barro's recent work (1977, 1978), it is not the same, because
the latter rests upon a very special view of how expectations about the time
path of the money supply are formed and about how these expectations in turn
come to influence the price level, a view which is in no way an integral part
of the hypothesis under study here. I will return to this issue below.

In principle a wide variety of variables could be included in the vector
Z, but in fact the roles of only two such variables were explored, namely
transitory income, and the interest rate. The latter was used for obvious rea-
sons, and the former because, although the permanent income hypothesis tells us
that consumption is independent of that variable, it also tells us that expenditure,
including as it does outlays on durable goods, may not be. Two alternative ways
of measuring permanent income were used. First, a conventional error-learning
model was tried, and second, the variable was proxied by the time trend value
of real income. \(20\) The interest rate in the demand for money function was re-
represented successively by a short and a long nominal rate, and in some experi-
ments the parameter \(\gamma\) was set equal to zero. Given that in Section III of this
paper two interest rate variables were often included simultaneously in the long-
run demand for money function, the procedure used here needs further explanation.

Consider the possibility that interest rates do influence the demand
for money in the usual negative fashion but also exert a direct negative in-
fluence on aggregate demand: their overall effect on aggregate demand in an
expenditure equation such as (10) will be ambiguous. An increase in interest
rates will tend to reduce aggregate demand by way of its direct influence on
that variable, and tend to increase it by way of reducing the demand for
money. The only way to identify these two influences separately using
single equation techniques is to use two interest rate variables, one
assigned to the demand for money function, and one assigned to the expenditure function itself. It is natural to assign a nominal interest rate to the demand for money function and a real rate to a direct role in the aggregate demand relationship. In such a case we have two interest rates on the right-hand side of the expenditure equation to be estimated in any event, and to add a third introduces an unacceptable degree of multicollinearity into the relationship.

Furthermore, note that transitory income is positively correlated with the level of interest rates, and exerts, if anything, a positive influence on expenditure. Its presence in the expenditure equation therefore also creates difficulty in obtaining a well-determined relationship between the demand for money and the interest rate by the means being adopted here. None of these problems is ultimately insurmountable. In a complete macro model, "unanticipated" money would appear in other equations too, and appropriate estimation techniques would in principle enable the information contained in all of them simultaneously to be used to pin down the demand for money function. However they present genuine difficulties when single equation techniques are being used, and the above discussion adds further weight to the warning I have already given about the exploratory nature of the results under discussion here.

Table 6 contains the results generated for M2 when the trend value of real income was used as a permanent income proxy. Their salient characteristics are easily summarized. First of all, it does turn out to be possible to get reasonable parameter estimates for the demand for money function which are relatively insensitive to the precise formulation of the expenditure equation. Second, the real rate of interest turns out to exert a robust and well-determined negative influence on real expenditure and income. This result is important for two related reasons: it makes it difficult to interpret the results
presented here as simply reflecting the same forces captured by the conventional methods used in Part III of this paper, and it suggests that the role of the real rate of interest as it relates both to the demand for money and the level of expenditure is complex and would be worth investigation with more sophisticated econometric techniques than those used here. Third, the role of the nominal rate of interest in the demand for money function is not systematically well established by these results. The expenditure equation seems to have room either for the nominal interest rate in the demand for money function, or for lagged transitory income as a determinant of current expenditure, but not for both. The probable reasons for this, having to do with multicollinearity, have already been discussed, and once again the implication seems to be that the matter should be studied further with more powerful econometric techniques than those used here.

Finally, and most important, the notion that transitory fluctuations in income may be interpreted as resulting from expenditure flows set in motion by a discrepancy between the supply of money, and the long-run demand for money is sustained by the results presented in Table 6. Moreover, as the reader will see, the parameter relating the transitory component of the log. of income to "unanticipated" money, though well-determined, is relatively small. Darby (1972) and Carr and Darby (1978), using more conventional techniques to estimate demand for money functions, find the demand for money to be highly sensitive to the transitory component of the log. of income, indeed more sensitive than to its permanent component; Barro (1978) also finds it necessary to invoke a similar highly sensitive relationship in order to reconcile the parameter estimates that result from his attempts to explain output fluctuations as a response to his estimates of unanticipated changes in the money supply with those arising from his attempts to explain
the behavior of prices in a fashion consistent with his market-clearing-rational-expectations model. The results reported here suggest that a rather insensitive causal relationship running from money to transitory income might be being misinterpreted by these workers as a highly sensitive relationship running in the other direction. Again, the matter is clearly worth further investigation. 22

The results presented in Table 6 are encouraging, and it would be pleasant indeed to be able to report that when a more elaborate error-learning proxy for permanent income was used, they stand up strongly. Unfortunately they do not. To proxy permanent income in this way imposes non-linear constraints across the parameters of the expenditure equation with which we are dealing, and convergence problems plagued attempts to get well-determined parameter estimates of this formulation of the model. Where convergence was achieved, the relevant parameter estimates were reasonably consistent with those already discussed, and indeed suggest that to proxy permanent income by a trend is not a bad approximation, but it was not achieved in enough cases to enable such a judgement to be made with any confidence at all.

It would also be pleasant to report that the results contained in Table 6 are insensitive to the definition of money employed, but again they are not. Table 7 displays a sample of results achieved with M1, the "best" ones, be it said. Once again the influence of lagged transitory income and the real interest rate on expenditure are well-determined, as is usually the parameter relating expenditure to the lagged level of the real money supply. However it is only occasionally that sensible parameter estimates for the demand for money function itself can be found. One is forced to the conclusion that even if conventional models do misspecify the short-run dynamics of the market for M1, the unconventional one under consideration here is even more misspecified.
The hypothesis underlying the results just discussed is that, if the arguments of the long-run demand for money function are not such as to make the public willing to hold the quantity of money in circulation, then extra expenditure flows will be set in motion. Money that is in this sense "anticipated" by the arguments of the demand for money function will be held, and that which isn't will be spent, causing changes in output. The phrase "anticipated money" has had much play in the macroeconomic literature recently, but as I have already noted the meaning there attached to it has been rather more specialized than that just accorded it. In the work of Barro (1977, 1978) and Carr and Darby (1978), it refers to those changes in the quantity of money that have been both forecast by the private sector, and to which the general price level has then been adjusted. Though these authors agree with one another on what happens to money thus anticipated--it is willingly absorbed into cash balances--the relationship between their views on what happens as a consequence of unanticipated changes in the money stock is unclear. For Barro such changes cause output fluctuations and I have already pointed out that the results presented in Table 6 are somewhat in the spirit of his work, although inconsistent with the specific formulation of his rational-expectations-market-clearing model. On the other hand, Carr and Darby argue that unanticipated changes in the money stock are initially added to cash balances, result first in a deviation of actual cash holdings from their long-run desired level, and then lead, by a mechanism that they do not specify, to a slow adjustment of the price level and hence of real balances towards a long-run equilibrium value.

According to Carr and Darby, the conventional stock adjustment formulation of the demand for money function is misspecified to the extent that it ignores the shocks to actual holdings of real balances that result from unanticipated changes in the money supply. For them, the exogeneity of the money supply implies
that an extra variable, measuring unanticipated changes in the money supply, should be added to the right-hand side of the short-run demand for money function. Because they regard the adjustment that underlies their model as price level adjustment, rather than portfolio adjustment, they argue explicitly that lagged real balances, and not lagged nominal balances deflated by current prices, should be on the right-hand side of their equation. Although Carr and Darby note that their notion of "anticipated money" is formally the same as Barro's, they model it as the outcome of an autoregressive process determining the behavior of the money supply, rather than attempting, as does Barro, a structural explanation of that variable's behavior. They add the deviation of the actual money stock from such a series to the right-hand side of a quarterly demand for money function for the United States and show that this variable adds considerable explanatory power to that relationship, at least down to 1972.

A number of comments on this procedure are in order. First, the actual nominal money stock is, of course, a component of the dependent variable of their equation, and any measurement errors in it will also be present in their unanticipated money series. Second, the conventional demand for money equation explains real money holding as a function of prices, income, interest rates, and lagged real money. All of these four variables are highly autocorrelated, so that, even setting aside questions of measurement error, it is not too surprising to find that the fluctuations in money holdings that such an equation cannot explain are related to deviations from an autoregressive model fitted to money itself. In short, there must be some suspicion that Carr and Darby have come close to adding the error term itself as a regressor to the right-hand side of their equation. 23

The above remarks, of course, concern their econometric technique, not
the potential economic validity of their hypothesis. However that hypothesis is open to the comment that it is peculiar to postulate that prices adjust instantaneously to changes in the money stock which are expected to happen, but adjust only slowly to those which have already taken place; and to the criticism that the transmission mechanism underlying the latter adjustment is left unspecified. Nevertheless, it is surely worthwhile to experiment with the Carr-Darby hypothesis further, particularly to see if unanticipated changes in the money supply could be responsible for the post-1972 behavior of velocity.

It did not seem altogether appropriate to use Carr and Darby's unanticipated money series for further work, because the formula by which they generated it was derived explicitly in the context of a study of the demand for money; had it not fitted there, it would presumably not have been published; and in any event they publish their series only down to 1972. However, Barro too has published such a series (1978), conceptually similar to that of Carr and Darby, but developed in the context of a study of fluctuations in income and employment. It was therefore decided to test the explanatory power of Carr and Darby's hypothesis about the demand for money function using Barro's data. Barro's series is an annual one, and measures the deviation of the actual money stock from a year ahead forecast of that variable, unlike Carr and Darby's series which is underpinned by a quarter ahead forecast. Barro therefore attributes much more volatility to the unanticipated component of the money stock than do Carr and Darby, but his series nevertheless performs rather well in the demand for money function, as a glance at Table 8 will confirm.

The results reported there, based of course on annual data, are for M1 only, because Barro's series is for unanticipated M1, and are easily summarized. Even with two interest rates in the demand function, including a real rate,
the post sample forecast error for the conventional demand for money function is considerably larger than that which arises with quarterly data, but the addition of the Barro variable to the function--its coefficient is called $ϕ$--significantly improves the relationship's performance. It takes a significantly positive sign in all cases, and its coefficient does not vary when the sample period is extended beyond 1972 except when the real interest rate is missing from the equation. The post-1972 forecasting ability of the demand for money function is also considerably enhanced by the presence of the variable. Moreover, note that the relatively slow adjustment implicit in the coefficient of the lagged dependent variable presents no problem in the context of the Carr-Darby hypothesis. A sluggish portfolio adjustment might be implausible, but not a sluggish price level adjustment.

These results cannot be conclusive. Residual doubts must remain about how much more has been done here than explicitly to add a good proxy for the error term to the right-hand side of the demand for money function, and this is not to mention questions about the transmission mechanism that causes prices to respond to unanticipated money. Nevertheless they are highly suggestive. In particular, they show that of the three approaches to coping with exogeneity of the money supply which we have considered in this section of the paper, that of Carr and Darby is the only one that enables us to generate any sensible estimates of the parameters of a demand function for narrow money. They also show that this approach can contribute to the explanation of the apparent instability of that demand function after 1972. If the results presented in Table 8 are taken seriously, they suggest that the sudden monetary contraction that began then was unanticipated, and itself was responsible for a good deal of the subsequent unexplained rise in velocity.

Now none of the hypotheses tested here have generated definitive results,
and indeed it is not clear that those results are either entirely consistent with one another, with those presented in Section III, or with the analysis of Section IV. The next, and concluding, section of this paper will be devoted to discussing the issues involved here and to drawing some tentative conclusions about what we have and have not learned about the demand for money function from the work set out in this paper.

VI

The results that have been presented in this paper are by no means satisfactory in every respect. Many of the issues taken up require further work if there is to be any chance of resolving them. I will touch briefly on the possible nature of such work in a moment. However, a number of conclusions about the nature of the demand for money function can be drawn from the results in question and it is to these that I turn first of all.

Perhaps the most striking characteristic of the empirical work described above is the relative robustness of the demand for money function when a broad definition of money was employed. When dealing with what I have termed "orthodox" approaches to modeling the short-run dynamics of the money market it turned out to be easier to forecast M2 out of sample than M1; the parameter estimates of the long-run function seemed less sensitive to the precise choice of variables to be included; those parameters changed less with a change of time period; and as results not reported in detail showed, the parameters were much less prone to fluctuate when permanent income lags were substituted for adjustment lags in the conventional framework. Moreover, when less orthodox approaches to modeling the dynamics of the money market were employed, the contrast between M2 and M1 results was even more dramatic. The former variable still produced parameter estimates both for the long-run parameters of the function, and for the adjustment parameters of whatever dynamic adjustment was
postulated, that could be regarded as sensible a priori. The latter, except in the case of the Carr-Darby hypothesis, generated nonsense results.

One should not conclude from all this that there does not exist a stable long-run demand function for narrow money, because given the "right" choice of opportunity cost variables and the "right" dynamic specification of short-run behavior it is certainly possible to come very close to producing one. Nevertheless it is much easier to defend the choice of M2 than M1, because to do so does not require that a particular set of arguments for the long-run function and a particular specification of short-run adjustment dynamics also be defended. Thus, the work described in this paper certainly suggests that M2 is a more appropriate choice of monetary aggregate both for empirical analysis and perhaps policymaking as well. This conclusion might seem to need defending in the fact of a great deal of evidence (e.g., Feige (1964), Laidler (1966), Goldfeld (1973), Cagan and Schwartz (1975), Meyer and Neri (1975)), which indicates that time deposits are a distinct entity, the demand for which should be modeled separately. However I do not believe that this evidence is in fact inconsistent with the conclusions I have just drawn.

The key here lies in an argument put forward originally by Alvin Marty (1961) and taken up by Cagan and Schwartz, to the effect that, as the financial system has become more developed, M1 has become a more and more specialized aggregate which increasingly satisfies transactions motives for money holding; over time, more and more agents have found that asset motives, initially also satisfied by M1, could be satisfied by time deposits, and indeed by other liquid liabilities of both banks and non-bank intermediaries. If that is the case, then the battery of motives fulfilled by holding M2 may have remained more consistent over time than those underlying the demand for any particular specification of M1. If that were the case, then in time series analysis such
as we have been carrying out here, the demand function for M2 would indeed turn out to be more stable.

This conclusion by no means precludes the possibility that, over short periods, when little innovation is going on in the financial sector, a better approach to modeling the demand for M2 would be to follow Laidler (1966) and Goldfeld (1973), and to treat the demand for M1 and time deposits separately. Moreover if the factors causing shifts in the M1 function could be identified in advance and incorporated in the specification of the function to be fitted, then once again, the advantages of going straight to an aggregate demand for M2 function would be lost. However, if the pace at which the technology of the financial system is changing is erratic and difficult to forecast—and even in those tests with M1 that were relatively successful it was never possible completely to get away from the conclusion that the function has shifted since 1972—then as a practical matter it may be better to stick with a broader definition of money. After all, monetary policy is implemented over time, and unless the relationship which it seeks to exploit can be relied upon to remain stable over time it cannot be used successfully. Even if, as I suspect it might, the "missing money" of the post-1972 years turns out to have gone into newly invented assets that are to all intents and purposes perfect substitutes for demand deposits, so that in some sense the "true" demand for narrow money turns out not to have shifted at all, this will not help matters. Such a development needs to be forecast ex ante and not merely identified ex post if it is not to undermine the conduct of policy.

However, it needs stressing that the demand function shift in question is less dramatic than one might have inferred from earlier work. The apparently cumulative shift of the function portrayed by Goldfeld (1977) and Hamburger (1978) stems from their use of a dynamic out of sample forecast. The static
forecasts used here show that what occurred was more akin to a once and for all shift of the relationship than to a cumulative collapse. Moreover my work has confirmed Hamburger's conclusion that the particular form of the relationship used in the FMP model may well have been misspecified in the first place. A skeptic, however, would note that the real interest rate variable, that makes such a notable contribution to maintaining the function's performance after 1972 seems to have been of more marginal importance in the relationship before then. It is also worth noting that some of the problems involved here stem not from the specification of the demand for money function itself but rather from that of short-run adjustment dynamics. As a comparison of Table 1 with Table 8 will confirm, when adjustment is specified on a quarterly basis, the function forecasts beyond 1972 with considerably more accuracy than it does when an otherwise similar function is specified in annual terms.

Now it was precisely in order to get to closer grips with the question of how to specify alternative short-run money market dynamics that I briefly analysed the money supply process in Section IV of this paper and then went on to carry out the tests whose results were presented in Section V. The first thing to be said about those results in the current context is that, whatever else they do, they do not rescue the demand for M1 function from the suspicion of instability. Even the application of the Carr and Darby analysis to annual data still leaves some systematic forecast errors, although it does improve things a great deal. However, I would argue that the often unsatisfactory results presented in Section V indicate that further work is required rather than that the line of enquiry that they represent should be abandoned.

The arguments which underpin that line of enquiry amount to saying: first that the nature of the money supply process in the United States is such that causation runs primarily from money to the arguments of the demand
for money function rather than vice versa, with the effects in question being spread out over time; and second that this implies that conventional short-run demand for money adjustment lag dynamics are misspecified. I went on to try out three very simple alternative specifications of such dynamics, involving in turn the propositions that the burden of adjustment falls upon interest rates, expenditure, and prices. With M1, except in the last case, these tests produced poor results, but with M2 their outcome was much more promising: certainly promising enough to support the conclusion that such hypotheses are worth pursuing further.

First of all, some further and quite straightforward empirical work on the Carr-Darby hypothesis would be worthwhile. We already know that that hypothesis works well for quarterly data on M1 down to the end of 1972, and have shown here that it also gets support from a longer series of annual data for the same aggregate. The next step surely would be to extend that hypothesis' application to a broader money concept. Given the robustness displayed by M2 relationships in this study, and given that there does not seem to be much of a problem with the underlying long-run demand for money function when that aggregate is used, it would be surprising if the Carr-Darby model did not hold up well in the face of such extra testing. Such work would certainly add to our factual knowledge about the behavior of the demand for money function in recent United States history, but it would not contribute directly to the solution of what I believe is the major puzzle raised by the work presented in Section V. That requires further theoretical work before empirical evidence can be brought to bear on it.

I have argued, albeit briefly, in Section IV of this paper that, when it comes to modeling short-run dynamics, causation should be thought of as running predominantly from the nominal money supply to the arguments of the
demand for money function rather than vice versa, and also that this ob-
servation implies that the usual interpretation of the presence of a lagged
dependent variable in "short run" demand for money functions as reflecting
the presence of portfolio adjustment costs cannot be sustained. The presence
of such a variable needs an alternative explanation, and the one usually
offered, namely that it reflects slow adjustment of income expectations, is
not supported by the evidence I have presented, at least as the whole explana-
tion. Something else also seems to be going on in the data I have analysed,
and Carr and Darby (following Walters) suggest that the lagged real balances
variable is picking up sluggish adjustment of one of the arguments in the de-
mand for money function, the price level, to changes in the nominal money supply.
That in turn means that what is being estimated is not a Marshallian short-run
demand for money function but some peculiar mixture of a long-run demand for
money function and some sort of reduced-form equation for the price level.
Quite what sort of a mixture this might be cannot be said until the details of
the transmission mechanism running from money to prices are specified.

One possible mechanism would involve changes in the nominal money supply,
or rather "unanticipated" changes in that variable, influencing prices by way
of a chain of causation involving interest rates, aggregate demand and output;
but this line of reasoning suggests that some form of the Artis-Lewis model,
and of the expenditure equation which I have associated with Jonson's work, are
not so much alternatives to the Carr-Darby model as complements to it. Although
this conjecture raises an ultimately empirical question, it is obvious that its
logic needs to be carefully explored in the context of a complete macro model
before relevant empirical tests can be formulated properly. Closely related
to this issue is one concerning the relationship between Barro's work on the
influence of "unanticipated" money on output and employment and the results
reported above. I have already pointed to certain similarities between the
spirit of Barro's work and that which underlies much of Section V, but also
to some crucially different details. Thus, Barro has a very definite hypothesis
about what it is that predetermines the price level—it is expectations about
the value of the money supply—and he also requires the economy always to be
"on" its demand for money function. Neither of these hypotheses is present
in the work of Jonson, and indeed the second one is very explicitly denied by
him. To discriminate between these bodies of work by way of empirical tests
once more requires first of all that the logical properties of fully specified
macroeconomic models need to be analysed.

To sum up then, the single equation techniques used in this paper have
provided results that do more to clear the way for further work than to settle
issues in and of themselves. I have argued that questions about the short-run
dynamics of the supply and demand for money are fundamentally questions about
what is usually termed the "transmission mechanism" and hence require a complete
system rather than a single equation approach to investigate them further. In
particular, models of the type developed by Bergstrom and Wymer (1974), Jonson
(1976a), Jonson, Moses and Wymer (1976), Knight and Wymer (1979), etc., are
well worth modifying for application to United States data. Since such models
are not underpinned by rational expectations, and are based on the premise that
markets clear only slowly, the significance of developing them goes far beyond
the matter of getting better estimates of money market dynamics. They provide
an approach to macro-modeling that is an alternative to that implicit in the
rational-expectations-market-clearing tradition and hence open up the possibility
of some badly needed comparative testing of the implications of that tradition.
FOOTNOTES

1 As evidence of this proposition one need do no more than cite Franco Modigliani's Presidential Address to the American Economic Association, Modigliani (1977).

2 I have only recently surveyed much of this material in Laidler (1977). The treatment of recent developments in empirical work is much more detailed there than the treatment of theoretical work. For recent developments in monetary theory per se, Barro and Fischer (1976) provides an extremely useful source of information.

3 Moreover, the already cited paper by Feige (1967) was precisely designed to distinguish between these two interpretations of the presence of a lagged dependent variable in the demand for money function and came down firmly on the side of the permanent income interpretation, as of course does the more recent work of Spinelli (1978) and Khoury and Myhrman (1976).

4 See, for example, the work of Jonson (1976a) and Laidler and O'Shea (1978) on the UK, where a broad definition of money is used for just this reason.

5 For a critique of Klein's work see Carlson and Frew (1978).

6 I will return to this set of issues in much more detail below, see particularly pp. 38-39.

7 For the United States, see Entzler, Johnson and Paulus (1976), Goldfeld (1976). For the UK see Hacche (1974) and Artis and Lewis (1976). For Australia see Lewis (1978).

8 The interpretation of the dividend price ratio, to which I here refer as a "real" rate of interest, is controversial and complex, and as we shall
see this variable plays a key role in the work that follows. The issues involved here are too complex to be dealt with in a footnote and are taken up in Appendix B.

I am indebted to Michael Hamburger for straightening out my own earlier confusion about these matters.

See, for example, Cagan (1956). Note however that Frenkel (1977), who actually tests for the appropriate specification of the demand for money-interest rate relationship using some of Cagan's hyperinflation data, finds little to choose between the log, linear and Cagan's semi-log forms.

I am indebted to Benjamin Klein for some useful correspondence concerning these results and their interpretation.

Note that it is the demand function for broadly defined money rather than narrowly defined money that gives problems in the British case.

Both papers argue that transitory income is initially accumulated in the form of cash balances, and produce evidence to show that this effect can be supported by postwar United States data. However, though it may be reasonable to suppose that the individual agent might accumulate some of his transitory income in the form of cash balances, there seems to be a real problem with this hypothesis at the aggregate level, a problem that was not fully appreciated either by Laidler or Darby: can it be the case that transitory fluctuations in income in the aggregate occur independently of the behavior of the money supply? If they do not, how can a single equation technique that uses the money supply as a dependent variable correctly identify the influence of transitory income on the aggregate demand for money?

Brunner and Meltzer have given many accounts of their model of the money supply process over the years, and of its implications for macroeconomic
modeling. Among the most relevant articles are Meltzer (1958), Brunner and Meltzer (1964), (1972), (1975).

The above argument is abridged and impressionistic. The analysis underlying it is set out in more detail by Howitt and Laidler (1979) where it is applied to problems generated by the Bank of Canada's recent attempts to achieve money supply targets by way of interest rate manipulation. For a thorough statement of the case that conventional modeling of lags in the money market is appropriate, see White (1978).

Jonson has built models of the UK (see Jonson (1976a)) and of Australia (see Jonson, Moses and Wymer (1976), and Norton (1978)).

To treat the interest rate as the adjusting variable here does seem to be at odds with the argument of the preceding section that the interest rate itself is the instrument of monetary policy. This may well account for the poor performance of the Artis-Lewis model in the face of United States data particularly when a short interest rate was used. Nevertheless, given the success that they report in accounting for apparent instability in the UK demand for money function with such a model it seemed worthwhile to attempt to apply it to United States data.

Durbin-Watson statistics are biased in the presence of a lagged dependent variable and hence are not given in Table 5. Although those generated by our program were in the region 1.5 - 2.0, even a cursory inspection of the residuals of the regressions reported there suggests that serial correlation problems are probably greater than these statistics might indicate. Hence the results set out in Table 5 ought to be treated with caution.

Note that a disequilibrium real balance effect in no way hinges upon the assumption that money is net wealth. See Jonson (1976b). For an alternative
account of the basic mechanisms involved here see Laidler (1975, Ch. 1).

Laidler and O'Shea (1978) and Spinelli (1979) use this variable to proxy permanent income in their models of the UK and Italy.

Although what is possible in principle often turns out to be difficult indeed in practice. In (1976b), Jonson found it necessary to constrain the real income elasticity of demand for money to be equal to unity before he could obtain sensible results for the rest of his model. The income elasticity of demand for money is also one of the less robust parameters in the RBA 76 model.

The residual sum squares figures presented in Table 6 are for the log. of real income. Given that we assume that we "know" the money supply, they may be regarded as errors in explaining velocity and are in that sense comparable with the residual sum squares data given in Table 4. It is therefore not irrelevant that the residual sum squares of Table 6 are often smaller than those presented in Tables 1, 2, and 4, or that the out of sample prediction biases, whose signs have been adjusted to make them comparable with those presented in earlier tables, seem less important.

Also, a number of the expenditure equations set out in Table 6 were also fitted to annual data and often produced smaller residuals over the period 1955-76 than did Barro's (1978) more elaborate equation. Of course this comparison is merely suggestive, because we are here dealing with only a subset of the years to which Barro fitted his model, while the coefficients of our model, though remaining quantitatively the same when applied to annual data (except that of lagged transitory income), tended to lose statistical significance.

In fairness to Carr and Darby it should be noted that they also include transitory income as an argument in their demand for money function. However
I find it hard to accept their justification for doing so. They argue that their formulation follows from a model in which the demand for money depends upon wealth and in which transitory income is accumulated as cash balances. There seems to be an element of double-counting in this formulation. It is worth noting that Carr and Darby find that a log. linear approximation to Darby's (1972) function, which is not open to this criticism, is not robust.

24 The relative robustness of M2 demand functions in the United States is also noted by Boughton (1979) in a paper that became available only after this one was virtually completed.
APPENDIX A

Data

Real Income: GNP in constant 1972 dollars

M1: Data are averages of last month of the quarter and first month of next
quarter and are centered at the end of the quarter.

M2: As for M1.

R1: Rate of return on 3-month government securities, end of quarter.

R2: Yield on long-term US bonds, end of quarter.

R3: Dividend price ratio on common stock, end of quarter.

P: GNP deflator

Annual data are averages of the above except SEE which is Klein's measure
of short-run price unpredictability taken from Klein (1978), Table 1,
column headed SE, and DMR which is Barro's measure of unanticipated money
growth taken from Barro (1978), Table 1, column 3.
Throughout this paper, I refer to the dividend price ratio as a "real" rate of interest. Apparently there is some doubt about whether it measures such a rate rather than a nominal rate of return on a real asset. My reason for preferring the former interpretation is easily stated. The asset whose price forms the denominator of the rate of return in question is a real asset; variations in the purchasing power of money, *ceteris paribus*, are reflected in changes in its nominal value. Such variations are not reflected in dividend payments. The latter represent a current income stream--measured in current dollars to be sure--but include no compensation for changes in the purchasing power of money. If they did, such changes would cease to influence the price of stock and the latter would become a nominal rather than real asset. Thus dividends represent a yield, measured in units of current purchasing power, on stock, whose value is also measured in units of current purchasing power, before any adjustment for inflation; that is, a real rate of return. Changes in stock prices are reflected nowhere in the dividend price ratio, and hence it cannot be regarded as a nominal rate of return.

Readers of this paper who do not find this chain of reasoning convincing are warned that they will have to reinterpret my results in a number of places to make them consistent with their beliefs.

It should also be noted that Benjamin Friedman (1978) has pointed out that the major fluctuations in the dividend price ratio since 1972 have come, not in the stream of dividends, but in the value of stock. Hence he suggests that that variable, rather than measuring the opportunity cost of holding money on a relevant margin, in fact is acting as a proxy for wealth, a constraint variable, in the function. This argument is not entirely semantic, for Friedman shows that the demand for narrow money function does in fact perform a little
better when a wealth variable replaces the dividend price ratio. The uncommitted observer of the debate about the stability of the demand for money function will presumably conclude that the demand for narrow money did undergo a once and for all fall shortly after 1972 and that, statistically speaking, the event can be "explained" by a variable that also took a step change at about the same time. The durability of any such "explanation" of post-1972 events obviously requires testing against data which do not stem from those years. In this respect the relatively poor performance of the dividend price ratio prior to 1972, particularly when it stands by itself in the demand for money function, is disturbing, though I hasten to add that this is hardly conclusive evidence against its importance thereafter. I am content to leave further arguments about this matter to those who are more committed, either for or against this variable, than am I.
<table>
<thead>
<tr>
<th>Period</th>
<th>θα</th>
<th>θβ</th>
<th>θY₁</th>
<th>θY₂</th>
<th>θY₃</th>
<th>1 - θ</th>
<th>ρ</th>
<th>RSS</th>
<th>dw</th>
<th>e</th>
<th>n</th>
</tr>
</thead>
<tbody>
<tr>
<td>1953(1)</td>
<td>- .290</td>
<td>.055</td>
<td>-.014</td>
<td>--</td>
<td>--</td>
<td>.923</td>
<td>-.269</td>
<td>.0062</td>
<td>2.012</td>
<td>-.017</td>
<td>20</td>
</tr>
<tr>
<td>1972(4)</td>
<td>(5.375)</td>
<td>(5.067)</td>
<td>(4.551)</td>
<td>.713</td>
<td>-.184</td>
<td>(28.816)</td>
<td>(2.451)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1953(1)</td>
<td>- .148</td>
<td>.030</td>
<td>-.011</td>
<td>--</td>
<td>--</td>
<td>.949</td>
<td>-.036</td>
<td>.0097</td>
<td>1.975</td>
<td>--</td>
<td>--</td>
</tr>
<tr>
<td>1978(1)</td>
<td>(3.013)</td>
<td>(3.248)</td>
<td>(3.135)</td>
<td>.593</td>
<td>-.224</td>
<td>(29.615)</td>
<td>(.354)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1953(1)</td>
<td>- .331</td>
<td>.067</td>
<td>--</td>
<td>-.033</td>
<td>--</td>
<td>.916</td>
<td>-.183</td>
<td>.0070</td>
<td>1.968</td>
<td>-.013</td>
<td>20</td>
</tr>
<tr>
<td>1972(4)</td>
<td>(3.851)</td>
<td>(3.810)</td>
<td>(2.992)</td>
<td>.792</td>
<td>-.393</td>
<td>(24.651)</td>
<td>(1.634)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1953(1)</td>
<td>- .320</td>
<td>.067</td>
<td>--</td>
<td>-.043</td>
<td>--</td>
<td>.913</td>
<td>-.040</td>
<td>.0095</td>
<td>1.979</td>
<td>--</td>
<td>--</td>
</tr>
<tr>
<td>1978(1)</td>
<td>(3.693)</td>
<td>(3.950)</td>
<td>(3.597)</td>
<td>.769</td>
<td>-.488</td>
<td>(28.316)</td>
<td>(.395)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1953(1)</td>
<td>- .192</td>
<td>.006</td>
<td>--</td>
<td>--</td>
<td>-.018</td>
<td>.984</td>
<td>-.160</td>
<td>.0075</td>
<td>1.968</td>
<td>-.002</td>
<td>12</td>
</tr>
<tr>
<td>1972(4)</td>
<td>(.028)</td>
<td>(.451)</td>
<td>(1.805)</td>
<td>.366</td>
<td>-1.551</td>
<td>(22.997)</td>
<td>(1.423)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1953(1)</td>
<td>- .051</td>
<td>.013</td>
<td>--</td>
<td>--</td>
<td>-.019</td>
<td>.931</td>
<td>-.031</td>
<td>.0095</td>
<td>1.988</td>
<td>--</td>
<td>--</td>
</tr>
<tr>
<td>1978(1)</td>
<td>(.164)</td>
<td>(1.819)</td>
<td>(3.496)</td>
<td>.184</td>
<td>-.279</td>
<td>(29.405)</td>
<td>(.314)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Estimation Method OLS with Cochrane-Orcutt Adjustment. Numbers in parentheses are t-statistics, numbers below the t-statistics are implicit long-run elasticities.
\begin{table}
\centering
\caption{Quarterly Demand for Money Functions, Dependent Variable M1}

\begin{tabular}{cccccccccccc}
\hline
Period & $\theta_a$ & $\theta_b$ & $\theta_{y_1}$ & $\theta_{y_2}$ & $\theta_{y_3}$ & $1 - \theta$ & $\rho$ & RSS & $dw$ & e & n \\
\hline
1953(1) & -0.351 & 0.067 & -0.012 & -0.013 & -- & 0.915 & -0.278 & 0.0062 & 2.021 & -0.017 & 20 \\
1972(4) & (4.616) & (4.382) & (3.312) & (1.137) & -- & (28.108) & (2.535) & & & & \\
 & 0.800 & -1.143 & -1.315 & & & & & & & & \\
1953(1) & -0.307 & 0.062 & -0.006 & -0.031 & -- & 0.928 & -0.071 & 0.0092 & 1.969 & -- & -- \\
1978(1) & (3.666) & (3.728) & (1.568) & (2.292) & -- & (28.948) & (1.709) & & & & \\
 & 0.865 & -0.089 & -0.434 & & & & & & & & \\
1953(1) & -0.184 & 0.038 & -0.014 & -- & -0.019 & 0.966 & -0.331 & 0.058 & 2.081 & -0.008 & 18 \\
1972(4) & (2.767) & (3.052) & (4.863) & -- & (2.377) & (28.297) & (3.075) & & & & \\
 & 1.092 & -0.411 & & & & & & & & & \\
1953(1) & -0.154 & 0.035 & -0.015 & -- & -0.024 & 0.956 & -0.252 & 0.0075 & 2.002 & -- & -- \\
1978(1) & (4.209) & (5.089) & (5.495) & -- & (5.730) & (40.663) & (2.587) & & & & \\
 & 1.080 & -0.355 & & & & & & & & & \\
1953(1) & -0.232 & 0.050 & -- & -0.030 & -0.015 & 0.951 & -0.219 & 0.068 & 1.988 & -0.006 & 16 \\
1972(4) & (2.232) & (2.505) & (2.826) & (1.572) & (22.942) & (1.976) & & & & & \\
 & 1.023 & -0.627 & -0.300 & & & & & & & & \\
1953(1) & -0.270 & 0.062 & -- & -0.032 & -0.018 & 0.915 & -0.142 & 0.0083 & 1.973 & -- & -- \\
1978(1) & (3.552) & (4.203) & (3.779) & (3.671) & (32.908) & (1.419) & & & & & \\
 & 0.728 & -0.458 & -0.207 & & & & & & & & \\
\hline
\end{tabular}

Estimation Method OLS with Cochrane-Orcutt Adjustment. Numbers in parentheses are t-statistics, numbers below the t-statistics are implicit long-run elasticities.
### TABLE 3

**Demand for Money Functions, Annual Data, Dependent Variable M1**

<table>
<thead>
<tr>
<th>Period</th>
<th>$\theta_a$</th>
<th>$\theta_\beta$</th>
<th>$\theta_\gamma$</th>
<th>$(1-\theta)$</th>
<th>$\theta_\pi$</th>
<th>$\rho$</th>
<th>RSS</th>
<th>$dw$</th>
<th>$e$</th>
<th>n</th>
</tr>
</thead>
<tbody>
<tr>
<td>1953-72</td>
<td>-1.664 (.1839)</td>
<td>.341 (.957)</td>
<td>-.007 (.305)</td>
<td>.418 (2.041)</td>
<td>.038 (1.076)</td>
<td>-.372 (1.654)</td>
<td>.0052</td>
<td>2.279</td>
<td>-.118</td>
<td>4</td>
</tr>
<tr>
<td>(r1)</td>
<td>.587</td>
<td>-.012</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1953-76</td>
<td>.114 (.450)</td>
<td>.011 (.215)</td>
<td>.002 (.064)</td>
<td>.578 (3.403)</td>
<td>-.035 (3.257)</td>
<td>-.311 (1.501)</td>
<td>.0101</td>
<td>2.194</td>
<td>--</td>
<td>--</td>
</tr>
<tr>
<td>(r1)</td>
<td>.025</td>
<td>-.004</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1953-72</td>
<td>-2.429 (2.068)</td>
<td>.482 (2.147)</td>
<td>-.074 (1.298)</td>
<td>.420 (2.235)</td>
<td>.058 (1.443)</td>
<td>-.516 (2.485)</td>
<td>.0047</td>
<td>2.442</td>
<td>-.154</td>
<td>4</td>
</tr>
<tr>
<td>(r2)</td>
<td>.832</td>
<td>-.128</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1953-76</td>
<td>.101 (.225)</td>
<td>.012 (.141)</td>
<td>-.001 (.021)</td>
<td>.487 (3.898)</td>
<td>-.035 (3.070)</td>
<td>-.319 (1.540)</td>
<td>.0101</td>
<td>2.196</td>
<td>--</td>
<td>--</td>
</tr>
<tr>
<td>(r2)</td>
<td>.029</td>
<td>-.003</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1953-72</td>
<td>-.575 (.568)</td>
<td>.138 (.710)</td>
<td>-.070 (1.157)</td>
<td>.729 (2.553)</td>
<td>.012 (1.337)</td>
<td>-.481 (2.263)</td>
<td>.0048</td>
<td>2.163</td>
<td>-.053</td>
<td>4</td>
</tr>
<tr>
<td>(r3)</td>
<td>.509</td>
<td>-.259</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1953-76</td>
<td>.048 (.296)</td>
<td>.031 (.862)</td>
<td>-.126 (3.387)</td>
<td>.858 (6.728)</td>
<td>-.003 (1.278)</td>
<td>-.417 (2.104)</td>
<td>.0059</td>
<td>2.004</td>
<td>--</td>
<td>--</td>
</tr>
<tr>
<td>(r3)</td>
<td>.216</td>
<td>-.887</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Method of Estimation OLS with Cochrane-Orcutt Adjustment. The parameter $\pi$ is attached to Klein's price unpredictability variable. Numbers in parentheses are t-statistics, numbers below t-statistics are implicit long-run elasticities.
<table>
<thead>
<tr>
<th>Period</th>
<th>$\theta_\alpha$</th>
<th>$\theta_\beta$</th>
<th>$\theta_\gamma_1$</th>
<th>$\theta_\gamma_2$</th>
<th>$\theta_\gamma_3$</th>
<th>$1 - \theta$</th>
<th>$\rho$</th>
<th>RSS</th>
<th>dw</th>
<th>e</th>
<th>n</th>
</tr>
</thead>
<tbody>
<tr>
<td>1953(1) -</td>
<td>-1.161</td>
<td>.210</td>
<td>-.027</td>
<td>--</td>
<td>--</td>
<td>.834</td>
<td>-.182</td>
<td>.0064</td>
<td>1.998</td>
<td>-.009</td>
<td>18</td>
</tr>
<tr>
<td>1972(4)</td>
<td>(6.031)</td>
<td>(5.888)</td>
<td>(6.966)</td>
<td>1.262</td>
<td>-.162</td>
<td>(23.381)</td>
<td>(1.623)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1953(1) -</td>
<td>-1.212</td>
<td>.222</td>
<td>-.025</td>
<td>--</td>
<td>--</td>
<td>.805</td>
<td>-.043</td>
<td>.0082</td>
<td>1.970</td>
<td>--</td>
<td>--</td>
</tr>
<tr>
<td>1953(1) -</td>
<td>-.847</td>
<td>.157</td>
<td>--</td>
<td>-.046</td>
<td>--</td>
<td>.895</td>
<td>.030</td>
<td>.0088</td>
<td>2.004</td>
<td>-.004</td>
<td>15</td>
</tr>
<tr>
<td>1978(4)</td>
<td>(3.223)</td>
<td>(3.177)</td>
<td>(3.001)</td>
<td>1.495</td>
<td>-.438</td>
<td>(19.550)</td>
<td>(.268)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1953(1) -</td>
<td>-1.078</td>
<td>.201</td>
<td>--</td>
<td>-.053</td>
<td>--</td>
<td>.850</td>
<td>.100</td>
<td>.0101</td>
<td>2.023</td>
<td>--</td>
<td>--</td>
</tr>
<tr>
<td>1953(1) -</td>
<td>-.239</td>
<td>.047</td>
<td>--</td>
<td>--</td>
<td>-.011</td>
<td>.955</td>
<td>.079</td>
<td>.0098</td>
<td>2.021</td>
<td>-.003</td>
<td>14</td>
</tr>
<tr>
<td>1972(4)</td>
<td>(.929)</td>
<td>(1.020)</td>
<td>(.832)</td>
<td>1.041</td>
<td>-.243</td>
<td>(18.971)</td>
<td>(.695)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1953(1) -</td>
<td>-.455</td>
<td>.098</td>
<td>--</td>
<td>--</td>
<td>-.012</td>
<td>.904</td>
<td>.174</td>
<td>.0112</td>
<td>2.063</td>
<td>--</td>
<td>--</td>
</tr>
<tr>
<td>1978(1)</td>
<td>(1.933)</td>
<td>(2.052)</td>
<td>(1.576)</td>
<td>.931</td>
<td>(1.754)</td>
<td>(18.7)</td>
<td>(.129)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Estimation Method OLS with Cochrane-Orcutt Adjustment. Numbers in parentheses are t-statistics, numbers below the t-statistics are implicit long-run elasticities.
### TABLE 4b

**Quarterly Demand for Money Functions, Dependent Variable M2**

<table>
<thead>
<tr>
<th>Period</th>
<th>$\theta_\alpha$</th>
<th>$\theta_\beta$</th>
<th>$\theta_{Y_1}$</th>
<th>$\theta_{Y_2}$</th>
<th>$\theta_{Y_3}$</th>
<th>$1 - \theta$</th>
<th>$\rho$</th>
<th>RSS</th>
<th>dw</th>
<th>e</th>
<th>n</th>
</tr>
</thead>
<tbody>
<tr>
<td>1953(1)</td>
<td>-1.232</td>
<td>.223</td>
<td>-.025</td>
<td>-.012</td>
<td>--</td>
<td>.830</td>
<td>-.191</td>
<td>.0063</td>
<td>2.002</td>
<td>-.009</td>
<td>18</td>
</tr>
<tr>
<td>1972(4)</td>
<td>(6.018)</td>
<td>(5.873)</td>
<td>(5.825)</td>
<td>(1.009)</td>
<td>(23.274)</td>
<td>(1.707)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>1.314</td>
<td>-.147</td>
<td>-.072</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1953(1)</td>
<td>-1.329</td>
<td>.244</td>
<td>-.021</td>
<td>-.024</td>
<td>--</td>
<td>.805</td>
<td>.084</td>
<td>.0078</td>
<td>1.974</td>
<td>--</td>
<td>--</td>
</tr>
<tr>
<td>1978(1)</td>
<td>(7.090)</td>
<td>(7.033)</td>
<td>(5.530)</td>
<td>(2.020)</td>
<td>(24.721)</td>
<td>(.834)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>1.252</td>
<td>-.109</td>
<td>-.121</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1953(1)</td>
<td>-1.105</td>
<td>.201</td>
<td>-.027</td>
<td>--</td>
<td>-.004</td>
<td>.842</td>
<td>-.187</td>
<td>.0063</td>
<td>2.007</td>
<td>-.008</td>
<td>18</td>
</tr>
<tr>
<td></td>
<td>1.267</td>
<td>-.168</td>
<td>-.025</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1953(1)</td>
<td>.955</td>
<td>.178</td>
<td>-.025</td>
<td>--</td>
<td>-.017</td>
<td>.855</td>
<td>-.164</td>
<td>.0073</td>
<td>202</td>
<td>--</td>
<td>--</td>
</tr>
<tr>
<td></td>
<td>1.230</td>
<td>-.174</td>
<td>-.115</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1953(1)</td>
<td>-.750</td>
<td>.141</td>
<td>--</td>
<td>-.044</td>
<td>-.007</td>
<td>.908</td>
<td>.019</td>
<td>.0088</td>
<td>2.003</td>
<td>-.002</td>
<td>12</td>
</tr>
<tr>
<td>1972(4)</td>
<td>(2.471)</td>
<td>(2.557)</td>
<td>(2.900)</td>
<td>(.552)</td>
<td>(18.301)</td>
<td>(.164)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>1.536</td>
<td>-.485</td>
<td>-.073</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1953(1)</td>
<td>-.931</td>
<td>.175</td>
<td>--</td>
<td>-.049</td>
<td>-.007</td>
<td>.874</td>
<td>.075</td>
<td>.0100</td>
<td>2.020</td>
<td>--</td>
<td>--</td>
</tr>
<tr>
<td>1978(1)</td>
<td>(3.568)</td>
<td>(3.660)</td>
<td>(3.540)</td>
<td>(1.029)</td>
<td>(19.773)</td>
<td>(.741)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>1.388</td>
<td>-.392</td>
<td>-.057</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Estimation Method OLS with Cochrane-Orcutt Adjustment. Numbers in parentheses are t-statistics, numbers below the t-statistics are implicit long-run elasticities.
<table>
<thead>
<tr>
<th>Period</th>
<th>( \alpha )</th>
<th>( \beta )</th>
<th>( \gamma_1 )</th>
<th>( \gamma_2 )</th>
<th>( \gamma_3 )</th>
<th>( \mu )</th>
<th>( \lambda )</th>
<th>RSS</th>
<th>n</th>
</tr>
</thead>
<tbody>
<tr>
<td>1953(1) - 1972(4)</td>
<td>-5.640 (1.099)</td>
<td>1.025 (1.235)</td>
<td>-0.391 (0.992)</td>
<td>--</td>
<td>--</td>
<td>0.562 (0.734)</td>
<td>0.562 (0.691)</td>
<td>2.719</td>
<td>15</td>
</tr>
<tr>
<td>1953(1) - 1978(1)</td>
<td>-71.992 (0.076)</td>
<td>11.890 (0.077)</td>
<td>-6.225 (0.076)</td>
<td>--</td>
<td>--</td>
<td>0.502 (0.056)</td>
<td>0.503 (0.056)</td>
<td>2.992</td>
<td>--</td>
</tr>
<tr>
<td>1953(1) - 1972(4)</td>
<td>-10.770 (0.676)</td>
<td>2.051 (0.710)</td>
<td>--</td>
<td>-1.532 (0.635)</td>
<td>--</td>
<td>0.688 (3.817)</td>
<td>0.248 (1.969)</td>
<td>.128</td>
<td>9</td>
</tr>
<tr>
<td>1953(1) - 1978(1)</td>
<td>-28.475 (0.311)</td>
<td>5.243 (0.318)</td>
<td>--</td>
<td>--</td>
<td>-4.114 (0.308)</td>
<td>0.761 (5.189)</td>
<td>0.234</td>
<td>.159</td>
<td>57</td>
</tr>
<tr>
<td>1953(1) - 1972(4)</td>
<td>0.643 (+11) (0.278)</td>
<td>-0.605 (+10) (0.278)</td>
<td>--</td>
<td>--</td>
<td>-0.194 (+11) (0.278)</td>
<td>1.008 (6.708)</td>
<td>0.196</td>
<td>.379</td>
<td>5</td>
</tr>
<tr>
<td>1953(1) - 1978(1)</td>
<td>-.111 (+22) (0.000)</td>
<td>0.996 (+20) (17.821)</td>
<td>--</td>
<td>--</td>
<td>0.337 (+21) (0.000)</td>
<td>1.043 (9.098)</td>
<td>0.080</td>
<td>.830</td>
<td>--</td>
</tr>
</tbody>
</table>

Method of Estimation, OLS with Nonlinear Constraints Imposed Upon Parameters. Numbers in parentheses are asymptotic t-statistics.
### TABLE 5b

**Test of the Artis and Lewis Method of Estimating the Demand for Money Function, M2**

<table>
<thead>
<tr>
<th>Period</th>
<th>(\alpha)</th>
<th>(\beta)</th>
<th>(\gamma_1)</th>
<th>(\gamma_2)</th>
<th>(\gamma_3)</th>
<th>(\lambda)</th>
<th>(\mu)</th>
<th>RSS</th>
<th>n</th>
</tr>
</thead>
<tbody>
<tr>
<td>1953(1)</td>
<td>-6.653</td>
<td>1.209</td>
<td>-0.162</td>
<td>--</td>
<td>--</td>
<td>0.606</td>
<td>0.788</td>
<td>2.352</td>
<td>12</td>
</tr>
<tr>
<td></td>
<td>(12.759)</td>
<td>(14.504)</td>
<td>(4.509)</td>
<td></td>
<td></td>
<td>(2.762)</td>
<td>(2.765)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1972(4)</td>
<td>-6.689</td>
<td>1.217</td>
<td>-0.176</td>
<td>--</td>
<td>--</td>
<td>0.553</td>
<td>0.709</td>
<td>2.697</td>
<td>--</td>
</tr>
<tr>
<td></td>
<td>(12.037)</td>
<td>(13.528)</td>
<td>(3.825)</td>
<td></td>
<td></td>
<td>(2.639)</td>
<td>(2.697)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1978(1)</td>
<td>-10.448</td>
<td>1.937</td>
<td>--</td>
<td>-0.892</td>
<td>--</td>
<td>0.716</td>
<td>-0.265</td>
<td>.126</td>
<td>8</td>
</tr>
<tr>
<td></td>
<td>(2.434)</td>
<td>(2.499)</td>
<td></td>
<td>(1.386)</td>
<td></td>
<td>(4.186)</td>
<td>(2.294)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1953(1)</td>
<td>-12.275</td>
<td>2.257</td>
<td>--</td>
<td>-1.110</td>
<td>--</td>
<td>0.776</td>
<td>0.253</td>
<td>.158</td>
<td>--</td>
</tr>
<tr>
<td></td>
<td>(1.944)</td>
<td>(1.984)</td>
<td></td>
<td>(1.202)</td>
<td></td>
<td>(5.447)</td>
<td>(2.807)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1978(1)</td>
<td>-4.092</td>
<td>0.834</td>
<td>--</td>
<td>--</td>
<td>0.184</td>
<td>1.107</td>
<td>0.099</td>
<td>.363</td>
<td>5</td>
</tr>
<tr>
<td></td>
<td>(4.194)</td>
<td>(7.550)</td>
<td></td>
<td></td>
<td>(0.813)</td>
<td>(8.163)</td>
<td>(1.209)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1953(1)</td>
<td>-5.543</td>
<td>1.051</td>
<td>--</td>
<td>--</td>
<td>-0.197</td>
<td>1.094</td>
<td>0.073</td>
<td>.772</td>
<td>--</td>
</tr>
<tr>
<td></td>
<td>(6.255)</td>
<td>(6.580)</td>
<td></td>
<td></td>
<td>(0.697)</td>
<td>(9.622)</td>
<td>(1.239)</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

**Method of Estimation, OLS with Nonlinear Constraints Imposed Upon Parameters.**
**Numbers in parthentheses are asymptotic t-statistics.**
### TABLE 6

Estimates of the Various Expenditure Functions of the Form

\[ y^c = \alpha_0 + \alpha_1 (m_{s-1} - p_{-1}) - \alpha_{12} b_{-1} + \alpha_1 y_{r-1} + \xi_1 r_{-1} + \xi_2 y_{t-1} \]

| Period | Period | \( \alpha_0 \) | \( \alpha_1 \) | \( -\alpha_{12} \) | \( -\alpha_1 \) | \( \xi_1 \) | \( \xi_2 \) | \( \rho \) | RSS | dw | e | n 
|--------|--------|----------------|----------------|----------------|----------------|--------|--------|--------|-----|----|---|-----|
| \( r_1 \) | 1953(1) | .724 | .241 | -.156 | .015 | -- | -- | .871 | .0057 | 1.637 | .008 | 4 
| | 1972(4) | (1.284) | (2.604) | (1.591) | (2.989) | .647 | -.062 | (15.533) | | | | |
| | 1953(1) | 1.740 | .339 | -.328 | .014 | -- | -- | .906 | .0085 | 1.660 | | | |
| | 1978(1) | (3.338) | (4.003) | (3.595) | (2.848) | .968 | .041 | (21.190) | | | | |
| \( r_2 \) | 1953(1) | .767 | .201 | -.170 | .079 | -- | -- | .918 | .0056 | 1.504 | .007 | 5 
| | 1972(4) | (1.086) | (2.296) | (1.427) | (3.363) | .846 | -.393 | (20.270) | | | | |
| | 1953(1) | 2.003 | .323 | -.374 | .067 | -- | -- | .926 | .0084 | 1.575 | | | |
| | 1978(1) | (3.370) | (3.802) | (3.690) | (2.929) | 1.158 | -.207 | (24.202) | | | | |
| \( r_1 \) | 1953(1) | .488 | .182 | -.103 | .014 | -.036 | -- | .882 | .0054 | 1.701 | .006 | 5 
<p>| | 1972(4) | (.846) | (2.061) | (1.027) | (2.966) | .566 | -.077 | (16.419) | | | | |
| | 1953(1) | 1.493 | .298 | -.276 | .015 | -.035 | -- | .881 | .0077 | 1.758 | | | |
| | 1978(1) | (3.151) | (3.632) | (3.251) | (3.033) | (3.013) | .926 | -.050 | (18.481) | | | | |</p>
<table>
<thead>
<tr>
<th>Period</th>
<th>$\alpha_0$</th>
<th>$\alpha_1$</th>
<th>$-\alpha_1^{\beta}$</th>
<th>$-\alpha_1^{\gamma}$</th>
<th>$\xi_1$</th>
<th>$\xi_2$</th>
<th>$\rho$</th>
<th>RSS</th>
<th>$d_w$</th>
<th>$e$</th>
<th>$n$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$r_2$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1953(1)</td>
<td>.438 (.609)</td>
<td>.135 (1.506)</td>
<td>-.102 (.839)</td>
<td>.080 (3.521)</td>
<td>-.040 --</td>
<td>.923</td>
<td>.0052</td>
<td>1.569</td>
<td>.006</td>
<td>5</td>
<td></td>
</tr>
<tr>
<td>1972(4)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>.756</td>
<td>-.593</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1953(1)</td>
<td>1.681 (3.128)</td>
<td>.263 (3.206)</td>
<td>-.311 (3.321)</td>
<td>.081 (3.695)</td>
<td>-.041 --</td>
<td>.915</td>
<td>.0074</td>
<td>1.676</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1978(1)</td>
<td>1.183</td>
<td>-.308</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$r_1$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1953(1)</td>
<td>.702 (.696)</td>
<td>.129 (2.796)</td>
<td>-.119 (2.521)</td>
<td>-.003 (1.589)</td>
<td>-.049 .818</td>
<td>.136</td>
<td>.0038</td>
<td>1.982</td>
<td>-.004</td>
<td>13</td>
<td></td>
</tr>
<tr>
<td>1972(4)</td>
<td>.922</td>
<td>.000</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1953(1)</td>
<td>.436 (2.004)</td>
<td>.116 (2.380)</td>
<td>-.094 (1.905)</td>
<td>-.005 (1.161)</td>
<td>-.039 .762</td>
<td>.334</td>
<td>.0057</td>
<td>2.016</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1978(1)</td>
<td>.810</td>
<td>.000</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$r_2$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1953(1)</td>
<td>.647 (.658)</td>
<td>.132 (3.663)</td>
<td>-.110 (2.522)</td>
<td>-.012 (.967)</td>
<td>-.047 .800</td>
<td>.121</td>
<td>.0038</td>
<td>1.978</td>
<td>-.003</td>
<td>12</td>
<td></td>
</tr>
<tr>
<td>1972(4)</td>
<td>.833</td>
<td>.009</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1953(1)</td>
<td>.594 (2.188)</td>
<td>.135 (3.057)</td>
<td>-.104 (2.079)</td>
<td>-.013 (.839)</td>
<td>-.393 .720</td>
<td>.339</td>
<td>.0058</td>
<td>2.007</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1978(1)</td>
<td>.770</td>
<td>.090</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Period</td>
<td>$a_0$</td>
<td>$a_1$</td>
<td>$-a_1 \beta$</td>
<td>$-a_1 \gamma$</td>
<td>$\xi_1$</td>
<td>$\xi_2$</td>
<td>$\rho$</td>
<td>RSS</td>
<td>$dw$</td>
<td>$e$</td>
<td>$n$</td>
</tr>
<tr>
<td>----------</td>
<td>--------</td>
<td>--------</td>
<td>--------------</td>
<td>---------------</td>
<td>----------</td>
<td>----------</td>
<td>--------</td>
<td>--------</td>
<td>-------</td>
<td>------</td>
<td>------</td>
</tr>
<tr>
<td>1953(1) -</td>
<td>.820</td>
<td>.149</td>
<td>-.141</td>
<td>--</td>
<td>-.049</td>
<td>.783</td>
<td>.154</td>
<td>.0038</td>
<td>1.983</td>
<td>-.004</td>
<td>12</td>
</tr>
<tr>
<td>1953(1) -</td>
<td>.769</td>
<td>.153</td>
<td>-.136</td>
<td>--</td>
<td>-.040</td>
<td>.691</td>
<td>.392</td>
<td>.0058</td>
<td>2.039</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1978(1)</td>
<td>(3.701)</td>
<td>(3.591)</td>
<td>(3.526)</td>
<td>(5.742)</td>
<td>(12.043)</td>
<td>(4.224)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Method of Estimation OLS with Cochrane-Orcutt Adjustment. Numbers in parentheses are t-statistics, numbers below t-statistics are implicit long-run demand for money elasticities.
**TABLE 7**

**Estimates of Various Expenditure Functions of the Form**

\[ y^t = \alpha_0 + \alpha_1(m_{t-1} - p_{t-1}) - \alpha_1 \gamma_{t-1}^p + \alpha_1 \gamma_{t-1} + \xi_1 r_{t-1} + \xi_2 y_{t-1} \]

**Money Definition M1**

<table>
<thead>
<tr>
<th>Period</th>
<th>( \alpha_0 )</th>
<th>( \alpha_1 )</th>
<th>( -\alpha_1 \beta )</th>
<th>( -\alpha_1 \gamma )</th>
<th>( \xi_1 )</th>
<th>( \xi_2 )</th>
<th>( \rho )</th>
<th>RSS</th>
<th>( dw )</th>
<th>e</th>
<th>n</th>
</tr>
</thead>
<tbody>
<tr>
<td>1953(1)</td>
<td>-.471</td>
<td>.137</td>
<td>-.057</td>
<td>.013</td>
<td>-.039</td>
<td>--</td>
<td>.900</td>
<td>.0055</td>
<td>1.634</td>
<td>.006</td>
<td>5</td>
</tr>
<tr>
<td>1972(4)</td>
<td>(1.247)</td>
<td>(1.325)</td>
<td>(.945)</td>
<td>(2.658)</td>
<td>(2.184)</td>
<td>(.416)</td>
<td>-.095</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1978(1)</td>
<td>.064</td>
<td>.293</td>
<td>-.041</td>
<td>.012</td>
<td>-.034</td>
<td>--</td>
<td>.892</td>
<td>.0079</td>
<td>1.712</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(.257)</td>
<td>(3.279)</td>
<td>(1.034)</td>
<td>(2.440)</td>
<td>(2.974)</td>
<td>(.140)</td>
<td>-.041</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1953(1)</td>
<td>-.314</td>
<td>.096</td>
<td>.024</td>
<td>.076</td>
<td>-.042</td>
<td>--</td>
<td>.928</td>
<td>.0052</td>
<td>1.503</td>
<td>.006</td>
<td>5</td>
</tr>
<tr>
<td>1972(4)</td>
<td>(.599)</td>
<td>(.931)</td>
<td>(.299)</td>
<td>(3.337)</td>
<td>(2.419)</td>
<td>-.250</td>
<td>-.792</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1978(1)</td>
<td>.368</td>
<td>.261</td>
<td>-.095</td>
<td>.073</td>
<td>-.041</td>
<td>--</td>
<td>.919</td>
<td>.0075</td>
<td>1.631</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(1.053)</td>
<td>(2.927)</td>
<td>(1.745)</td>
<td>(3.269)</td>
<td>(3.508)</td>
<td>(.364)</td>
<td>-.280</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1953(1)</td>
<td>.180</td>
<td>.145</td>
<td>-.036</td>
<td>--</td>
<td>-.045</td>
<td>.820</td>
<td>.243</td>
<td>.0043</td>
<td>2.000</td>
<td>-.005</td>
<td>13</td>
</tr>
<tr>
<td>1972(4)</td>
<td>(2.446)</td>
<td>(2.834)</td>
<td>(2.678)</td>
<td>(4.528)</td>
<td>(14.544)</td>
<td>(2.196)</td>
<td>.248</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1978(1)</td>
<td>.067</td>
<td>.113</td>
<td>-.017</td>
<td>--</td>
<td>-.037</td>
<td>.701</td>
<td>.417</td>
<td>.0063</td>
<td>2.098</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(1.275)</td>
<td>(1.812)</td>
<td>(1.329)</td>
<td>(4.531)</td>
<td>(9.981)</td>
<td>(5.985)</td>
<td>.150</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Method of Estimation OLS with Cochrane-Orcutt Adjustment. Numbers in parentheses are t-statistics, numbers below t-statistics are implicit long-run demand for money elasticities.
### TABLE 8

**Annual Demand for Money Functions, Dependent Variable M1**

<table>
<thead>
<tr>
<th>Period</th>
<th>$\theta_{a_1}$</th>
<th>$\theta_{y_1}$</th>
<th>$\theta_{y_2}$</th>
<th>$\theta_{y_3}$</th>
<th>$1 - \theta$</th>
<th>$\phi$</th>
<th>$\rho$</th>
<th>RSS</th>
<th>$\hat{\phi}$</th>
<th>$e$</th>
<th>$n$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1953 -</td>
<td>-.776</td>
<td>.166</td>
<td>.001</td>
<td>- .025</td>
<td>--</td>
<td>.623</td>
<td>--</td>
<td>- .576</td>
<td>.0055</td>
<td>2.334</td>
<td>-.068 4</td>
</tr>
<tr>
<td>1972</td>
<td>(2.736)</td>
<td>(3.094)</td>
<td>(.036)</td>
<td>(.507)</td>
<td>(4.398)</td>
<td>(2.903)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>.439</td>
<td>.002</td>
<td>-.066</td>
<td>--</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1953 -</td>
<td>-.211</td>
<td>.069</td>
<td>.004</td>
<td>--</td>
<td>-.079</td>
<td>.803</td>
<td>--</td>
<td>- .429</td>
<td>.0048</td>
<td>2.176</td>
<td>-.032 4</td>
</tr>
<tr>
<td>1972</td>
<td>(.436)</td>
<td>(.983)</td>
<td>(.192)</td>
<td>(1.402)</td>
<td>(4.078)</td>
<td>(2.571)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>.348</td>
<td>.028</td>
<td>--</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1953 -</td>
<td>-.388</td>
<td>.097</td>
<td>--</td>
<td>- .052</td>
<td>- .096</td>
<td>.912</td>
<td>--</td>
<td>- .624</td>
<td>.0042</td>
<td>2.227</td>
<td>-.024 4</td>
</tr>
<tr>
<td>1972</td>
<td>(1.204)</td>
<td>(1.642)</td>
<td>(1.232)</td>
<td>(1.806)</td>
<td>(4.674)</td>
<td>(3.299)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>1.109</td>
<td>-.592</td>
<td>-1.097</td>
<td>--</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Period</td>
<td>$\theta_1$</td>
<td>$\theta_2$</td>
<td>$\gamma_1$</td>
<td>$\gamma_2$</td>
<td>$\gamma_3$</td>
<td>$1 - \theta$</td>
<td>$\phi$</td>
<td>$\rho$</td>
<td>RSS</td>
<td>$dw$</td>
<td>e</td>
</tr>
<tr>
<td>-------</td>
<td>--------</td>
<td>--------</td>
<td>--------</td>
<td>--------</td>
<td>--------</td>
<td>--------</td>
<td>--------</td>
<td>--------</td>
<td>-----</td>
<td>-----</td>
<td>---</td>
</tr>
<tr>
<td>1953-72</td>
<td>-.616</td>
<td>.150</td>
<td>-.028</td>
<td>-.016</td>
<td>--</td>
<td>.587</td>
<td>1.151</td>
<td>-.764</td>
<td>.0038</td>
<td>2.090</td>
<td>-.034</td>
</tr>
<tr>
<td>(2.647)</td>
<td>(3.543)</td>
<td>(1.279)</td>
<td>(.422)</td>
<td>(.862)</td>
<td>(-.068)</td>
<td>(5.265)</td>
<td>(2.384)</td>
<td>(4.884)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1953-76</td>
<td>-.559</td>
<td>.151</td>
<td>-.044</td>
<td>-.029</td>
<td>--</td>
<td>.556</td>
<td>1.944</td>
<td>-.640</td>
<td>.0062</td>
<td>2.163</td>
<td>--</td>
</tr>
<tr>
<td>(2.217)</td>
<td>(3.199)</td>
<td>(1.899)</td>
<td>(.679)</td>
<td>(.340)</td>
<td>(-.099)</td>
<td>(4.972)</td>
<td>(5.665)</td>
<td>(3.820)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1953-72</td>
<td>-.431</td>
<td>.117</td>
<td>-.027</td>
<td>--</td>
<td>-.021</td>
<td>.637</td>
<td>1.069</td>
<td>-.739</td>
<td>.0038</td>
<td>2.081</td>
<td>-.028</td>
</tr>
<tr>
<td>(1.224)</td>
<td>(1.809)</td>
<td>(1.121)</td>
<td>(.383)</td>
<td>(.322)</td>
<td>(-.074)</td>
<td>(3.376)</td>
<td>(1.927)</td>
<td>(4.516)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1953-76</td>
<td>-.151</td>
<td>.072</td>
<td>-.024</td>
<td>--</td>
<td>-.076</td>
<td>.740</td>
<td>1.066</td>
<td>-.618</td>
<td>.0048</td>
<td>2.060</td>
<td>--</td>
</tr>
<tr>
<td>(.806)</td>
<td>(1.980)</td>
<td>(1.084)</td>
<td>(2.232)</td>
<td>(.278)</td>
<td>(-.136)</td>
<td>(5.658)</td>
<td>(2.089)</td>
<td>(3.598)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1953-72</td>
<td>-.336</td>
<td>.098</td>
<td>--</td>
<td>-.053</td>
<td>-.076</td>
<td>.810</td>
<td>.646</td>
<td>-.720</td>
<td>.0036</td>
<td>2.232</td>
<td>-.012</td>
</tr>
<tr>
<td>(1.143)</td>
<td>(1.833)</td>
<td>(1.394)</td>
<td>(1.516)</td>
<td>(.418)</td>
<td>(-.279)</td>
<td>(4.286)</td>
<td>(1.576)</td>
<td>(4.275)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1953-76</td>
<td>-.308</td>
<td>.102</td>
<td>--</td>
<td>-.057</td>
<td>-.094</td>
<td>.782</td>
<td>.666</td>
<td>-.645</td>
<td>.0044</td>
<td>2.049</td>
<td>--</td>
</tr>
<tr>
<td>(1.419)</td>
<td>(2.429)</td>
<td>(1.705)</td>
<td>(3.91)</td>
<td>(.466)</td>
<td>(-.262)</td>
<td>(3.391)</td>
<td>(6.305)</td>
<td>(1.789)</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
| Method of Estimation OLS with Cochrane-Orcutt Adjustment. Parameter $\phi$ attaches to Barro's "Unanticipated Money" variable. Numbers in parentheses are t-statistics, numbers below t-statistics are implied long-run elasticities.
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