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Abstract
A model of market participation in competitive asset markets is constructed. There are two assets, a liquid asset traded without cost, and an illiquid asset traded subject to fixed transactions costs. Agents have random needs for liquidity, but they are precluded from trading claims contingent on their type, and from diversifying between assets. The model has a participation externality, but in contrast to related work the competitive equilibrium is unique, and there can be an underprovision of liquidity (too much participation in the market for the illiquid asset) in equilibrium. Some computational experiments illustrate possible equilibrium outcomes and welfare results.
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1. Introduction

In this paper, a general equilibrium model of participation in asset markets is constructed. There are two assets, a liquid asset which can be traded without cost, and an illiquid asset for which trading is subject to fixed transactions costs. Agents have random liquidity needs, but are restricted in their ability to diversify across the two assets, and they cannot write contracts insuring against the need for liquidity. The model is used to study the determinants of equilibrium asset market participation, and to examine whether unfettered asset markets supply the appropriate quantity of liquidity.

There is a large literature which studies the provision of liquidity. Probably most familiar to students of monetary economics is work on the optimal quantity of money (see Woodford 1990 for a survey). Many monetary models exhibit a monetary externality; in a competitive equilibrium economic agents tend to economize more than is socially optimal on their holdings of cash balances. Thus, these models tend to exhibit an underprovision of liquidity in equilibrium. The monetary externality can be corrected if cash is forced to bear the same rate of return as riskless interest-bearing assets, either through deflation or the payment of interest on money holdings. The banking model of Diamond and Dybvig (1983) is another example of an environment where too little liquidity can be supplied in equilibrium. In the Diamond–Dybvig model, banks insure agents against random needs for liquidity through deposit contracts which allow for early withdrawal. Given the structure of deposit contracts, there exists a bank run equilibrium where all agents withdraw their deposits. Everyone is worse off in the bank run equilibrium than if they withdrew only when liquidity was required. Thus, the possibility of a bank run represents a failure of the banking system to provide adequate insurance against liquidity needs.

Also related to the model in this paper is a class of models dealing with participation in asset markets and coordination failure (e.g. Chatterjee 1988, Pagano 1989, and Allen and Gale 1991). In these models, agents typically have the choice between participating in a market for a liquid (riskless) asset or in a market for risky equity. The
more equity market participants, the less volatile are prices in the equity market. Thus, given that investors are risk averse, there can be multiple Pareto-ranked equilibria with differing levels of price volatility in the equity market. If the economy is "stuck" in an inferior equilibrium, there is too much liquidity (relative to equity), which contrasts with the properties of monetary models and of Diamond–Dybvig type banking models discussed above.

The model constructed here is similar in some ways to that in Diamond and Dybvig (1983). Specifically, there are three periods, and agents have uncertain preferences which generate a demand for liquidity. In contrast to Diamond and Dybvig’s setup, agents are precluded from making arrangements in the first period to insure against the need for liquidity, but they are permitted to communicate and trade in the middle period. There are two assets, a liquid asset and an illiquid asset. Both assets can be acquired in the first period, and they yield certain returns in the final period. Assets are traded in the middle period. Liquid assets are exchanged at no cost, but agents incur a fixed transactions cost if they either buy or sell an illiquid asset.

A competitive equilibrium always exists and, in contrast to the market participation models discussed above, the equilibrium is unique. Given the nonconvexities which fixed transactions costs introduce into each agent’s problem, different agents may make different choices in equilibrium, in spite of the fact that all agents are identical in the first period. There exist subsets of the parameter space where only the liquid asset is traded, where only the illiquid asset is traded, and where both are traded. Some intuitively obvious properties hold; in particular, an increase in the costs of exchanging the illiquid asset implies that more liquid assets are held, and a decrease in the rate of return on the illiquid asset leads to less participation in the market for that asset.

Since this is a model with incomplete contingent claims markets, and given what is known about environments with incomplete markets (e.g. Hart 1975 and Geanakoplos and Polemarchakis 1986), we would not expect a competitive equilibrium to be Pareto optimal, in general. Using a notion of constrained Pareto optimality adapted to
this environment, we show that, if liquidity "matters enough," there exists a region of the parameter space where competitive equilibria are suboptimal. In this region, liquidity is underprovided and there is too much participation in the market for the illiquid asset, relative to the social optimum. This result is quite different from the results in Chatterjee (1988), Pagano (1989), or Allen and Gale (1991), where participation externalities can result in the overprovision of liquidity in equilibrium. In this model, if only the liquid asset is traded in equilibrium, and we consider a small parameter change (such as a reduction in transactions costs) which would cause some agents to trade the illiquid asset, this change in market participation leads to a fall in the price of the liquid asset. Thus, the liquid asset becomes less attractive, and the shift in market participation is self-fulfilling. However, all agents would be better off if they continued to trade only in the market for the liquid asset.

Some computational experiments are used to illustrate possible equilibrium outcomes. Equilibria computed over a parameter grid show that it is possible to support trade in the illiquid asset even given relatively large fixed transactions costs. It is also possible to have equilibria exhibiting trade in both assets over a wide range of transactions costs. If the probability of consuming early (requiring liquidity) is low, then competitive equilibria tend to be constrained Pareto optimal. If the probability of consuming early is high, there can exist a wide range of parameter values for which the illiquid asset is traded (and sometimes only the illiquid asset is traded), but a Pareto improvement would occur if trade in the illiquid asset were completely shut down and all agents traded liquid assets. Thus, if we view this as a model describing when innovation occurs in asset markets, there is a tendency for too much innovation.

The remainder of the paper is organized as follows. In Section 2, the model is constructed, and agents' optimization problems are discussed in Section 3. In Section 4, a competitive equilibrium is defined, the candidate equilibria are determined, and existence and uniqueness of equilibrium is established. Section 5 contains some general results on the optimal provision of liquidity in the model, and Section 6 gives a discussion of the
numerical examples. The final section is a conclusion.

2. The Model

There are three periods, 0, 1, and 2, and a continuum of agents with unit mass. Each agent may be one of two types: a type 1 agent consumes in period 1 and has preferences given by \( u(c_1) \), and a type 2 agent consumes in period 2 with utility \( v(c_2) \), where \( c_i \) denotes consumption in period \( i \). Type 1 agents will be denoted *early consumers*, and type 2 agents *late consumers*. The fraction of early consumers in the population is \( \pi \), where \( 0 < \pi < 1 \). Here, \( \pi \) is public knowledge in period 0, but an agent does not learn her type until period 1. Thus, \( \pi \) is the probability of consuming early for any agent. It is assumed that \( u(\cdot) \) and \( v(\cdot) \) are increasing, concave, and unbounded, that \( v'(0) = u'(0) = \omega \), and that \( -cu''(c)/u'(c) \geq 1 \).

In period 0, each agent receives an endowment of \( x_0 \) units of an investment good, which can be used to produce either of two assets, denoted 1 and 2. Asset \( i \) yields a return of \( \beta_i \) units of the consumption good in period 2 for each unit invested in period 0. Two restrictions are placed on agents' actions. First, it is assumed that agents are precluded from trading in period 0, which prevents them from writing contracts contingent on their type, or from setting up "banks" of the type studied in Diamond and Dybvig (1983). That is, an agent cannot insure against the need for liquidity that arises if she is an early consumer. Second, agents cannot diversify between assets 1 and 2. This second restriction is similar to one imposed by Allen and Gale (1991). Limited diversification and limited insurance opportunities are both observed empirically.\(^1\) However, the reasons for these restrictions are not built into this environment, though it would be straightforward to motivate both restrictions with some simple (though blunt) assumptions about technology and spatial separation.\(^2\) Also, under some circumstances the restriction on diversification will not be binding.

In period 1, agents learn their types, late consumers each receive an endowment of \( x_1 \) units of the consumption good, and early consumers receive nothing. Thus, early
consumers wish to trade assets for consumption goods, and late consumers wish to trade consumption goods for assets. Trade in the market for asset 1 is costless, but there are resource costs associated with trading asset 2. We will denote asset 1 the liquid asset, and asset 2 the illiquid asset. If an agent trades the illiquid asset for consumption goods she incurs a fixed cost of \( \alpha_1 \) units of the consumption good. Similarly, an agent exchanging consumption goods for the illiquid asset incurs a fixed cost \( \alpha_2 \). The environment is such that agents cannot share these transactions costs; transactions costs cannot be incurred by an intermediary and spread over many individuals.

The model has at least two interpretations, the first being as a model of participation in an equity market. Here, equity (the illiquid asset) is costly to trade, and thus will be inferior to the liquid asset for early consumers if both assets trade at the same price (which they need not in equilibrium). However, equity is superior to the liquid asset for late consumers if it bears a higher two-period rate of return. Second, the model can be interpreted in terms of banking and currency-holding. Banks hold the illiquid asset and their only role is to facilitate transactions, while an agent can acquire the illiquid asset by taking out a deposit with a bank. Sale or purchase of the illiquid asset is an accounting transaction which requires that both parties to the transaction incur costs of communicating with the bank (through check clearing, for example). If the liquid asset is interpreted as currency, then we are assuming it has a terminal value of \( \beta_1 \) per unit invested in period 0. However, it would be simple to embed the model in an overlapping generations framework, in which asset 1 was valued fiat money,\(^3\) and the model would have essentially the same implications.

There are similarities between this model and the banking model constructed by Diamond and Dybvig (1983), in that consumers have uncertain preferences and uncertain demands for liquidity. An important difference is that this model precludes trading among agents in the first period, while Diamond and Dybvig's model closes off communication in the middle period, through a sequential service constraint (see Wallace 1988 for an explicit treatment of sequential service). Also, there is no opportunity in this
model, where there is in Diamond and Dybvig’s, for one-period storage of the consumption good. The fact that we have closed down a market (the market for insurance against the need for liquidity) gives this model something in common with approaches in the incomplete markets literature (e.g. Hart 1975 and Geanakoplos and Polemarchakis 1986). In contrast though, part of the market structure is determined endogenously here. That is, the asset trading technology, in part, will determine what assets are traded in equilibrium. It may be possible to have equilibria where both assets are traded, where only the liquid asset is traded, or only the illiquid asset is.

3. Optimisation

Let $q_1$ ($q_2$) denote the price of the liquid (illiquid) asset in terms of the period 1 consumption good. In period 0, an agent chooses whether to acquire the liquid or the illiquid asset with her endowment of $x_0$ units of the investment good. She also chooses how to allocate her period 1 portfolio, contingent on her type. If the agent learns she is an early consumer in period 1, then she sells her stock of assets, provided transaction costs do not exceed the proceeds from selling, and she then consumes. If she is a late consumer, then the agent enters period 1 with a stock of assets and an endowment of the consumption good, $x_1$. Since she will not consume until period 2, the consumption endowment is exchanged for claims to assets. The consumer may also sell some of her stock of assets and buy other assets. Choices are made to maximize expected utility, $xu(c_1) + (1-x)v(c_2)$. Given the nonconvexities due to the no-diversification restriction in period 0, and the fixed transactions costs in period 1, the agent’s problem will ultimately involve discrete choice. That is, let $V_1$ denote the expected utility in period 0 to producing asset $i$. The consumer then solves

$$(1) \quad \max (V_1, V_2)$$

where
(2) \[ V_1 = \pi u(q_1 x_0) + (1-\pi)v[\max(V_{11},V_{12})] \]

and

(3) \[ V_2 = \pi v[\max(0,q_2 x_0 - \alpha_1)] + (1-\pi)v[\max(V_{21},V_{22},V_{23})], \]

with

(4) \[ V_{11} = \beta_2(q_1 x_0 + x_1 - \alpha_2)/q_2, \]

(5) \[ V_{12} = \beta_1 x_0 + \beta_1 x_1/q_1, \]

(6) \[ V_{21} = \beta_2 x_0 + \beta_1 x_1/q_1, \]

(7) \[ V_{22} = \beta_1(q_2 x_0 + x_1 - \alpha_1)/q_1, \]

and

(8) \[ V_{23} = \beta_2 x_0 + \beta_2(x_1 - \alpha_2)/q_2. \]

Suppose an agent produces the liquid asset in period 0. Then, if she is an early consumer, with probability \( \pi \), she consumes \( q_1 x_0 \) in period 1 [equation (2)]. If she is a late consumer, with probability \( 1-\pi \), she either incurs the transactions cost, \( \alpha_1 \), and sells her stock of asset 1 and her consumption endowment to buy the illiquid asset, consuming \( V_{11} \) in period 2 [equation (4)], or she sells the endowment for the liquid asset and retains the stock of the liquid asset that was acquired in period 0, consuming \( V_{12} \) in period 2 [equation (5)]. Suppose the agent acquires the illiquid asset in period 0. If she is an early
consumer, she either sells her stock of assets, incurring the cost \( \alpha_1 \), or consumes zero [equation (3)]. If she is a late consumer, there are three possible actions that could be taken in period 1. First, she could hold the stock of the illiquid asset acquired in period 0 until period 2, and exchange the period 1 endowment for the liquid asset, consuming \( V_{21} \) in period 2 [equation (6)]. Second, the stock of asset 2 and the period 1 endowment could be exchanged for the liquid asset, with a consumption level of \( V_{22} \) in period 2 [equation (7)]. Third, the stock of the illiquid asset from period 0 could be held until the final period and the period 1 endowment exchanged for the illiquid asset, in which case \( V_{23} \) is consumed in period 2 [equation (8)].

From (1)–(3), there are eight possible choices an agent could make, where a single choice defines the asset acquired in period 0 and actions taken in period 1 contingent on type (early or late consumer). Let \( U_j(q_1,q_2) \) denote the expected utility the agent achieves by taking choice \( j \), given prices, where \( j = 1, 2, 3, \ldots 8 \). From (1)–(3), these expected utilities are defined as follows.

(9) \[ U_1(q_1,q_2) = \pi u(q_1x_0) + (1-\pi)v(V_{11}), \]

(10) \[ U_2(q_1,q_2) = \pi u(q_1x_0) + (1-\pi)v(V_{12}), \]

(11) \[ U_3(q_1,q_2) = \pi u(0) + (1-\pi)v(V_{21}), \]

(12) \[ U_4(q_1,q_2) = \pi u(0) + (1-\pi)v(V_{22}), \]

(13) \[ U_5(q_1,q_2) = \pi u(0) + (1-\pi)v(V_{23}), \]

(14) \[ U_6(q_1,q_2) = \pi u(q_2x_0 - \alpha_1) + (1-\pi)v(V_{21}), \]

(15) \[ U_7(q_1,q_2) = \pi u(q_2x_0 - \alpha_1) + (1-\pi)v(V_{22}), \]
(16) \[ U_6(q_1, q_2) = \pi u(q_2x_0 - \alpha_1) + (1-\pi)v(V_{23}), \]

Note that all choices are not feasible given prices \( q_1 \) and \( q_2 \). For a particular choice \( j \) to be feasible, consumption must be nonnegative in each period. For example, choice 6 is not feasible if \( q_2x_0 - \alpha_1 < 0 \) (consumption is negative in period 1 if the agent consumes early), and choice 8 is not feasible if \( x_1 - \alpha_2 < 0 \) (consumption is negative in period 1 if the agent consumes late). Let \( S_f \) denote the set of feasible choices, where \( S_f \subset \{1, 2, 3, ..., 8\} \).

4. Competitive Equilibrium

Given the nonconvexities in each agent's problem, we need to allow for the possibility that there may not be a unique choice which maximizes expected utility given equilibrium prices, and that different agents may make different equilibrium choices. Let \( p_j \) denote the fraction of agents who make choice \( j \).

**Definition.** A competitive equilibrium is given by \( \hat{q}_i, \hat{p}_j, i = 1, 2, j = 1, 2, ..., 8 \), such that with \( q_i = \hat{q}_i \) and \( p_j = \hat{p}_j \), \( i = 1, 2, j = 1, 2, ..., 8 \),

(17) \[ q_1(p_1 + \pi p_2)x_0 = (1-\pi)[(p_2+p_3+p_6)x_1 + (p_4+p_7)(q_2x_0 + x_1 - \alpha_1)] \]
[market clearing for the liquid asset in period 1]

(18) \[ q_2[\pi(p_6+p_7+p_8) + (1-\pi)(p_4+p_7)]x_0 = (1-\pi)[p_1(q_1x_0 + x_1 - \alpha_2) + (p_5+p_8)(x_1 - \alpha_2)] \]
[market clearing for the illiquid asset in period 1]

(19) \[ \sum_{j} p_j = 1 \]
\[(20) \quad q_i \geq 0, \ 0 \leq p_j \leq 1, \ i = 1, 2, j = 1, 2, \ldots 8.\]

\[(21) \quad \text{If } p_j > 0 \text{ then } U_j(q_1,q_2) \geq U_k(q_1,q_2) \text{ for all } k \in S.\]

[equilibrium choices are weakly preferred to all feasible choices]

In the period 1 market-clearing conditions for the two assets, (17) and (18), the left side of each equation represents the quantity of consumption goods received in period 1 by sellers of the asset, and the right side the quantity of consumption goods, net of transactions costs, exchanged by buyers of the asset. For example, in equation (17), agents making choice 1 (fraction \( p_1 \) of the population) acquire the liquid asset in period 0 and then sell it under all contingencies in period 1. If an agent makes choice 2, the liquid asset is acquired, but sold only if the agent consumes early (with probability \( \pi \)). Thus, on the left side of (17), \( p_1 \pi + p_2 \) is the fraction of the population selling the liquid asset, and each seller receives \( q_1 x_0 \) units of the consumption good. Agents buying the liquid asset are all late consumers. On the right side of (17), the fraction of the population exchanging their endowment for the liquid asset is \( (1-\pi)(p_2 + p_3 + p_6) \), and each of these agents has an endowment of \( x_1 \) units of the consumption good. Some agents [fraction \( (1-\pi)(p_4 + p_7) \) of the population] sell their holdings of the illiquid asset and their endowment (each agent exchanges \( q_2 x_0 + x_1 - \alpha_1 \) units of the consumption good, net of transactions costs) for the liquid asset.

4.1 Candidate Equilibria

As a first step in determining competitive equilibria, it is useful to eliminate types of candidate equilibria where choices are clearly inconsistent with (17)–(21). Let \( S = \{j: p_j > 0\} \) denote the set of choices made by a positive number of agents in equilibrium, where \( S \subset S. \) First, it helps to show that the price of the liquid asset must be strictly positive in equilibrium.
Lemma 1. In a competitive equilibrium, \( q_1 > 0 \).

**Proof:** Suppose \( q_1 = 0 \). Then from (17), we have \( p_2 = p_3 = p_4 = p_6 = p_7 = 0 \). Then, from (11), at least one of \( p_1, p_5 \), or \( p_8 \) must be positive. If \( x_1 < \alpha_2 \), then choice \( j \) is not feasible for \( j = 1, 5, \) or \( 8 \), a contradiction. If \( x_1 = \alpha_2 \), then \( q_2 = 0 \), from (18). Choice 8 is then not feasible, so \( p_8 = 0 \). From (9), (10), (11), and (13), (21) does not hold for \( j = 5 \) and \( k = 2 \), and for \( j = 1 \) and \( k = 2 \), a contradiction. If \( x_1 > \alpha_2 \), then from (18) \( q_2 > 0 \), and (21) does not hold for \( j = 1 \) and \( k = 2 \), for \( j = 5 \) and \( k = 3 \), and for \( j = 8 \) and \( k = 7 \). Q.E.D.

Essentially, Lemma 1 states that, if the price of the liquid asset were zero in period 1, this would imply an infinite one-period rate of return to holding the liquid asset from period 1 to period 2. Optimizing choices would then imply excess demand for the liquid asset in period 1.

**Proposition 1.** \( 3 \notin S, 4 \notin S, 5 \notin S \).

**Proof:** Suppose that \( 3 \in S \), so that \( p_3 > 0 \). Given Lemma 1, (21) does not hold for \( j = 3 \) and \( k = 2 \), a contradiction. Similar arguments apply if \( 4 \in S \) or \( 5 \in S \). Q.E.D.

The logic behind Proposition 1 is the following. Choices 3, 4, and 5 imply zero consumption for early consumers. But, since the price of the liquid asset is positive in equilibrium and \( u'(0) = \sigma \), choices 3, 4, and 5 are always dominated by choice 2.

**Proposition 2.** \( 7 \notin S \).

**Proof:** Suppose that \( p_7 > 0 \). Then, (21) implies that \( U_6(q_1,q_2) \leq U_7(q_1,q_2) \). Therefore, \( \beta_1/q_1 > \beta_2/q_2 \). Therefore, \( U_2(q_1,q_2) > U_1(q_1,q_2) \) and \( U_6(q_1,q_2) > U_8(q_1,q_2) \), which implies, from (21), that \( p_1 = p_8 = 0 \). Since \( p_7 > 0 \) implies \( q_2 > 0 \) (for feasibility), and given Lemma 1, (18) does not hold, a contradiction. Q.E.D.
From Propositions 1 and 2, choices 4 and 7 cannot be equilibrium choices. That is, agents will never choose, in equilibrium, to sell the illiquid asset to buy the liquid asset, if they are late consumers. If an agent acquires the illiquid asset in period 0 and is a late consumer, the illiquid asset will be held until the final period, as with choices 6 and 8.

**Proposition 3.** $S \neq \{1\}, S \neq \{6\}, S \neq \{1,8\}, S \neq \{6,8\}, S \neq \{1,2\}, S \neq \{2,6\}.$

*Proof.* If $S = \{1\},$ or $S = \{6\},$ or $S = \{1,8\},$ or $S = \{6,8\},$ then (17) does not hold given Lemma 1, a contradiction. If $S = \{1,2\},$ or $S = \{2,6\},$ then feasibility implies that $q_2 > 0,$ but then (18) does not hold, a contradiction. Q.E.D.

Proposition 3 deals with cases where candidate equilibrium choices imply that there are sellers in an asset market and no buyers, or vice versa, thus violating market clearing.

**Proposition 4.** $S \neq \{2,8\}, S \neq \{1,2,8\}, S \neq \{2,6,8\}, S \neq \{1,2,6,8\}.$

*Proof.* Suppose that $S = \{2,8\}.$ Then (21) holds for $j = 8$ and $k = 6,$ and for $j = 2$ and $k = 1,$ or

\[
(22) \quad (\beta_2/q_2 - \beta_1/q_1)x_1 \geq \beta_2 \alpha_2/q_2
\]

and

\[
(23) \quad (\beta_2/q_2 - \beta_1/q_1)(q_1x_0 + x_1) \leq \beta_2 \alpha_2/q_2.
\]

But (22) implies that $\beta_2/q_2 - \beta_1/q_1 > 0.$ Therefore, $(\beta_2/q_2 - \beta_1/q_1)(q_1x_0 + x_1) > \beta_2 \alpha_2/q_2,$ a contradiction. Now, suppose that $S = \{1,2,8\}.$ Given (21) and (22), the following equality must hold.

\[
(24) \quad (\beta_2/q_2 - \beta_1/q_1)(q_1x_0 + x_1) = \beta_2 \alpha_2/q_2.
\]
But (22) implies that $(\beta_2/q_2 - \beta_1/q_1)(q_1x_0 + x_1) > \beta_2\alpha_2/q_2$, a contradiction. Next, suppose that $S = \{2,6,8\}$. Then (23) must hold, in addition to

$$\left(\frac{\beta_2}{q_2} - \frac{\beta_1}{q_1}\right)x_1 = \frac{\beta_2\alpha_2}{q_2}.$$  \hspace{1cm} (25)

But (25) implies that $(\beta_2/q_2 - \beta_1/q_1)(q_1x_0 + x_1) > \beta_2\alpha_2/q_2$, a contradiction. Last, suppose that $S = \{1,2,6,8\}$. Then (22) and (23) must both hold with equality. Therefore $\beta_2/q_2 - \beta_1/q_1 > 0$, but then Lemma 1 implies that (22) and (23) cannot both hold with equality, a contradiction. Q.E.D.

Proposition 4 deals with some cases which violate optimality.

From Propositions 1–4, we are left with five possibilities in equilibrium. These are: $S = \{2\}$, $S = \{8\}$, $S = \{1,6\}$, $S = \{1,2,6\}$, and $S = \{1,6,8\}$. We will denote each case by the set $S$ that corresponds to each. Note that equilibrium choices are either 1, 2, 6, or 8. The fraction of agents acquiring the liquid asset in period 0 is $p_1 + p_2$, and the fraction acquiring the illiquid asset is $p_6 + p_8$. Equilibrium $\{2\}$ has all agents acquiring and trading the liquid asset, in equilibrium $\{8\}$ all agents acquire and trade the illiquid asset, and in equilibria $\{1,6\}$, $\{1,2,6\}$, and $\{1,6,8\}$ both assets are acquired and traded.

Note that the equilibria with trade in both assets involve some agents holding the liquid asset from period 0 to period 1, and then holding the illiquid asset from period 1 to period 2 if they are late consumers (choice 1), while some other agents hold illiquid assets from period 0 to period 1 and then hold liquid assets from period 1 to period 2 if they are late consumers (choice 6). The agent making choice 1 acquires the liquid asset in period 0 as insurance against the possibility of being an early consumer. If it turns out she is a late consumer, the need for holding the liquid asset is gone and she reallocates her portfolio to the illiquid asset. An agent acquiring the illiquid asset in period 0 would make a smaller transaction in period 1 than would the choice 1 agent, if she chose to hold only
the illiquid asset until the final period. Thus, given the fixed transactions costs, it could be consistent for some agents to make choice 1 and some to make choice 6 in equilibrium.

4.2 Uniqueness of Candidate Equilibria Within Each Class

Having established five types of candidate competitive equilibria in the previous subsection, we now show, through a series of propositions, that each type of candidate equilibrium is unique, within its class, if it exists. Further, we establish necessary and sufficient conditions for the existence of each type of candidate equilibrium.

Equilibrium \{2\}

Here, \( p_2 = 1 \) and \( p_j = 0 \) for \( j = 2, 3, \ldots, 8 \). From the market-clearing condition, (17), we can then solve for the price of the liquid asset to get

\[
q_1 = (1-\pi)x_1/\pi x_0.
\]

\[\text{(26)}\]

**Proposition 5.** Equilibrium \{2\} is essentially unique (within its class), if it exists, and exists if and only if

\[
u(1-\pi)x_1/\pi) + (1-\pi)\nu(\beta_1 x_0/[1-\pi]) \geq \nu(\beta_2 x_0 - \pi \alpha_2/[1-\pi]/\beta_1 \pi - \alpha_1)
\]

\[+ (1-\pi)\nu(\beta_2 x_0 + \beta_1 x_0 \pi/[1-\pi]).\]

\[\text{(27)}\]

**Proof:** See the appendix.

What is meant by "essential" uniqueness in Proposition 5 is that expected utility, quantities, and the price of the liquid asset (from (26)) are uniquely determined, but \( q_2 \), the price of the illiquid asset, is not. However, in equilibrium \{2\}, there are no trades executed at the price \( q_2 \), so that this source of nonuniqueness is inconsequential.
Equilibrium \{8\}

In equilibrium \{8\}, we have \( p_8 = 1 \) and \( p_j = 0 \) for \( j = 1, 2, 3, \ldots 7 \). Then, from (18), the equilibrium price of the illiquid asset is

\[
q_2 = \frac{(1-\gamma)(x_1-\alpha_2)}{\pi x_0}.
\]

Proposition 6. Equilibrium \{8\} is essentially unique (within its class) if it exists, and exists if and only if

\[
\begin{align*}
\pi u([-1-\gamma][x_1-\alpha_2]/(x-\alpha_1) + (1-\gamma)v(\beta_2 x_0/[1-\gamma])) \\
\geq \pi u(\beta_1 x_1/[1-\gamma]/\pi \beta_2) + (1-\gamma)v(\beta_1 x_0 x_1/[x_1-\alpha_2] + \beta_2 \pi x_0/[1-\gamma]).
\end{align*}
\]

Proof. See the appendix.

As with equilibrium \{2\}, equilibrium \{8\} is unique if it exists, except that \( q_1 \), the price of the liquid asset, is in general not uniquely determined. As was the case with the illiquid asset in equilibrium \{2\}, the liquid asset is not traded here, so there is uniqueness for everything which is essential.

Equilibrium \{1,6\}

Here, \( p_1 > 0, p_6 > 0 \), and \( p_j = 0 \) for \( j = 2, 3, 4, 5, 6 \) and \( 8 \). Then, from (17) we get

\[
q_1 = \frac{(1-\gamma)p_6 x_1}{p_1 x_0}
\]

and, from (18) and (26),

\[
q_2 = \frac{(1-\gamma)p_1(x_1-\alpha_2)}{\pi p_6 x_0} + (1-\gamma)^2 x_1/\pi x_0.
\]
Since $p_i > 0$ for $i = 1, 6$, then (21) must hold with equality for $j = 1$ and $k = 6$ or, using (9), (14), (30) and (31),

$$
(32) \quad \pi u([1-\pi]p_6 x_1/p_1) + (1-\pi)\nu(\beta_2 \pi x_0 p_6 /[1-\pi]p_1)
= \pi u([1-\pi]p_1 [x_1-\alpha_2]/\pi p_6 + [1-\pi]^2 x_1/\pi - \alpha_1) + (1-\pi)\nu(\beta_2 x_0 + \beta_1 x_0 p_1/p_6[1-\pi]).
$$

From (19), we must have

$$
(33) \quad p_1 + p_6 = 1.
$$

The values of $p_1, p_6, q_1$, and $q_2$ which solve (30)–(33) constitute an equilibrium.

**Proposition 7.** If equilibrium \{1, 6\} exists, it is unique within its class. Further, equilibrium \{1, 6\} exists if and only if

$$
(34) \quad \pi u([1-\pi]q_1 x_1) + (1-\pi)\nu(\beta_1 x_0 + \beta_1 x_0/[1-\pi]q_1)
\leq \pi u(\beta_2 [1-\pi]q_1 [x_1-\alpha_2]/\beta_1 - \alpha_1) + (1-\pi)\nu(\beta_2 x_0 + \beta_1 x_0/[1-\pi]q_1)
$$

and

$$
(35) \quad \pi u([1-\pi]q_2 x_2) + (1-\pi)\nu(\beta_1 x_0 x_1/[x_1-\alpha_2] + \beta_1 x_0 x_1/[1-\pi]q_2)
\geq \pi u(\beta_2 [1-\pi]q_2 [x_1-\alpha_2]/\beta_1 - \alpha_1) + (1-\pi)\nu(\beta_2 x_0 + \beta_1 x_0/[1-\pi]q_2),
$$

where

$$
(36) \quad \vartheta \equiv \{\beta_1(1-\pi) + [\beta_1^2(1-\pi)^2 + 4\beta_1 \beta_2 \pi]^{1/2}\}/2\beta_2 \pi,
$$

and
\( \theta \equiv \{ \beta_1 (1-\pi)x_1 + [\beta_1^2 (1-\pi)^2 x_1^2 + 4\pi\beta_1\beta_2 (x_1-\alpha_2)^2]^{1/2}\}/2\pi\beta_2 (x_1-\alpha_2). \)

**Proof.** See the appendix.

**Equilibrium \{1,2,6\}**

With equilibrium \{1,2,6\}, \( p_1 > 0, p_2 > 0, p_6 > 0 \), and \( p_j = 0 \) for \( j = 3, 4, 5, 6, 7, \) and 8.

From (17), we get

\[ q_1 = (1-\pi)(p_2+p_6)x_1/(p_1+\pi p_2)x_0, \]

and, from (18),

\[ q_2 = (1-\pi)p_1(x_1-\alpha_2)/\pi p_6 x_0 + (1-\pi)^2 p_1(p_2+p_6)x_1/\pi p_6(p_1+\pi p_2)x_0. \]

Here, (21) must hold with equality for \( j = 1 \) and \( k = 2 \), that is

\[ q_2 = \beta_2(q_1 x_0 + x_1-\alpha_2)/(\beta_1 x_0 + \beta_1 x_1/q_1). \]

Also, (21) must hold for \( j = 2 \) and \( k = 6 \), or, using (40) to substitute for \( q_2 \),

\[ \nu(q_1 x_0) - \nu(\beta_2[q_1 x_0 + x_1-\alpha_2]q_1 x_0/\beta_1[q_1 x_0 + x_1] - \alpha_1) \\
= (1-\pi)\nu(\beta_2 x_0 + \beta_1 x_1/q_1) - (1-\pi)\nu(\beta_1 x_0 + \beta_1 x_1/q_1) \]

From (19) and (38)-(40), we can then solve for \( p_6, p_1, \) and \( p_2 \) in terms of \( q_1 \) as follows:

\[ p_6 = (\beta_1/\beta_2)[(1-\pi)x_1-xq_1 x_0]/\pi[1-(\beta_1/\beta_2)]q_1 x_0, \]
(43) \[ p_1 = \frac{[(1-\pi)x_1 - \pi q_1 x_0]}{(1-\pi)[1-(\beta_1/\beta_2)](q_1 x_0 + x_1)}, \]

(44) \[ p_2 = 1 - p_1 - p_6. \]

Equilibrium \{1,2,6\} is the solution to (40)-(44) for \( q_1, q_2, p_1, p_2, \) and \( p_6. \)

**Proposition 8.** Equilibrium \{1,2,6\} is unique (within its class), if it exists, and it exists if and only if

(45) \[ \pi u(q_1 x_0) - \pi u(\beta_2 q_1 x_0 + x_1 - \alpha_2) q_1 x_0 / \beta_1 [q_1 x_0 + x_1] - \alpha_1 \]

\[ > (1-\pi) v(\beta_2 x_0 + \beta_1 x_1 / q_1) - (1-\pi) v(\beta_1 x_0 + \beta_1 x_1 / q_1), \]

and

(46) \[ \pi u(\bar{q}_1 x_0) - \pi u(\beta_2 \bar{q}_1 x_0 + x_1 - \alpha_2) \bar{q}_1 x_0 / \beta_1 [\bar{q}_1 x_0 + x_1] - \alpha_1 \]

\[ < (1-\pi) v(\beta_2 x_0 + \beta_1 x_1 / \bar{q}_1) - (1-\pi) v(\beta_1 x_0 + \beta_1 x_1 / \bar{q}_1), \]

where

(47) \[ q_1 \equiv \{(1-\pi)^2 \beta_1 x_1 + [(1-\pi)^4 \beta_1^2 x_1^2 + 4\pi \beta_2 (1-\pi)^2 \beta_1 x_1^2]^{1/2}\}/2\pi \beta_2 x_0, \]

and

(48) \[ \bar{q}_1 \equiv (1-\pi)x_1 / \pi x_0. \]

**Proof:** See the appendix.
Equilibrium \( \{1,6,8\} \)

Here, \( p_1 > 0 \), \( p_6 > 0 \), \( p_8 > 0 \), and \( p_j = 0 \) for \( j = 1, 3, 4, 5 \), and 7. From (17), we get

\[
q_1 = (1-\pi)p_6x_1/p_1x_0.
\]

and, from (18),

\[
q_2 = (1-\pi)(p_1+p_8)(x_1-\alpha_2)/\pi(p_6+p_8)x_0 + (1-\pi)^2p_6x_1/\pi(p_6+p_8)x_0.
\]

Given \( p_6 > 0 \) and \( p_8 > 0 \), (21) must hold with equality for \( j = 6 \) and \( k = 8 \), that is, using (14) and (16),

\[
\beta_1x_1/q_1 = \beta_2(x_1-\alpha_2)/q_2.
\]

Similarly, (21) holds with equality for \( j = 1 \) and \( k = 6 \), which gives, using (9) and (14), using (51) to substitute for \( q_2 \), and rearranging,

\[
\pi u(x_1x_0) - \pi u(\beta_2(x_1-\alpha_2)q_1x_0/\beta_1x_1-\alpha_1)
\]

\[
= - (1-\pi)\nu(\beta_1x_1x_0/[x_1-\alpha_2] + \beta_1x_1/q_1) + (1-\pi)\nu(\beta_2x_0/\beta_1x_1/q_1).
\]

From (19), (49), (50), and (51), we can solve for \( p_1 \), \( p_6 \), and \( p_8 \), given \( q_1 \), as follows

\[
p_6 = \frac{[(1-\pi)(x_1-\alpha_2) - q_1x_0\beta_2\pi(x_1-\alpha_2)/\beta_1x_1]}{[(1-\pi)(x_1-\alpha_2) - (1-\pi)\pi\beta_2(x_1-\alpha_2)/\beta_1 - (1-\pi)^2x_1]},
\]

\[
p_1 = (1-\pi)x_1p_6/q_1x_0,
\]

\[
p_8 = 1-p_1-p_6.
\]
Equilibrium \{1,6,8\} is the solution to (51)-(55) for q_1, q_2, p_1, p_8, and p_8.

**Proposition 9.** Equilibrium \{1,6,8\} is unique (within its class), if it exists. Further, equilibrium \{1,6,8\} exists if and only if

\begin{align}
\pi u(q_1 x_0) - \pi u(\beta_2 (x_1 - \alpha_2) q_1 x_0 / \beta_1 x_1 - \alpha_1) \\
> - (1-\pi) v(\beta_1 x_1 x_0 / [x_1 - \alpha_2] + \beta_1 x_1 / q_1) + (1-\pi) v(\beta_2 x_0 + \beta_1 x_1 / q_1),
\end{align}

and

\begin{align}
\pi u(\bar{q}_1 x_0) - \pi u(\beta_2 (x_1 - \alpha_2) \bar{q}_1 x_0 / \beta_1 x_1 - \alpha_1) \\
< - (1-\pi) v(\beta_1 x_1 x_0 / [x_1 - \alpha_2] + \beta_1 x_1 / q_1) + (1-\pi) v(\beta_2 x_0 + \beta_1 x_1 / q_1),
\end{align}

where

\begin{align}
q_1 &= \beta_1 (1-\pi)x_1 / \beta_2 \pi x_0,
\end{align}

and

\begin{align}
\bar{q}_1 &= \{(1-\pi)^2 x_1^2 + [(1-\pi) 4 x_1^4 + 4 \beta_2 x_1^2 (x_1 - \alpha_2)^2 (1-\pi)^2 \pi / \beta_1]^{1/2}\} \\
&\times \beta_1 / 2\beta_2 (x_1 - \alpha_2) x_0 \pi.
\end{align}

**Proof:** See the appendix.

### 4.3 Existence and Uniqueness of Equilibrium

We have established that there are potentially five types of equilibria. Further, there can
be at most one of each type of equilibrium. Finally, Propositions 5–9 give necessary and sufficient conditions for the existence of each type of equilibrium. Now, we will show that an equilibrium always exists, and that it is unique. That is, at least one type of equilibrium exists, and no two types of equilibria coexist.

Define \(W(S)\) to be the subset of the parameter space for which an equilibrium of type \(S\) exists, \(S = \{2\}, \{8\}, \{1,6\}, \{1,2,6\}, \{1,6,8\}\). From (27), (29), (30), (34)–(38), (45)–(49), and (56)–(59), we get the following:

\[
W(\{2\}) = \{\phi : F^1(\phi) \geq 0\},
W(\{8\}) = \{\phi : F^4(\phi) \leq 0\},
W(\{1,6\}) = \{\phi : F^2(\phi) \leq 0, F^3(\phi) \geq 0\},
W(\{1,2,6\}) = \{\phi : F^1(\phi) < 0, F^2(\phi) > 0\},
W(\{1,6,8\}) = \{\phi : F^3(\phi) < 0, F^4(\phi) > 0\}.
\]

Here, \(\phi \equiv (\pi, x_0, x_1, \alpha_1, \alpha_2, \beta_1, \beta_2)\) is the parameter vector, and the functions \(F^i(\phi), i = 1, 2, 3, 4\), are defined as follows:

\[
F^1(\phi) = \pi u((1-\pi)x_1/\pi) + (1-\pi)v(\beta_1 x_0/(1-\pi)) - \pi u(\beta_2[x_1-\pi \alpha_2]/\beta_1 \pi - \alpha_1) - (1-\pi)v(\beta_2 x_0 + \beta_1 x_0 \pi/(1-\pi)),
\]

\[
F^2(\phi) = \pi u(q_1 x_0) + (1-\pi)v(\beta_2 x_0 + \beta_1 x_1/q_1)
- \pi u(\beta_2 x_0 + x_1 - \alpha_2)/\beta_1 [q_1 x_0 + x_1] - \alpha_1) - (1-\pi)v(\beta_2 x_0 + \beta_1 x_1/q_1),
\]

\[
F^3(\phi) = \pi u(\ddot{q}_1 x_0) + (1-\pi)v(\beta_1 x_0 x_1/[x_1-\alpha_2] + \beta_1 x_1/\ddot{q}_1)
- \pi u(\beta_2[x_1-\alpha_2] x_0 + x_1 \beta_1 - \alpha_1) - (1-\pi)v(\beta_2 x_0 + \beta_1 x_1/q_1),
\]

\[
F^4(\phi) = \pi u(\beta_1 x_1 [1-\pi]/\beta_2 \pi) + (1-\pi)v(\beta_1 x_0 x_1/[x_1-\alpha_2] + \beta_2 x_0 \pi/(1-\pi))
- \pi u([1-\pi][x_1-\alpha_2]/\pi - \alpha_1) - (1-\pi)v(\beta_2 x_0/[1-\pi]).
\]
Given the equivalence between (35) and (45) and between (34) and (57), since $\theta > \bar{\theta}$, and given the concavity of $u(\cdot)$ and $v(\cdot)$, we have $F^2(\phi) < F^3(\phi)$. Since $q_1 < \bar{q}_1$, and given that $u(\cdot)$ and $v(\cdot)$ are concave and $-cu''(c)/u'(c) \geq 1$, it follows that $F^1(\phi) < F^2(\phi)$. Finally, $F^3(\phi) < F^4(\phi)$ as $q_1 < \bar{q}_1$ and $u(\cdot)$ and $v(\cdot)$ are concave. We therefore have

\begin{equation}
F^1(\phi) < F^2(\phi) < F^3(\phi) < F^4(\phi).
\end{equation}

From (60), the sets $W(S)$, $S = \{2\}, \{8\}, \{1,6\}, \{1,2,6\}, \{1,6,8\}$, are disjoint, and $U(W(S))$ is the parameter space. Therefore, an equilibrium always exists, and it is unique, from Propositions 5–9.

It is straightforward to show that $W(S)$ is of positive measure for each $S$, so that there exist parameters for which an equilibrium of each type exists. First, note that $F^1(\phi) > 0$ for $\beta_1 = \beta_2$, which implies that $W(\{2\})$ is of positive measure, by continuity. Next, note that $F^4(\phi) = 0$ for $\alpha_1 = \alpha_2 = 0$ and $\beta_1 = \beta_2$. Now, $\partial F^4/\partial \beta_2 < 0$ when $\beta_1 = \beta_2$ so that, again by continuity, there exists a subset of the parameter space of positive measure where $F^4 < 0$, i.e. $W(\{8\})$ is of positive measure. Therefore, from (60), $W(S)$ is of positive measure for each $S$.

The parameter space can thus be divided into three regions of interest. First, there is a region where only the liquid asset is traded (equilibrium $\{2\}$); second, there is a region where only the illiquid asset is traded (equilibrium $\{8\}$); third, there exists a "diversification region," where both assets are acquired and traded in equilibrium (either $\{1,6\}, \{1,2,6\}$, or $\{1,6,8\}$). The locus $F^1(\phi) = 0$ separates the region in which the illiquid asset is traded from the region in which it is not. Here, $\partial F^1/\partial \alpha_1 > 0$, $\partial F^1/\partial \alpha_2 > 0$, and $\partial F^1/\partial \beta_2 < 0$. Similarly, the locus $F^4(\phi)$ separates the region in which the liquid asset is traded from the region where it is not. We have $\partial F^4/\partial \alpha_1 > 0$, $\partial F^4/\partial \alpha_2 > 0$, and $\partial F^4/\partial \beta_2 |_{F^4 = 0} < 0$. Therefore, the illiquid asset will be "more likely" to be acquired and traded, and the liquid asset "less likely" to be acquired and traded, as transactions costs
increase and the return on the illiquid asset increases. These results are quite intuitive.

5. The Optimal Provision of Liquidity

The objective of this section is to derive a welfare result to show how liquidity is underprovided in a competitive equilibrium, relative to a social optimum. In evaluating the optimality of the competitive equilibrium, we follow the spirit of work on incomplete markets (e.g. Geanakoplos and Polemarchakis 1986). Here, we allow the social planner to determine the fractions of agents holding liquid and illiquid assets in period 0. We let $\gamma$ denote the fraction of agents initially holding the liquid asset, i.e. $\gamma = p_1 + p_2$. The planner must respect the restriction on diversification, and agents are free to trade assets on competitive markets in period 1. Thus, the set of allocations that the planner can achieve are competitive equilibria, indexed by $\gamma \in [0,1]$. That is, a feasible allocation for the planner is a competitive equilibrium, satisfying (17)–(20), but imposing the constraint

\[(61) \quad p_1 + p_2 = \gamma, \gamma \in [0,1].\]

In addition, (21) is replaced by

\[(62) \quad \text{If } p_j > 0 \text{ and } \gamma > 1, \text{ then } U_j(q_1, q_2) \geq U_k(q_1, q_2); j, k = 1, 2.\]

\[(63) \quad \text{If } p_j > 0 \text{ and } \gamma < 1, \text{ then } U_j(q_1, q_2) \geq U_k(q_1, q_2); j, k = 3, 4, \ldots 8.\]

Here, (62) and (63) state that agents cannot choose their actions in period 0, but their choices in period 1 must be optimal.

We define an allocation to be constrained Pareto optimal if there is no allocation which is feasible for the planner which makes all agents better off without making any worse off. Clearly, there exist parameter values for which the competitive equilibrium will be constrained Pareto optimal. First, if the return on the illiquid asset,
\( \beta_2 \), is sufficiently large and transactions costs sufficiently small, then equilibrium \{8\} with trade only in the illiquid asset, will be the competitive equilibrium. This competitive equilibrium could not be improved upon by forcing some agents to hold the liquid asset, provided the return on the liquid asset, \( \beta_1 \), is sufficiently small relative to \( \beta_2 \). Second, transactions costs can always be made sufficiently large that the competitive equilibrium is equilibrium \{2\}, where only the liquid asset is traded. If transactions costs are large enough to preclude trade in the illiquid asset, then forcing agents to hold the illiquid asset forces them to consume zero if they are early consumers. Thus, in this case the competitive equilibrium would be constrained Pareto optimal. The natural region of the parameter space to look for suboptimal equilibria is then somewhere near or in the region where both assets are traded.

Now, we will show that there are conditions under which suboptimal equilibria, with too little liquidity provision, exist near the locus \( F^1(\phi) \). This locus defines a boundary between the regions where equilibrium \{2\} exists, and where equilibrium \{1,2,6\} does. Assume that

\begin{equation}
\tag{64}
u'(x) > v'(x) \text{ for all } x > 0,
\end{equation}

and

\begin{equation}
\tag{65}x > x_1/(\beta_1 x_0 + x_1).
\end{equation}

In the region defined by \( F^1(\phi) \geq 0 \), we have equilibrium \{2\}. The adjacent region of the parameter space is \( W(\{1,2,6\}) \), so that both regions have a positive fraction of agents making choice 2, and expected utility is equal to \( U_2(q_1,q_2) \). Note also that, from (26), (38), and (42)–(44), \( q_1 \) is a continuous function of the parameters at the locus \( F^1(\phi) = 0 \) separating the regions \( W(\{2\}) \) and \( W(\{1,2,6\}) \). Differentiating expected utility with respect to \( q_1 \) and evaluating the derivative along \( F^1(\phi) = 0 \), using (10) and (26) we get
\[
\frac{d}{dq_1}|_{q_1} = \frac{(1-\pi)x_1}{\pi x_0} \left[ xu(q_1 x_0) + (1-\pi)v(\beta_1 x_0 + \beta_1 x_1 / q_1) \right]
\]

\[
= \frac{\pi x_0}{(1-\pi)x_1} \left[ (1-\pi)x_1 u'((1-\pi)x_1 / x) - \pi x_0 \beta_1 v'(\beta_1 x_0 / (1-\pi)) \right]
\]

\[
> \frac{\pi x_0}{(1-\pi)x_1} \left[ (1-\pi)x_1 u'((1-\pi)x_1 / x) - \pi x_0 \beta_1 v'(\beta_1 x_0) \right]
\]

\[
= \frac{x^2 x_0}{(1-\pi)x_1} \left[ (1-\pi)x_1 u'((1-\pi)x_1 / x) - x_0 \beta_1 v'(\beta_1 x_0) \right]
\]

\[
\geq \frac{x^2 \beta_1 x_0^2}{(1-\pi)x_1} \left[ u'(\beta_1 x_0) - v'(\beta_1 x_0) \right] \geq 0.
\]

Here, the second inequality follows from \(-cu''(c)/u'(c) \geq 1\) and (65), while the third inequality is implied by (64). Now, note from the proof of Proposition 8 in the Appendix, that \(q_1 < \bar{q}_1\) in equilibrium \(\{1,2,6\}\), where, from (26) and (48), \(\bar{q}_1\) is the price of the liquid asset in equilibrium \(\{2\}\). Therefore, from the above, expected utility falls, given (64) and (65), when a parameter change causes the illiquid asset to be adopted. From the planner's point of view, equilibrium \(\{2\}\) is still feasible in region \(W(\{1,2,6\})\), by simply setting \(\gamma = 1\). Therefore, equilibrium \(\{1,2,6\}\) is suboptimal, given (64) and (65), in a neighborhood of the boundary \(F_1(\phi) = 0\).

The above results state that, if liquidity matters enough, then expected utility falls when a parameter change causes the illiquid asset to be adopted. Liquidity matters sufficiently if the marginal utility of early consumption is sufficiently large relative to the marginal utility of late consumption ((64) holds) and if the probability of early consumption is sufficiently large ((65) holds). All agents would be better off if they continued to hold the liquid asset rather than having some trade in illiquid assets, and the competitive equilibrium is suboptimal. The underprovision of liquidity occurs here because of a participation externality. That is, as the number of agents participating in the market for the illiquid asset increases, this tends to drive down the price of the liquid
asset. Moving from a region of the parameter space where equilibrium \( \{2\} \) exists to one where equilibrium \( \{1,2,6\} \) exists, \( p_1 \) increases relative to \( p_2 \), and \( q_1 \) must fall, from (17). As a result of the decrease in its price, the liquid asset becomes less desirable, and the increase in participation in the market for the illiquid asset is self-fulfilling.

The negative participation externality which exists in this model contrasts with the positive externalities present in models constructed in Chatterjee (1988), Pagano (1989), and Allen and Gale (1991). Also, our model has a unique equilibrium, whereas these other models all feature multiple equilibria.

6. Examples

To illustrate possible equilibrium outcomes, some equilibria were computed numerically. Here we assume \( u(c) = \ln(c) \), \( v(c) = \ln(c) \), \( \beta_1 = x_0 = x_1 = 1 \), and \( \alpha_1 = \alpha_2 = \alpha \). We thus constrain the two-period interest rate on the liquid asset to be zero, and the equilibria computed have \( \beta_2 \in (1,1.1) \), so that the two-period interest rate on the illiquid asset is at most 10%. We used three different values for the probability of early consumption, \( \pi = .1 \), \( \pi = .5 \), and \( \pi = .9 \). For each value of \( \pi \), equilibria were computed over a two-dimensional grid in \((\alpha, \beta_2)\) space.

In Figures 1–3, for each value of \( \pi \) the parameter space is subdivided into the regions where each type of equilibrium exists. Note here, that for a given value of \( \beta_2 \), equilibria with trade in the illiquid asset tend to be supported with higher transactions costs, the smaller is \( \pi \). The illiquid asset is traded in equilibria \{8\}, \{1,6,8\}, \{1,6\}, and \{1,2,6\}. In Figure 1, trade in the illiquid asset is supported with \( \beta_2 = 1.05 \), \( \alpha = 1.5 \), and \( \pi = 1 \), i.e. there is trade in the illiquid asset with a cost of buying or selling this asset 1.5 times the endowment of late consumers in period 1. However, in Figure 3, with \( \beta_2 = 1.05 \), \( \alpha = .006 \), and \( \pi = .9 \), there is no trade in the illiquid asset. Also note, from Figures 1–3, that the larger is \( \pi \) the smaller tends to be the range of transactions costs, for given \( \beta_2 \), over which both assets are acquired and traded (the region where equilibria \{1,6,8\}, \{1,6\}, and \{1,2,6\} exist).
Figures 4, 6, and 8 are three-dimensional plots of expected utility computed over the same grids as for Figures 1, 2, and 3, respectively. Figures 5, 7, and 9 are cross sections of Figures 4, 6, and 8, respectively, with $\beta_2 = 1.05$. In Figures 4 and 5, with $\pi = .1$, expected utility decreases monotonically for fixed $\beta_2$ as $\alpha$ increases. That is, higher transactions costs imply lower welfare. In contrast, with higher $\pi$ in Figures 6–9, expected utility can rise as $\alpha$ increases. Note that, for $\pi = .9$, from Figures 3 and 9, that with $\beta_2 = 1.05$ expected utility is lower through much of the region where equilibrium $\{8\}$ exists (only the illiquid asset is traded) than in the region where equilibrium $\{2\}$ exists (only the liquid asset is traded). Figures 7, 10, and 11 illustrate why expected utility can fall when transactions costs decrease. Regions where this happens are also regions where the fraction of agents acquiring the liquid asset ($\gamma$) and asset prices decrease dramatically. Thus, as transactions costs fall, participation in the market for the illiquid (liquid) asset rises (falls), in such a way that the price of the liquid asset falls and agents are worse off.

In Figures 12–18, expected utility is computed for equilibria where a social planner constrains the fraction of agents holding each asset at the initial date. Here, $\gamma$ is the fraction of agents holding the liquid asset, $u_1$ is the expected utility of those agents, and $u_2$ is the expected utility of agents holding the illiquid asset. In Figure 12, the competitive equilibrium is where $u_1$ and $u_2$ intersect near $\gamma = .1$, and this is constrained Pareto optimal. Similarly, in Figure 13, the competitive equilibrium is at $\gamma = 1$, and it is constrained Pareto optimal. No suboptimal equilibria were found for $\pi = .1$.

Now, consider Figure 14. Here, the competitive equilibrium is at $\gamma = 0$, but all agents are better off if $\gamma = 1$, so the competitive equilibrium is suboptimal. In Figure 15, the competitive equilibrium is located where $u_1$ intersects $u_2$, and again this is suboptimal, being dominated by $\gamma = 1$. In Figure 16, the competitive equilibrium is $\gamma = 1$, which is constrained Pareto optimal. In Figures 14–16, there is in general too little liquidity in a competitive equilibrium, and $\gamma = 1$, though a constrained Pareto optimum, is not a unique constrained Pareto optimum. Similarly, with $\pi = .9$ in Figure 17, $\gamma = 0$ is the competitive equilibrium, which is suboptimal, as it is dominated by $\gamma = 1$, but there
is a continuum of constrained Pareto optima. In Figures 18 and 19, however, $\gamma = 1$ is the unique constrained Pareto optimum. In Figure 18, $\gamma = 1$ dominates the competitive equilibrium, where $u_1$ and $u_2$ intersect, and in Figure 19, $\gamma = 1$ is also the competitive equilibrium.

These examples illustrate a tendency for a higher probability of a need for liquidity (higher $\pi$) to produce suboptimality with greater likelihood. There was never too much liquidity provided; all competitive equilibria were either constrained Pareto optimal or dominated by feasible allocations where more liquid assets were held.

7. Conclusion

We have constructed a model of asset market participation where there is a tendency for underprovision of liquidity. In this sense, our model differs from related models of market participation, for example Chatterjee (1988), Pagano (1989), and Allen and Gale (1991), where multiple equilibria arising from a participation externality can lead to the overprovision of liquidity. In our model, there can be too little liquidity, or too much participation in the market for the illiquid asset, as the price of the liquid asset tends to fall when participation in this market increases. A decrease in the liquid asset's price tends to make liquid asset holders worse off, and the increase in participation in the market for the illiquid asset is self-fulfilling. However, the competitive equilibrium for this economy is unique.

This is a useful model of multiple asset markets, permitting the volume of trade on each market to be determined endogenously, with possible outcomes involving trade in both assets, trade in only the liquid asset, or trade in both assets. Given the nonconvexities in individual agents' optimization problems due to fixed transactions costs and the constraint that agents cannot diversify their portfolios, different agents may participate in different markets and make different portfolio decisions. This occurs in spite of the fact that agents are identical, ex ante.

One possible extension of the model would be to introduce some aggregate
uncertainty by making the fraction of early consumers random as of period 0. As a result, the prices of the liquid and illiquid assets would also be random. This could possibly create participation externalities of the type studied by Chatterjee (1988), Pagano (1989), and Allen and Gale (1991), and might provide an interesting interaction with the externality already present here. Another extension could involve embedding the model in an overlapping generations framework in which the liquid asset was fiat currency used for intergenerational trade. Here, government monetary interventions affecting rates of return would change the degree of market participation (see Chatterjee and Corbae 1991). It might be expected that some modification to the standard welfare results for overlapping generations models would result.
Appendix

Proof of Proposition 5

Given $p_2 = 1$ and $p_j = 0$ for all $j \neq 2$, and (26), (17)–(20) are satisfied by construction, except for $q_2 \geq 0$. For an equilibrium, we must find a price for the illiquid asset, $q_2 \geq 0$, such that (21) is satisfied for $j = 2$ and $k \neq 2$, given (26). With $j = 2$ and $k = 1$ in (21), and substituting using (26), we get

(A.1) \[ \beta_1 x_0 / (1-\pi) \geq (\beta_2 / q_2) (x_1 / \pi - \alpha_2). \]

Similarly, inequality (21) with $j = 2$ and $k = 6$ gives

(A.2) \[ pu((1-\pi)x_1 / \pi) + (1-\pi)v(\beta_1 x_0 /[1-\pi]) \geq pu(q_2 x_0 - \alpha_1) + (1-\pi)v(\beta_2 x_0 + \beta_1 \pi x_0 /[1-\pi]). \]

Inequalities (A.1) and (A.2) imply lower and upper bounds, respectively, that $q_2$ must satisfy in equilibrium. If (A.1) holds, then

(A.3) \[ U_8(q_1, q_2) \leq pu(\beta_1 x_0 / \pi) + (1-\pi)v(\beta_1 x_0 / [1-\pi]) - (1-\pi)v(\beta_2 x_0 + \beta_1 x_0 \pi /[1-\pi]) + (1-\pi)v(\beta_2 x_0 + \beta_1 x_0 \pi(x_1 - \alpha_2) /[1-\pi][x_1 - \alpha_2]). \]

Then, if (A.1) holds, we have $U_8(q_1, q_2) < U_2(q_1, q_2)$. Next, we need to show that (21) holds for $j = 2$ and $k = 7$. If (A.1) holds with equality, then

\[ U_6(q_1, q_2) - U_7(q_1, q_2) = (1-\pi)v(\beta_2 x_0 + \beta_1 \pi x_0 /[1-\pi]x_1) - (1-\pi)v(\beta_2 (x_1 - \pi \alpha_2) x_0 / x_1 + \beta_1 \pi x_0 / (1-\pi) - \beta_1 \pi x_0 \alpha_1 / [(1-\pi)x_1]) > 0. \]

In addition, (21) holds for $j = 2$ and $k = 3, 4, 5$, since $u'(0) = \omega$. Therefore, equilibrium (2) exists if and only if there is a $q_2 > 0$ satisfying (A.1) and (A.2). Since (A.1) defines a
lower bound on $q_2$, and (A.2) an upper bound on $q_2$, we can take (A.1) as an equality, solve for $q_2$, and substitute in (A.2). Then, equilibrium \{2\} exists if and only if (27) holds. If equilibrium \{2\} exists, it is essentially unique, which is trivial by construction, and from (26). Q.E.D.

**Proof of Proposition 6**

Inequality (21) must be satisfied for $j = 8$ and $k = 1$, or, using (28),

\[
(A.4) \quad \pi u(q_1 x_0) + (1-\pi)v(\beta_2 x_0^2 q_1/[1-\pi][x_1-\alpha_2] + \beta_2 x_0/[1-\pi]) \\
\leq \pi u((1-\pi)[x_1-\alpha_2]/\pi - \alpha_1) + (1-\pi)v(\beta_2 x_0/[1-\pi])
\]

Similarly, (21) must hold for $j = 8$ and $k = 6$, or

\[
(A.5) \quad \beta_1 x_1/q_1 \leq \beta_2 x_0\pi/(1-\pi).
\]

Inequalities (A.4) and (A.5) put upper and lower bounds, respectively, on $q_1$. From (10), if (A.4) holds, and (A.5) holds with equality, then

\[
U_2(q_1,q_2) \leq U_g(q_1,q_2) - (1-\pi)v(\beta_1 x_0 x_1/[x_1-\alpha_2] + \beta_2 x_0/[1-\pi]) \\
+ (1-\pi)v(\beta_1 x_0 + \beta_2 x_0\pi/[1-\pi]) \\
< U_g(q_1,q_2),
\]

so that (21) holds for $j = 8$ and $k = 2$. If (A.5) holds with equality, then using (14) and (15),

\[
U_6(q_1,q_2) - U_7(q_1,q_2) = \beta_2 x_0 - \beta_2 x_0(x_1-\alpha_2)/x_1 + \alpha_1 \beta_2 x_0/(1-\pi)x_1 > 0.
\]

Thus, if (A.4) and (A.5) hold, then there exists a $q_1$ satisfying (A.4) and (A.5) which
guarantees that (21) holds for \( j = 8 \) and \( k = 7 \). Also, (21) holds for \( j = 8 \) and \( k = 3, 4, 5 \), given (A.4). Therefore, in a manner similar to the proof of Proposition 5, equilibrium \{8\} exists if and only if there exists a \( q_1 \geq 0 \) satisfying (A.4) and (A.5), that is, taking (A.5) with equality and substituting in (A.4), we get (29). By construction, and from (28), it is trivial that equilibrium \{8\} is essentially unique if it exists. Q.E.D.

**Proof of Proposition 7**

Inequality (21) must hold for \( j = 1 \) and \( k = 2 \), that is, using (9), (10), (35), and (36),

\[
(A.6) \quad \beta_2 \pi(p_6/p_1)/(1-\pi) \geq \beta_1 + \beta_1/(1-\pi)(p_6/p_1).
\]

Also, (21) must hold for \( j = 6 \) and \( k = 8 \). Using (14), (16), (30), and (31), we get

\[
(A.7) \quad \beta_1 (x_1-a_2)/\pi(p_6/p_1)^2 + \beta_1 (1-\pi)x_1/\pi(p_6/p_1) \geq \beta_2 (x_1-a_2).
\]

Now, if (21) holds for \( j = 1 \) and \( k = 2 \), from (9) and (10) we have \( \beta_2 q_2 - \beta_1 q_1 > 0 \), which implies that, from (14) and (15), (21) holds for \( j = 6 \) and \( k = 8 \). Inequality (21) holds for \( j = 1, 6 \) and \( k = 3, 4, 5 \), as (30) implies that \( q_1 > 0 \) so that choice 1 dominates choices 3, 4, and 5, and choice 1 is in turn dominated by choice 2.

Let \( \theta = p_6/p_1 \). Then, since the left side of (32) is increasing in \( \theta \) and the right side is decreasing in \( \theta \), and given the restrictions on \( u(\cdot) \) and \( v(\cdot) \), equation (32) yields a unique solution for \( \theta \), which in turn gives unique solutions for \( q_1, q_2, p_1 \), and \( p_6 \) from (30), (31), and (33), and the solutions satisfy (20). We then have a unique equilibrium of type \{1,6\} if the solution to (32), denoted by \( \theta^* \), satisfies (A.6) and (A.7). Using (A.6), (A.7), we then get \( \theta^* \geq \theta \), and \( \theta^* \leq \theta \). Then, from (32), a unique equilibrium of type \{1,6\} exists if and only if (34) and (35) hold. Q.E.D.
Proof of Proposition 8

As (21) holds for \( j = 1 \) and \( k = 2 \), we have \( \beta_2/q_2 > \beta_1/q_1 \), which implies that (21) holds for \( j = 6 \) and \( k = 7 \). In addition, (38) implies that \( q_1 > 0 \), and (21) holds for \( j = 2 \) and \( k = 3, 4, 5 \).

For a solution to equation (41) to exist, denoted \( q_1^* \), it is necessary and sufficient (by inspection) that

(A.8) \[ \beta_2 > \beta_1. \]

Given (A.8), the right side of (41) is increasing in \( q_1 \) since \( v(\cdot) \) is concave. Also, given (A.8), the left side of (41) is decreasing in \( q_1 \) for \( q_1 = q_1^* \), given that \( u(\cdot) \) is concave and \(-c u''(c)/u'(c) \geq 1\). Thus, given (A.8), \( q_1^* \) is unique. Given \( q_1^* \), (40) and (42)–(44) solve uniquely for \( q_2, p_1, p_2, \) and \( p_6 \). We need to check that \( p_1 > 0, p_2 > 0, \) and \( p_6 > 0 \). From (42)–(44), these conditions are satisfied if and only if \( q_1^* > q_1 \) and \( q_1^* < \bar{q}_1 \). Therefore, from (41), a unique equilibrium exists if and only if (45) and (46) hold. Q.E.D.

Proof of Proposition 9

Given (51), we have

\[
U_2(q_1, q_2) = U_6(q_1, q_2) - (1-\pi)v(\beta_1 x_1 x_0/[x_1 - \alpha_2] + \beta_1 x_1/q_1) \\
+ (1-\pi)v(\beta_1 x_0 + \beta_1 x_1/q_1) \\
< U_6(q_1, q_2),
\]

and (21) holds for \( j = 6 \) and \( k = 2 \). Since (21) then holds for \( j = 1 \) and \( k = 2 \), we then have \( \beta_2/q_2 > \beta_1/q_1 \), which implies, from (14) and (15), that (21) holds for \( j = 6 \) and \( k = 7 \). In addition, (49) implies that \( q_1 > 0 \) so that, from (9), inequality (21) is satisfied for \( j = 1 \) and \( k = 3, 4, 5 \).

Note that a necessary and sufficient condition for a solution to (52) is
(A.9) \[ \frac{\beta_2(x_1 - \alpha_2)}{\beta_1 x_1} > 1. \]

Given (A.9), the concavity of \( u(\cdot) \) and \( v(\cdot) \) imply that the left side of (52) is decreasing in \( q_1 \) and the right side of (52) is increasing in \( q_1 \). Therefore, if and only if (A.9) holds, a unique solution exists to (52), which we will denote \( q_1^{**} \). Given \( q_1^{**} \), we can solve uniquely for \( q_2, p_1, p_6, p_8 \), from (51), and (53)–(55). For this solution to be an equilibrium, we must have \( p_1 > 0, p_6 > 0, \) and \( p_1 + p_6 < 1 \) or, using (53)–(55), \( q_1^{**} > q_1 \), and \( q_1^{**} < q_1 \).

Therefore, substituting in (52), a unique equilibrium of type \( \{1, 6, 8\} \) exists if and only if (56) and (57) hold. Q.E.D.
Footnotes

1. See Allen and Gale (1991) for references to the empirical evidence on limited diversification.

2. If there were a sufficiently large fixed cost (identical for each investment technology) associated with investment, then agents would not diversify. Also, insurance against the need for liquidity could be precluded by physically separating agents in period 0.

3. To do this, collapse periods 0 and 1 into the first period of each agent’s life. If an agent invests in the liquid asset, she buys fiat money at the beginning of the first period of life from the old of the previous generation. Asset trading takes place between young early consumers and young late consumers at the end of each period, after the current old die.
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Figure 3: Equilibria, PI = .9

- eqm. \{1,2,6\}
- eqm. \{1,6\}
- eqm. \{1,6,8\}
- eqm. \{2\}

\( \beta_2 \) vs. \( \alpha \)
Figure 4: Expected Utility, $\pi = .1$

(alpha increasing SE; beta2 increasing NW)

Figure 5: $\pi = .1$, $\beta_2 = 1.05$
Figure 6: Expected Utility, PI = .5

(alpha increasing SE; beta2 increasing NW)

Figure 7: pi = .5, beta2 = 1.05
Figure 8: Expected Utility, $\pi = .9$

(alpha increasing SE; beta2 increasing NW)

Figure 9: $\pi = .9$, $\beta = 1.05$
Figure 12: Constrained Equilibria, $\pi=.1$, $\beta_2=1.05$, $\alpha=.15$

Figure 13: Constrained Equilibria, $\pi=.1$, $\beta_2=1.05$, $\alpha=3$
Figure 14: Constrained Equilibria, $\pi = .5$, $\beta_2 = 1.05$, $\alpha = .025$

Figure 15: Constrained Equilibria, $\pi = .5$, $\beta_2 = 1.05$, $\alpha = .04$
Figure 18: Constrained Equilibria, $\pi = .9$, $\beta_2 = 1.05$, $\alpha = .005$

Figure 19: Constrained Equilibria, $\pi = .9$, $\beta_2 = 1.05$, $\alpha = .01$