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I. Introduction

Money income, Y, can be expressed as a product of a money stock, M, and a money velocity, v. In turn the money stock can be expressed as a product of a monetary base, B, and a money supply multiplier, m. Combining these yields the quantity-theory-type expression \( Y = vMB \). Interpreted as an identity, this equation automatically yields a value for \( vm \) once \( Y \) and \( B \) are specified. With the money supply defined as the monetary base, \( m \) equals unity and the product \( mv(=v) \) is simply the income velocity of the monetary base. With a more extended definition of money the money supply multiplier assumes a value greater than unity but velocity declines proportionally, since the product \( mv \) is constant for given \( B \) and \( Y \). This simple but broadly encompassing equation provides the framework within which this paper proceeds. Specifically, we intend a) to investigate the determinants of money supply, \( mB \), and money demand, \( v \), and b) to investigate the interaction among \( m \), \( v \), and \( B \). For example, taking logarithms of \( Y = vMB \), differentiating, and dividing through \( d \log v \) yields \( \frac{d \log Y}{d \log v} = 1 + \frac{d \log m}{d \log v} + \frac{d \log B}{d \log v} \). The elasticity of money income with respect to velocity, \( \varepsilon(Y,v) \) will equal unity only if \( \frac{d \log m}{d \log v} \) and \( \frac{d \log B}{d \log v} \) are zero. Questions such as whether or not \( m \) and \( B \) are in fact independent of velocity are precisely the types of issues we intend to address in this paper.

Rather than focussing directly on the behavior of \( m \) and \( v \), we investigate the determinants of and interaction between the money supply multiplier and the velocity of money within the context of an econometric model. In addition our focus on the determinants of the supply of money goes beyond the money supply multiplier: the systematic determinants of the monetary base are also investigated. Throughout the paper emphasis is directed more toward money supply than money demand. Indeed, the money-supply-multiplier approach provides the framework through which we analyze money demand.
The outline of the paper is as follows. Part II derives a money-supply-multiplier formulation and in the process defines empirical counterparts for such variables as the monetary base and the supply of money as well as familiarizes the non-Canadian reader with some aspects of "Canadiana." Part III contains the heart of the empirical analysis—a 26-equation model of the Canadian economy with emphasis on the interaction among the Bank of Canada, the chartered banks, and the non-bank public. In Part IV, we derive impact, dynamic and steady state multipliers as we manipulate the results of the model to yield implications for money demand, money supply, the interaction between m, v, and B, and the temporal behavior of the proximate determinants of the money supply. The concluding section draws further implications and lends perspective to some of our findings.

II. Derivation and Properties of the Money Supply Multiplier

For the period with which we are concerned (1955-1965) chartered banks were required to hold reserves of 8% against the item termed "Canadian dollar deposit liabilities" (henceforth referred to as D)\(^1\). This item is defined as the sum of demand deposits (gross of float, i.e., items in transit) Dd, personal savings deposits Ds, corporate notice deposits Dn (actually called "non-personal term and notice deposits"), and federal government deposits, Dg. The definition of the money supply that we adopt for this paper is the sum of currency outside

---

\(^{1}\)Reserves are composed of Bank-of-Canada notes held by the chartered banks and deposits with the Bank of Canada. The basis for the monthly reserve calculation (called the "statutory basis") is as follows: Bank-of-Canada notes and D are calculated as averages of the 4 consecutive Wednesdays ending with the second last Wednesday of the previous month; deposits with the Bank of Canada are defined as the average over the banking days of the current month. Coin in bank vaults does not qualify as reserves presumably because it is not a liability of the Bank of Canada.
banks C, plus the first three components of D, i.e.,

\[(II.1) \quad M = C + Dd + Ds + Dn.\]

The monetary base is the sum of reserves, R, plus currency outside banks:

\[(II.2) \quad B = R + C.\]

Since our hypothesis is that each component of the money supply exhibits behavior different from that of the other components we desire a formulation of the money supply multiplier that will allow for the public's preference for the different types of money. Toward this end we express the components of M as fractions of demand deposits, i.e.,

\[(II.3) \quad c = \frac{C}{Dd}; \quad (II.4) \quad s = \frac{Ds}{Dd}; \quad (II.5) \quad n = \frac{Dn}{Dd}\]

where c, s, and n are, respectively, the ratios of currency, personal savings deposits, and corporate notice deposits to demand deposits. In addition, let r represent the actual reserve-deposit ratio of the banking system, i.e.,

\[(II.6) \quad r = \frac{R}{D}\]

where the denominator is Canadian-dollar deposit liabilities.

Substituting II.3-II.6 into II.1 and II.2 yields

\[(II.7) \quad M = Dd(1 + c + s + n), \quad \text{and}\]

\[(II.8) \quad B = Dd(r + c + rs + rn) + rDg.\]

---

2 This differs from the accepted Canadian definition in two ways. First, we include float as part of the money supply. In part this is required because in its published statistics the Bank of Canada does not indicate the amounts of each type of deposit in transit and when they present money supply figures net of float, all the float is deducted from demand deposits. To follow this procedure might seriously bias the demand-deposit series. Furthermore our empirical investigation suggests that "kiting" is an economic variable: demand deposits gross of float are considerably more interest sensitive than Dd net of float. Secondly, C does not include coin outside the banks. This is an arbitrary decision on our part but it is consistent with coin being excluded from reserves. Note also that both Ds and Dn are interest-bearing deposits, the former being held only by persons and the latter by corporations and charitable institutions. Unlike its U.S. counterpart, Ds carries chequing privileges. And except for that portion of Dn which are "fixed-term" deposits (although growing rapidly of late, they accounted for only 1% of all savings deposits, i.e., of Dn and Ds, in 1962) corporate notice deposits are also chequable. Finally demand deposits include, in addition to the traditional "current accounts", personal chequing accounts, deposits of provincial governments and deposits of other banks (mostly foreign banks).
Combining II.7 and II.8, we obtain

\[ M = \left( \frac{1 + c + s + n}{r + c + rs + rn} \right) (B - rDg); \quad \text{or} \quad M = mB' \]

where \( m \) is the money supply multiplier and \( B' \) is the monetary base adjusted for reserves held against government deposits.\(^3\) Our treatment of \( B' \) may be somewhat unfamiliar. Brunner and Meltzer [2, p. 32] follow a somewhat different procedure. Rather than adjust the base for reserves held against government deposits, they introduce the ratio \( r \frac{Dg}{Dd} \) into the denominator of their multiplier formulation. For a given level of \( M \), therefore, the Brunner-Meltzer formulation would yield a larger monetary base and a smaller multiplier than would II.9. Since we shall assume that the reserve ratio is constant,\(^4\) these formulations are equivalent from an economic standpoint.

The derivatives of \( m \) with respect to \( c \) and \( r \) are negative while those with respect to \( s \) and \( n \) are positive.\(^5\) The corresponding elasticities of \( m \) with respect to \( c, r, s, \) and \( n \) (calculated at sample means) are -.53, -.36, +.30, +.037.

Direct estimation of these elasticities using a log-linear equation yields virtually identical values: -.524, -.351, .292 and .038. The average values on an end-of-last-month-in-quarter basis for 1955.3-1965.4 for \( c, r, s, n, \) and \( m \) are, respectively, .3749, .0741, 1.6168, .1944 and 5.468. These values for 1965.4 are .3391, .0752, 1.6123, .3572 and 5.6846. The multiplier has been increasing over

\(^3\) The parametric composition of II.9 is similar to that derived by Lindbeck [11, Ch. 6].

\(^4\) While the reserve ratio has been falling somewhat over our sample period 1955.3 to 1965.4, the variation in the ratio is exceedingly small. For example, from 1963 to 1965 the monthly ratios, on a statutory basis, varied between .0807 and .0814.

\(^5\) The derivatives for \( c, r, s, \) and \( n \) are, respectively, \([(r-1)(1+s+n)/J], [ - (1+c+s+n)(1+s+n)/J], [c(1-r)/J], \) and \([c(1-r)/J]\) where \( J \) is the square of the denominator of the multiplier. The reason why the derivatives of \( s \) and \( n \) are positive is that a switch from demand deposits to \( Dn \) or \( Ds \) will increase the multiplier because we have assumed the currency drain to be against \( Dd \) only.
the sample period primarily because of the sharp rise in the ratio of corporate notice deposits to Dd (or what amounts to the same thing, since the same r applies to all bank deposits, a fall in the ratio of currency outside banks to bank money, i.e., to Dd + Dn + Ds). Values for 1965.4 for the components of M are given in Table III below.  

We now turn to the econometric model. Rather than estimate the behavior of s, n, c, and m directly, we specify and estimate equations for the variables that comprise these ratios, i.e., Dd, Ds, Dn, C, and R. This allows us to investigate the determinants of the demand for money and, after reforming the ratios, the supply of money as well.

III. An Econometric Model of the Canadian Economy with Emphasis on the Monetary Sector

A. The Model: An Overview

The model of the Canadian economy is presented below. An alphabetized listing of the variable definitions appear in Appendix A. The twenty-six endogenous variables are enumerated immediately below the model. All data are seasonally unadjusted and all value variables are in millions of current dollars. All flow variables are at quarterly rates. Unless otherwise indicated, data for non-flow variables are the month-end values for the last month of each quarter. The time span of the estimation is from the third quarter of 1955 to the fourth quarter of 1965.  

The model is estimated via two-stage least squares. Bracketed numbers beneath the regression coefficients are "t-values". The multiple-

---

6 A comprehensive graphical and numerical analysis of the behavior over this period of the "proximate determinants" has been deleted from the final version of this paper. It is available upon request. Alternatively, see [10].

7 Month-end data were selected because corporate notice deposits, Dn, are available for the sample period only in this form.
correlation coefficient, $\bar{R}$, has been corrected for degrees of freedom.

The model is divided into three parts: the monetary sector; the term structure of interest rates; and the real sector. We do not make any further reference to the real sector in the text; it is included so that the monetary sector may have some interaction with the real sector and to obtain a set of exogenous variables to facilitate the two-stage estimation procedure. However, since some of these equations draw heavily upon specifications developed by other researchers we use Appendix B to acknowledge our debt.

Our view of the behavior of the monetary sector, incorporated in the model, is highly simplified. Equation III.1 is the public's demand for currency, $C$. The banks are assumed to accommodate fully this demand (equation III.6). Equation III.5 depicts the central bank's supply of the monetary base, $B$, to the economy. The difference between the supply of the monetary base and the stock of currency outside banks yields the supply of reserves (equation III.7). Banks are assumed to accept passively this level of reserves (equation III.13). Eight Equations III.2, III.3, and III.4 are respectively, the demand equations for demand deposits, $Dd$, personal savings deposits, $Ds$, and non-personal term and notice deposits, $Dn$.

---

8 This implies that we do not allow for a "discount window" in our model. And this is as it should be; for only 2 of the 48 month-ends from 1962-1965 did the chartered banks borrow from the Bank of Canada and both these amounts were less than 1/2 of 1% of reserves. It is possible to argue, like Fand and Tower [5], that the purchase and resale agreements between the money-market dealers and the Bank of Canada should be included as part of chartered-bank borrowings. But this borrowing too is infrequent; for the same 48 month-ends the dealers were in debt to the Bank on only six occasions. More importantly, however, it is not clear that the dealer borrowings need imply that the banks are in need of reserves nor do they need imply that the monetary base increases by the amount of the borrowing. Take the $99 million borrowing on December 30, 1964 (by far the largest borrowing in the 48-month period). Chartered banks did not need additional reserves (their reserve ratio for December was the highest in two years). Day loans from the chartered banks to the dealers were near average. Furthermore, the Central Bank appears to have altered government deposits to prevent these dealer borrowings from increasing the monetary base.
TABLE I
EQUATIONS OF THE MODEL

<table>
<thead>
<tr>
<th>A. Monetary Sector</th>
</tr>
</thead>
<tbody>
<tr>
<td>(III.1) ( \Delta C^d_t = 259.70Q_t + 307.10Q_{t-3} + 295.90Q_{t-3} - 0.3740C_t - 0.3977C_{t-1} - 0.0460y_t - 7.928t^2 - 15.66b_{t-1} )</td>
</tr>
<tr>
<td>(III.2) ( \Delta d_t = 583.30Q_{t} + 871.50Q_{t-2} + 340.60Q_{t-3} + 1024.06Q_{t-3} - 0.5467bd_t - 296.5y_t - 81.53y_{t-1} + 34.86A_t - 16.04A_{t-1} )</td>
</tr>
<tr>
<td>(III.3) ( \Delta b_t = 535.70Q_{t} + 567.60Q_{t-2} + 511.30Q_{t-3} + 317.40Q_{t-3} + 0.1498y_{t-1} + 33.23A_t - 0.4504d_t - 0.3191d_t - 10 - 139.1t^2_{t-1} - 83.28r_{t-1} + 86.38dr_{t-1} - 270.1t )</td>
</tr>
<tr>
<td>(III.4) ( \Delta b_{t} = -213.5Q_{t} - 302.20Q_{t-2} - 371.40Q_{t-3} - 336.90Q_{t-3} + 0.24910n_{t-1} + 152.8x_{t} + 0.0831y_{t} - 55.99r_{t-1}^{10} - 35.07c_{t-1}^{10} - 112.5t^{SF} - 112.5t^{FON} + 69.53c_{t-1}^{10} )</td>
</tr>
<tr>
<td>(III.5) ( \Delta b_{t} = 68.90Q_{t} + 146.60Q_{t-2} + 70.61Q_{t-3} + 158.80Q_{t-3} - 0.464y_{t-1} + 0.0957c_{t} - 0.0381y_{t} - 2823.1t_{t} - 11.02z_{US} + 96.02x_{t} )</td>
</tr>
<tr>
<td>(III.6) ( c_t = c_d \quad \text{supply of currency adjusts to the demand} )</td>
</tr>
<tr>
<td>(III.7) ( R^d = H^d - c_d \quad \text{supply of reserves is the difference between the supply of the monetary base and the supply of currency} )</td>
</tr>
<tr>
<td>(III.8) ( d_{t} = 13.02R^d_{t} - 7.286dN_{t} )</td>
</tr>
<tr>
<td>(III.9) ( b_{t} = d_{t} \quad \text{... supplies of Dn and Ds adjust to the demands} )</td>
</tr>
<tr>
<td>(III.10) ( R^d = R^d \quad \text{... supply of demand deposits} )</td>
</tr>
<tr>
<td>(III.11) ( R^d = d_{t} \quad \text{supply of demand deposits} )</td>
</tr>
<tr>
<td>(III.12) ( R^d = C_d \quad \text{equilibrium equation, makes } r_{t}^{91} \text{ endogenous} )</td>
</tr>
<tr>
<td>(III.13) ( R^d = R^d )</td>
</tr>
<tr>
<td>(III.14) ( R^d = C_d + d_{t} + d_{t} + d_{t} )</td>
</tr>
<tr>
<td>(III.15) ( R^d = \left[ \frac{1 + c + s + n}{1 + c + s + n} \right] \left[ \left( R^d - R_{t-1} \right) \right] \quad \text{this is the multiplier formulation described in Part II above} )</td>
</tr>
<tr>
<td>(III.16) ( \Delta b_{t} = 83.78Q_{t} + 165.50Q_{t-2} + 173.10Q_{t-3} + 187.10Q_{t-3} + 0.0292y_{t} - 0.2444e_{t-1} )</td>
</tr>
</tbody>
</table>

\( \bar{R} = 0.82 \)  
\( \overline{DW} = 2.07 \)
\( \bar{R} = 0.946 \)  
\( \overline{DW} = 2.31 \)
\( \bar{R} = 0.954 \)  
\( \overline{DW} = 2.22 \)
\( \bar{R} = 0.954 \)  
\( \overline{DW} = 2.15 \)
\( \bar{R} = 0.925 \)  
\( \overline{DW} = 1.72 \)
\( \bar{R} = 0.98 \)  
\( \overline{DW} = 1.89 \)
\( \bar{R} = 0.96 \)  
\( \overline{DW} = 2.22 \)
B. Term-Structure Equation

\[ r_{t+1} = \beta r_t + \gamma_0 + \gamma_1 y_{t-1} + \gamma_2 y_{t-2} + \gamma_3 y_{t-3} + \gamma_4 y_{t-4} + \gamma_5 y_{t-5} + \gamma_6 y_{t-6} + \gamma_7 y_{t-7} \]

\( (III.17) \quad (r_{t+1} - r_t) = 0.301 - 0.5339 X_t^{91} - 0.2335 X_t^{91} - 0.00010 Y_t + 0.2111 A_t + 1.6433 X_t - 0.00131 A_t^{91} - 0.6876 X_t - 0.5947 X_t^2 \]

\[ (1.19) \quad (6.69) \quad (2.89) \quad (2.90) \quad (5.69) \quad (7.90) \quad (1.72) \quad (1.73) \quad (2.13) \]

\( (III.18) \quad (r_{t+1} - r_t^3) = 0.4100 - 0.3755 X_t^{91} - 0.000050 Y_t + 0.1913 A_t - 1.2311 X_t^{90} - 0.000050 A_t^{91} - 0.6901 X_t - 0.4326 X_t^3 \]

\[ (1.46) \quad (6.58) \quad (2.96) \quad (7.28) \quad (7.94) \quad (3.63) \quad (2.17) \quad (1.61) \]

\( \bar{R} = 0.90 \quad DW = 1.52 \)

\( \bar{R} = 0.91 \quad DW = 1.42 \)

C. Real Sector

\( (III.19) \quad C_d_t = 163.1Q_t + 298.4Q_2 + 111.3Q_3 + 229.6Q_4 + 0.0310Y_t + 0.0730(Ds + Dd)_2 + 43.63(AR_P - 35.42AR_P)^2 \]

\[ (1.58) \quad (2.91) \quad (1.18) \quad (2.30) \quad (1.70) \quad (3.31) \quad (3.46) \quad (4.51) \]

\( (III.20) \quad C_n_t = -518.401 - 72.75Q_2 - 89.58Q_3 - 43.32Q_4 + 0.2279y_t + 0.6263C_n_t \]

\[ (6.88) \quad (1.35) \quad (1.69) \quad (8.07) \quad (4.23) \quad (6.58) \]

\( (III.21) \quad IMP_t = 1607.9 + 1714.Q_2 + 1314.Q_3 + 1536.Q_4 + 0.1290Y_t - 1181.(\frac{P}{P^0})_{t-3} - 53.01U_t - 0.4114IMP_t \]

\[ (3.41) \quad (4.27) \quad (3.24) \quad (3.78) \quad (3.30) \quad (2.96) \quad (6.07) \quad (3.40) \]

\( (III.22) \quad I_t = 304.201 + 246.70Q_2 + 187.60Q_3 + 164.90Q_4 + 0.0954Y_t + 1.3241USD_t - 47.59I_t - 56.25I^{90}_t + 0.5399I_t^{91} \]

\[ (1.79) \quad (1.38) \quad (1.05) \quad (0.91) \quad (3.36) \quad (1.80) \quad (2.41) \quad (1.00) \quad (6.74) \]

\( (III.23) \quad I_{res,t} = 113.1Q_t + 205.6Q_2 + 170.2Q_3 + 184.4Q_4 + 5.473HS_t + 11.82HS_t^{91} + 4.230HS_t^{90} \]

\[ (5.86) \quad (8.74) \quad (7.30) \quad (8.19) \quad (2.90) \quad (7.00) \quad (2.45) \]

\( (III.24) \quad HS_t = 47.770Q_1 + 55.21Q_2 + 50.26Q_3 + 48.16Q_4 + 0.00176Y_t + 6.874W_t - 30.23(-\frac{P_{res}}{P}) + 1.541(\frac{P}{P_t} - r_t^{10})_t + 4.256r_t^{10} \]

\[ (1.70) \quad (1.96) \quad (1.81) \quad (1.73) \quad (5.19) \quad (4.81) \quad (1.70) \quad (1.41) \quad (2.30) \]

\( (III.25) \quad Y_t = C_d + C_n + I_t + I_{res,t} + G + IMP_t \)

\( (III.26) \quad Y_t = 0.1756Q_t + 0.158Q_t - 1.4220Q_t - 1.280Q_t - 1.11520Q_t - 0.1038Q_t^5 + 0.0324Q_t^6 + 0.0838Q_t^7 \)

Endogenous variables: \( C_d, C_n, D_d, D_n, D_k, D_k^d, D_k^s, D_k^h, D_k^h, R_t, R_t^h, R_t^d, N_t, H_t, C_t, r_t^{91}, r_t^{10}, r_t^3, C_d, C_n, IMP_t, I_{res,t}, HS, Y_t \).
The sum of these three demands plus federal government deposits, \( D_g \), must equal \( D^s \). There are several ways in which this condition can be satisfied. The method we adopt is to assume that the chartered banks meet, at existing rates, all demands for personal savings deposits and for corporate notice deposits (equations III.9 and III.10). Demand deposits are assumed to bear the brunt of any required adjustment. Accordingly, III.11 is the chartered banks supply of demand deposits. Equation III.12 is an equilibrium condition: the demand for demand deposits must equal the supply of demand deposits. Within the context of the model, this equation "determines" the treasury bill rate \( r^t \) adjusts so that \( D^d \) equals \( D^s \). Equation III.14 is the demand for money—a summation of the component demands. The supply of money is given by the money supply multiplier formulation embodied in III.15. As it turns out, equation III.15 is not absolutely essential to make the model complete. It can be jettisoned and in its place one can set \( M^s \) equal to \( C^s + Dd^s + Ds^s + Dn^s \). We prefer the former specification given the basic framework of our analysis. The reader is asked to ignore equation III.16 for the time being.

Since the treasury-bill rate, \( r^t \), is determined in the monetary sector, we need only to determine \( r^3 \) and \( r^{10} \) in the term-structure equations. Equation III.17 determines the long-term rate \( r^{10} \) while III.18 determines the three-year rate, \( r^3 \). Several definitions and identities complete the model.

---

9 This is quite similar to the approach adopted by Goldfeld [6, pp. 25-26].

10 We could have introduced \( c, s, \) and \( n \) explicitly into the model by adding the section II equations for these variables. This would have added only to the quantity and not to the quality of the model.

11 Again we adopt the Goldfeld approach [6, p. 134].
B. The Model: A Brief Look at the Equations

The Demand For Currency

The current literature is somewhat ambiguous on the question of whether currency is related more to transactions (current income, Y, for our purposes) or wealth (permanent income, y). Our findings suggest that the demand for currency in Canada is related more closely to permanent income: hence the inclusion of y in equation III.1. Variables Q_1 to Q_4 are the seasonal intercepts. The two additional variables in the equation represent our attempt to replicate some aspects of the Goldfeld specification [6, p. 133]. If prices are expected to rise the public will demand less currency: hence a negative coefficient for ΔP_{t-1}. The appearance of the lagged three-year interest rate, r_{t-2}^3 is the result of considerable experimentation with various rates. That its coefficient is not statistically significant suggests that currency demand in Canada is not very interest sensitive.

The Demand For Demand Deposits

In line with recent Canadian work [12], [8] we hypothesize that demand deposits are held primarily for transactions purposes. Accordingly, the Dd equation in the model (equation III.2) embodies current rather than permanent income and the treasury bill rate rather than a long-term rate. But there is also a portfolio rationale for holding demand deposits and the average maturity

---

12 With few exceptions, we discuss only those specifications which appear in the model. An earlier draft presented alternative specifications for several of the equations. These results are available upon request.

13 For example, Heller [7] finds that the sum of currency and demand deposits is related to current income while time deposits are related more to permanent income, thus implying that currency demand is a transactions demand. Yet Cagan suggests that "currency in circulation exceeds amount needed for retail transactions, and apparently serves also as a store of value" [4, p. 281].
term, \( A_t \), captures, in part, this motive.\(^{14}\) Finally, equation III.2 contains an additional variable, DTURN, the turnover ratio of demand deposits (i.e., the debits to demand deposits divided by the average level of demand deposits).

From a value of 36.1 in January, 1955, this ratio (at annual rates) increased to 96.9 by September, 1965. We interpret this variable to be a proxy for "technical change" in demand deposits, irrespective of whether this technical change is in the form of things like more efficient clearing arrangements or in the increased desire on the part of the public to make more efficient use of demand deposits. (The chartered banks' efforts to increase the attractiveness of corporate notice deposits after 1961 and hence to create a close substitute for Dd may have contributed significantly to the increase in DTURN.) As the turnover ratio of demand deposits increases, the demand for Dd should fall ceteris paribus: hence the negative coefficient for DTURN in equation III.2. Equation III.2 indicates that 55% of the desired change in Dd occurs in the first quarter, implying a rather quick adjustment to equilibrium.

**The Demand For Personal Savings Deposits**

Personal savings deposits, Ds, are hypothesized to be related to wealth rather than to income: hence the use of permanent income rather than current income. The average maturity of the public debt, \( A_t \), plays a more important role (in terms of both \( t \)-values and coefficient size) in this equation than in the

\(^{14}\) The principal reason for including \( A_t \) in the equation is to capture the impact on demand deposits of the massive refunding of the public debt in 1958. The average term to maturity of publicly held debt increased from 8 years in June, 1968 to 14.9 years in September, 1968. The result of this operation was a sharp decrease in liquidity in the public's asset portfolios which, on the interpretation that demand deposits are held partly on wealth account, would tend to increase the demand for Dd.
demand-deposit equation. This is consistent with the notion that changes in the average maturity of the public debt should have a greater impact on balances held mostly for wealth purposes (Ds) than on balances held more for transactions purposes (Dd).

The long-term bond rate, \( r^ {10} \), represents the opportunity cost of tying up funds in personal savings deposits. Variables \( r^n \) and \( \Delta r^ {10} \) are included to estimate the effect of expectations regarding interest rates on the demand for personal savings deposits. If current rates are above the "normal rate", then the possibility of capital gains relative to losses increases and encourages investment in instruments that afford opportunities for such gains. Personal savings deposits afford no such opportunity. Accordingly, \( r^n \) (defined as \( r^ {10} \) minus an eight-quarter average of \( r^ {10} \)) should acquire a negative coefficient—as it does in III.3. On the other hand, if interest rates are currently increasing, investors may delay investment in securities (to avoid capital losses should rates continue increasing) so that personal savings deposits become a more attractive alternative. We attempt to capture this effect by including \( \Delta r^t \) in equation III.3. While the coefficient is not significant, it is correctly signed. Finally we note that the adjustment to equilibrium in III.3 is rather lengthy.

---

15 Even though the size of the coefficient for \( A_t \) in III.3 is slightly smaller than it is in III.2, the lag in equation III.3 is such that the steady-state coefficient for \( A_t \) is much larger for the personal-savings-deposit equation.

16 Other researchers have opted for slightly different and in some cases more sophisticated variables than \( r^n \) and \( \Delta r^ {10} \), e.g., Goldfeld [6, p. 56] and Miles [12, p. 126].
Equation 1 of Table II demonstrates that current income does not perform as well as permanent income as an argument in the demand function for Ds. Note that the interest rate variable in this equations is the differential between \( r_{10}^{10} \) and the savings-deposit rate, \( r_{SAV}^{SAV} \). This latter rate, by itself, did not enter any of the Ds specifications with a significant coefficient.

**Corporate Notice Deposits**

Averaging about 500 million dollars per year prior to 1961, corporate notice deposits soared to over 2 billion dollars by 1965. This increase reflects the chartered banks decision in 1961 to compete more actively for surplus corporate funds.\(^{17}\) These deposits are hypothesized to be positively related to income \( Y_t \), and negatively related to the long term interest rate, \( r_{t}^{10} \). The "own" rate, \( r_{OND}^{OND} \), enters the equation with the appropriate (positive) coefficient. This rate is defined only for the period 1961-1965. The differential between the rate of prime finance-company paper and the rate on notice deposits \( (r_{SF}^{SF} - r_{OND}^{OND}) \) acquires a negative coefficient—again as hypothesized since finance-company paper is a substitute for \( D_n \). This variable too is defined only for the 1961-1965 period. The rate on swap deposits\(^{18}\) (available only for the 1962-1965 period) acquires a very significant negative coefficient. The downward movement in this rate near the end of our sample period also contributed to the upsurge in corporate notice deposits. Finally, equation III.4 includes variable \( X_{4} \), a dummy variable intended to capture the effect.

---

\(^{17}\) For more detailed analyses of the behavior of these deposits see Shearer [17, pp. 341-348], the Canadian Bankers' Association [3, p. 48] and Miles [12, ch. 5]. Our debt to Miles' work is especially great since the Dn equation borrows heavily from his specification.

\(^{18}\) Swap deposits are foreign (primarily U.S.) deposit liabilities of the chartered banks. Banks do not have to hold reserves against these foreign-currency deposits. The rate on swap deposits is inclusive of any gain or loss from changes in the Canadian exchange rate. We treat these deposits as a substitute for \( D_n \) and hence the negative coefficient for \( r_{SWAP}^{SWAP} \).
of the failure of Atlantic Acceptance Finance Corporation in June, 1965. This
failure and the accompanying uncertainty it generated led to a shift of funds
from some non-bank intermediaries to the banking system and in particular to Dn.

The Reaction Function of the Bank of Canada

To enhance understanding of the money supply process it is essential to
investigate the extent to which the monetary base responds systematically to
various stimuli from the private sector. Equation III.5, therefore, represents our attempt to endogenize Canadian monetary policy. Even though the Bank
of Canada a) maintains that it carries out a given monetary policy objective
by influencing the level of chartered-bank reserves and b) emphasizes that it
does not allow changes in the public's holding of currency to interfere with
the desired level of reserves, we employ the monetary base rather than bank re-
serves as the dependent variable in the reaction function. Since we include
currency as one of the explanatory variables in the equations this is equivalent
to making reserves the dependent variable if indeed there is a full and immedi-
ate offset to any changes in currency outside banks. Our use of a stock-
adjustment model to depict policy action seems appropriate because the Bank of
Canada characterizes its policy as a "process of successive approximation" and
"as working toward a certain level of cash reserves" [1, p. 148]. The coeffi-
cient of $B_{t-1}$ in III.5 indicates that approximately 50% of any desired change in
policy is effected in the first quarter.

---

19 For a discussion of why a reaction function may be necessary from an
econometric standpoint consult Goldfeld [6, pp. 188-90] and Wood [20]. The
latter paper also contains many insights on some theoretical aspects of speci-
fying reaction functions. Reaction functions have also been estimated to
ascertain the implicit trade-offs of the monetary authorities among various
policy targets, e.g., Reuber [14].
The four targets we experimented with correspond to the announced objectives of Canadian monetary policy: full-employment; price-level stability; balance-of-payments considerations and the "needs of trade". Since these objectives are correlated with each other it is not very surprising that we were unable to specify a reaction function embodying all four. Equation III.5 contains three of these targets. \(^{20}\) If prices increase by more than 1/2 of 1% per quarter (i.e., if \(P^*\) is positive), the Bank will decrease the monetary base in the following quarter (i.e., a negative coefficient for \(P^*_t\)). Balance-of-payments considerations are captured by the inclusion of the U.S. Treasury bill rate, \(r^{us}\) (defined only for the period during which Canada was on a fixed-exchange rate). It enters the equation with the appropriate sign: an increase in \(r^{us}\) will cause the monetary authorities to increase the Canadian counterpart (via a decrease in the monetary base). Finally, the coefficient on income (the "needs of trade") indicates that for each dollar increase in income (at quarterly rates) the monetary base is increased by nearly 4 cents. Two of the alternate specifications for \(B_t\) (equations 2 and 3 of Table II) incorporate an unemployment target variable, \(U^*_t\), which acquires the hypothesized (positive) coefficient.

The currency variable in equation III.5 is average-of-Wednesdays currency, \(C_t\), rather than month-end currency \(C_t\). Under the Canadian system for reserve calculation, fluctuations in average-of-Wednesdays currency outside banks are more relevant to reserve calculations than month-end fluctuations so it is the former than the central bank should be more concerned about. Indeed this is the case: \(C_t\) does not acquire a significant coefficient when substituted for \(C_t\) in III.5. The coefficient of \(C_t\) indicates that in the first

\(^{20}\) The specification for these "targets" borrows heavily from Shapiro [16].
<table>
<thead>
<tr>
<th>Equation Number</th>
<th>Method of Estimation</th>
<th>Endogenous Variable</th>
<th>Independent Variables</th>
<th>t-values in brackets beneath coefficients</th>
<th>DW</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>TSLS</td>
<td>$\Delta D_s_t$</td>
<td>564.4Q_1 + 388.3Q_2 + 284.7Q_3 + 167.9Q_4 + .1445D_s_{t-1} + .1175Y_1 + 33.04A - 270.77TURN{-}_t - 106.1(t^U_t - SAV_t{-}_t) - 71.61I^{n}_t</td>
<td>(2.69) (1.81) (1.72) (0.73) (1.60) (2.26) (3.93) (1.96) (2.23) (1.80)</td>
<td>.936</td>
</tr>
<tr>
<td>2</td>
<td>TSLS</td>
<td>$\Delta B_t$</td>
<td>-52.97Q_1 + 13.70Q_2 - 131.4Q_3 + 10.08Q_4 + .5156B_{t-1} + .5459C_t + .0743Y_t - 2.58Y_{t-1} - 3281.F_t{-}_1 + 16.42n^{n}<em>t - 81.42X</em>{t-1}</td>
<td>(0.25) (0.11) (1.10) (0.08) (4.05) (2.47) (3.98) (2.18) (2.22) (2.44) (2.46)</td>
<td>2.46</td>
</tr>
<tr>
<td>3</td>
<td>TSLS</td>
<td>$\Delta B_t$</td>
<td>-63.36Q_1 + 107.1Q_2 + 7.179Q_3 + 10.07Q_4 + .4165B_{t-1} + .4457C_t + .0607Y_t - 2.59Y_{t-1} - 2736.F_t{-}<em>1 + 7.664U</em>{t-1} + 9.416US_t + 69.11X_{t-1}</td>
<td>(0.50) (0.76) (0.05) (0.08) (3.32) (1.69) (2.30) (1.91) (1.76) (1.20) (1.56) (2.00)</td>
<td>1.92</td>
</tr>
<tr>
<td>4</td>
<td>TSLS</td>
<td>$\Delta B_t$</td>
<td>113.3Q_1 + 183.0Q_2 + 94.9Q_3 + 189.1Q_4 + .5342B_{t-1} + .5342C_t + .0466Y_t - 10.47US_t - 2259.F_t{-}<em>1 + 69.29X</em>{t-1} + .9254DBC_t</td>
<td>(1.12) (2.04) (1.08) (2.00) (4.90) (2.94) (2.90) (2.21) (1.80) (2.44) (4.24)</td>
<td>.94</td>
</tr>
<tr>
<td>5</td>
<td>OLS</td>
<td>$r^{10}_t$</td>
<td>.7832 + .764Q^{10}<em>{US_t} + .000194Q^{10}</em>{US_t} - .5441X_1 + .3215X_2 + .000040Y_t</td>
<td>(2.68) (7.25) (3.88) (2.29) (1.88) (1.60)</td>
<td>.94</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>1.65</td>
</tr>
</tbody>
</table>

**Table II**

**ALTERNATIVE SPECIFICATIONS FOR VARIOUS EQUATIONS**
quarter the Bank of Canada offsets 50% of every dollar of currency drain. In the steady state there is full offset: the long-run coefficient for $\bar{C}_t$ is 1.06 (i.e., $0.4957 + 0.4648$). The remaining variable in III.5, i.e., $X_1$, is a dummy variable introduced to capture the effect on the monetary base of the decision by the Bank to support bond prices during the Conversion Loan (the 3rd quarter of 1958). The Bank effectively lost control of the base and the shift variable $X_1$ indicates that the result of the bond-support policy was an increase in $B$ of 96 million dollars.

Turning to some of the alternative specifications for the base, equations 2 and 3 (Table II) include DTURN which enters with a negative coefficient: given an increase in DTURN, ceteris paribus, the base need not be as large to support the same volume of payments. Equation 3 depicts the authorities responding to income with a one-quarter lag. Equation 4 is included to test any suggestion that the use of month-end data has seriously biased the results for the base equation. Variable DBC is the difference between chartered-bank month-end and average-of-Wednesdays deposits with the Bank of Canada. Since the coefficient of DBC is not different from unity this equation can be interpreted as having the average-of-Wednesday base as the dependent variable. The coefficients in equation 4 are quite similar to those in III.5 so that specifying the month-end base as the monetary policy variable does little in the way of distorting the monetary policy implications implicit in III.5.

Although we adopt III.5 formulation for the model, Part IV will make use of some of the other specifications and also allow for an exogenous change in the monetary base.  

---

21 The major difference between III.5 and the base equations in Table II is that the response of $B_t$ to a change in $Y_t$ is much lower for the former. With an increase in $Y_t$, unemployment and prices will likely move in a manner that would call for a decrease in the base. Since these latter two policy targets are exogenous in our model we felt it appropriate to utilize the base equation embodying the smallest response to income. This is III.5.
Since the currency variable that enters the base equation is $\bar{C}_t$ and not $C_t$ and since it is important for Part IV that $\bar{C}_t$ be endogenous, we need a separate equation for it. This is equation III.16.

The Supply of Canadian-dollar Deposits Liabilities, $D^g$

Equation III.8 depicts $D^g$ as a multiple (equal to 13.02) of chartered-bank reserves. This corresponds to a month-end reserve ratio of 0.77. The other variable in III.8 is $\Delta N_t$ (defined as the difference between chartered-bank month-end holdings and average-of-Wednesdays holdings of Bank of Canada notes). There is considerable variability in the level of currency held by banks at month end, much of which depends on which day of the week the month ends. Banks should react passively to these changes since they are not relevant for reserve calculations. Hence $\Delta N_t$ should (and does) acquire a negative coefficient—a decrease in currency inside banks will leave chartered banks with a lower month-end reserve ratio (i.e., a higher value of $D^g$ for any given level of $R^s$).

The Term-Structure Equations

With $r^{91}$ determined in the monetary sector, equations III.17 and III.18 are sufficient to determine $r^3$ and $r^{10}$. The inclusion of the change in the treasury bill rate in the equations captures the spirit of the expectations theory of the term structure. Long-term rates are averages of expected short-term rates. Under the assumption of inelastic expectations, however, "changes in the short rate will cause smaller changes in the long rate. Hence, this will produce a negative sign." [6, p. 95, fn. 41]. Note that the larger negative coefficient for $\Delta r^{91}_t$ in the $r^{10} - r^{91}$ equation is precisely what one would expect. The interpretation of the income variable is straightforward: an increase in income will, following standard Keynesian analysis,
result in a rise in interest rates. But since short rates fluctuate more than long rates, a rise in income will narrow the differentials $r^{10-r^{91}}$ and $r^{10-r^3}$ and the effect should be greater for the former differential. Equations III.17 and III.18 bear this out. An increase in the average maturity of the public debt, $A$, will increase the supply of long-term bonds and, therefore, depress bond prices and increase bond rates. This in turn will increase the long-term bond rate relative to other rates, i.e., increase the differentials. This variable is significant in both equations and, as expected, has a greater impact (in terms of the size of the coefficient) for $r^{10-r^{91}}$.

If long-term bond rates are above their normal rates, investors expect capital gains from investing in bonds. Thus the normal rate variable, $r^n$, should acquire a negative coefficient in both III.17 and III.18. It enters these equations with a significant negative coefficient and the larger coefficient (absolute value) for the $r^{10-r^{91}}$ equation is expected. Variables $\Delta s^{91}$ and $\Delta s^3$ are, respectively, the changes in the supply of Treasury bills and of government securities with less than three years to maturity. As hypothesized they acquire negative coefficients since an increase in the supply of treasury bills, for example, will decrease the price and raise the rate on Treasury bills, thus narrowing the differential.

The remaining variables in the term structure equations are shift variables, included to capture the impact on the term structure of specific events during 1955-1965: $X_1$, as mentioned previously, represents the Bank of Canada's support of bond prices (depressing bond rates) for the third quarter of 1958; $X_2$, with a value of unity for the second and third quarters of 1962, isolates the impact of the "Austerity Program" on the term structure;
$X_3$, with a value of unity for the third quarter of 1959, represents the failure of the Bank of Canada to put in a reserve bid for the Treasury bill auction. All enter with the expected negative sign.

One valid criticism of our term-structure equations is that they fail to recognize, in a direct way, the dependence of Canadian rates on U.S. rates. While it could be incorrect to deny that the U.S. rates have a strong influence on Canadian rates, it would be equally incorrect to suggest that Canadian variables have little impact on Canadian rates. Equation 5, Table II, illustrates this point. For example, the 1958 Conversion Loan resulted in a substantial increase in Canadian rates relative to U.S. rates (the $S^{10}$ variable is the supply of outstanding bonds with more than ten years to maturity).  

IV. Some Dynamics Relations to the Canadian Monetary Sector

A. Elasticities

As a prelude to the presentation of impact multipliers, we list the first-quarter and steady-state elasticities of the monetary variables with respect to a change in current income, $Y_t$:  

$22$ Since the dependent variable in equation 5 is $r^{10}$ rather than a rate differential, variables $X_2$ and $Y_t$ acquire positive coefficients.

$23$ This elasticity exercise distorts the spirit of the model considerably. In addition to treating income as if it were exogenous, we are also assuming that other endogenous variables do not change, with one exception—the money supply is assumed to accommodate the change in money demand. The reserve ratio is assumed to remain unchanged—an assumption we maintain throughout this section.
are such that they all contribute to a rise in money multiplier, m. The first-quarter income elasticity for s is negative while the steady-state elasticity is positive. This arises because the lag in Ds equation is much greater than that in the Dd equation. In both the first quarter and the steady state, then, the result of an increase in Y is an increase in the money supply multiplier. In both cases the elasticity is considerably less than unity but the steady state elasticity is double the first-quarter elasticity. Applying the technique used in the first paragraph of this paper, one can obtain the percentage change in velocity resulting from a one percent change in income simply by deducting the income elasticity of money from unity. The short-run income elasticity of velocity, so to speak, is .73 (i.e., 1.0-.27) and the steady state value is -.39 (i.e., 1.0-1.39). Velocity exhibits considerably more variability than the money supply multiplier. These results will serve as a backdrop against which the results of the next section can be compared.

B. Impact and Steady State Multipliers

Table III contains the impact, dynamic and steady-state multipliers for various specifications of the Bank's reaction function. We refer the reader to the first two columns of the table where we present the impact of a $100 million change in G 24 (quarterly rates) on selected endogenous variables. Values for s, n, c, m, M, and v are derived from the appropriate endogenous variables. One of the interesting features of the impact multipliers in column 1 is that the response of the monetary authorities in

---

24 Assume that G is an increase in exports with no change in M (i.e., it is sterilized). In calculating the multipliers, the reserve ratio is assumed to remain at its 1965:IV level, namely, .0762 and government deposits Dg are held constant.
## Table III

**Impact, Dynamic, and Steady State Multipliers and the Implications for Money Supply and Money Demand**

<table>
<thead>
<tr>
<th>Endogenous Variable</th>
<th>Effect of a $100 million increase in growth (as equation in No. 1 from Table II)</th>
<th>Increase of $100 million in G</th>
<th>Effect of Changing Reserves by $10 million (as equation in No. 1, Table II)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Impact, Steady State</td>
<td>Impact, Steady State</td>
<td>Impact, Steady State</td>
</tr>
<tr>
<td>Value for 1965-1969</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>C $ 2152.9 M</td>
<td></td>
<td>.88</td>
<td>.82</td>
</tr>
<tr>
<td>DJ $ 6028 M</td>
<td>.33</td>
<td>1.12</td>
<td>1.12</td>
</tr>
<tr>
<td>DM $ 9725 M</td>
<td>3.6</td>
<td>1.12</td>
<td>1.12</td>
</tr>
<tr>
<td>DN $ 2064 M</td>
<td>9.8</td>
<td>1.12</td>
<td>1.12</td>
</tr>
<tr>
<td>B′ $ 3509.2 M</td>
<td>4.4</td>
<td>1.12</td>
<td>1.12</td>
</tr>
<tr>
<td>R</td>
<td>3.5</td>
<td>1.12</td>
<td>1.12</td>
</tr>
<tr>
<td>G</td>
<td>46</td>
<td>1.12</td>
<td>1.12</td>
</tr>
<tr>
<td>C</td>
<td>.56</td>
<td>1.12</td>
<td>1.12</td>
</tr>
<tr>
<td>r</td>
<td>.011</td>
<td>.011</td>
<td>.011</td>
</tr>
<tr>
<td>y</td>
<td>103</td>
<td>103</td>
<td>103</td>
</tr>
<tr>
<td>Derived Values for</td>
<td></td>
<td>1.6133</td>
<td>1.6133</td>
</tr>
<tr>
<td>n</td>
<td>.3391</td>
<td>.3391</td>
<td>.3391</td>
</tr>
<tr>
<td>c</td>
<td>.2573</td>
<td>.2573</td>
<td>.2573</td>
</tr>
<tr>
<td>m</td>
<td>.5984</td>
<td>.5984</td>
<td>.5984</td>
</tr>
<tr>
<td>M $19,965.9 M</td>
<td>19997.2, 20361.9</td>
<td>19997.2, 20361.9</td>
<td>19997.2, 20361.9</td>
</tr>
<tr>
<td>% change in m</td>
<td>.5214</td>
<td>.5214</td>
<td>.5214</td>
</tr>
<tr>
<td>% change in n</td>
<td>.5214</td>
<td>.5214</td>
<td>.5214</td>
</tr>
<tr>
<td>Interaction between velocity and the multiplier</td>
<td>2.6947</td>
<td>2.6947</td>
<td>2.6947</td>
</tr>
<tr>
<td>v(n M)</td>
<td>2.7101, 2.698</td>
<td>2.7101, 2.698</td>
<td>2.7101, 2.698</td>
</tr>
<tr>
<td>% change in v</td>
<td>.5715</td>
<td>.5715</td>
<td>.5715</td>
</tr>
<tr>
<td>mv(n M)</td>
<td>15.3197</td>
<td>15.3197</td>
<td>15.3197</td>
</tr>
<tr>
<td>% change in mv</td>
<td>.697</td>
<td>.697</td>
<td>.697</td>
</tr>
</tbody>
</table>

*This is in addition to the $10 million initial change in reserves and in B′.*

**Note:**
- $2569.9 M minus $60.7 M where the latter is the level of reserves required to support Federal Government deposits at their 1965 fourth-quarter level.
- Assume that G is an increase in an exogenous component of income without a change in the money supply, e.g., a sterilized increase in imports.
the face of an increase in G generates a fall in the level of interest rates. In more familiar terms, the LM curve shifts more to the right than does the IS curve. The equilibrium response, column 2, is the more traditional one: an increase in G increases interest rates. One reason for these results is that the impact increase in Ds, i.e., $3.6 million, is extremely small relative to the steady-state response. This is due to the long lag in the Ds equation. At unchanged interest rates, the change in G leaves the increased demand for money short of the increased supply. To clear the market for money (i.e., to satisfy the \( Dd^s = Dd^d \) equation of the model), \( r^9 \) must fall and via the term structure equations \( r^3 \) and \( r^{10} \) fall as well. Allowing for a greater first-quarter response in Ds by replacing equation III.3 of the model by equation 1 of Table II (which embodies a much quicker adjustment to equilibrium for a change in income) results in a set of impact multipliers embodying increases in interest rates (column 3).

Whether or not interest rates rise or fall also depends on how the monetary authorities respond to a change in income. If we replace the base equation of the model by equation 3 of Table II which has the central bank responding with a one-quarter lag to any changes in income, then the money supply will not be affected directly by the increased income. As one would expect, interest rates will rise (see column 7).\(^{25}\) This is similar to the classroom experiment of shifting the IS curve without altering the LM curve. Quite the opposite extreme is characteristic of the impact multipliers in column 8. The base equation for this experiment (equation 2, Table II) has the central bank increasing B by 7.4 cents for every dollar increase in Y with the result that interest rates fall considerably (compare columns 8 and 3, the difference being that column 8 embodies a larger response of B to Y). Traditional macro theory suggests

\(^{25}\) The money supply actually decreases in column 7 even though the base increases. This occurs because of the differing impact of G on \( C_t \) and \( C_{t-1} \). Notice that \( C_t \) increases by .49 million dollars and B increases by .24 million dollars (the coefficient of \( C_t \) is .45) but that \( C_{t-1} \) increases by .77 million thereby reducing bank reserves by .53 million (i.e., .77 - .24) and forcing a 13-fold decrease in bank money (i.e., Ds = -6.9). With hindsight, it would have been more appropriate to specify the \( C_t \) equation in the same manner as \( C_{t-1} \) in order that the short-run responses would be more similar. In the steady state they respond very similarly (e.g., see column 2).
that the increase in income for a given change in \( G \) will be larger the more
expansionary is monetary policy (i.e., the more the LM curve shifts to the
right). This is confirmed: \$121 million, \$109 million and \$95 million are
the figures for columns 8, 1, and 7 respectively. Clearly, then, the results
in Table III are very sensitive to the specification of the base equation.\(^{26}\)

Columns 3 to 6 trace out the effect of a \$100 million change in \( G \) through
several subperiods including the final equilibrium. While the model does
converge to equilibrium the rate at which it does so is rather slow. By the
end of the sixth quarter \( Y \), for example, attains only 50% of its steady state
value.

One of the disadvantages of a model in which the monetary base is endo-
genous is that one cannot investigate the behavior of the system in response
to an exogenous change in the base. We circumvent this problem in the
following manner. Included in the equation for the base are several exogenous
variables that do not appear in any other equations (e.g., \( r^{US} \)). We change
these exogenous variables in such a manner as to produce an increase in \( B \)
of \$10 million dollars. The immediate result will also be a \$10 million
increase in reserves. Columns 9 and 10 present the impact and steady state
multipliers for this experiment. After the initial exogenous change in \( B \),
there are, of course, some induced changes in \( B \) as the economy moves toward
equilibrium. The results are interesting. While interest rates in the steady
state are below their initial values, they are far above their low short-run
levels in spite of the additional (induced) increases in the money supply.

\(^{26}\) See footnote 21 for the reason we chose the III.5 specification for
the model.
This lends support to the Tucker hypothesis relating to the lag in monetary policy, i.e.,

In a linear model in which the behavioural equations have distributed lags and in which the money and product markets are cleared in every period, the interest rate, in performing its function of clearing the money market, will overshoot its new equilibrium as soon as the money supply changes... If it overshoots far enough, it will cause both investment and income to overshoot, as well... No matter how long the product demand lags, however, adjustment [to equilibrium] is very rapid if the money-demand lag is comparatively long. [19, p. 447].

That the interest rate "overshoots" is obvious. In addition the adjustment to equilibrium is fast in the sense that the value of \( Y \) in the first quarter is 50% of its final equilibrium value. Finally, the change in investment (not shown) in the first quarter is 2.45 while in final equilibrium the investment change is only 2.14.

**Money Demand, Money Supply, \( m \) and \( v \)**

The last twelve rows of Table III summarize the dynamic interaction between money demand and money supply. Focussing on either columns 1 and 2 or 3 to 6, it is evident that the result of an increase in an exogenous component of income, i.e., \( G \), is an increase in the money supply multiplier. Furthermore, the steady state value for \( m \) exceeds the short-run value. This is due primarily to the continuous temporal decline in \( c \) and the rise in \( n \). Unlike the results of the elasticity exercise, both the impact and steady state values for \( s \) are lower than the initial value. This results because the effect of rising interest rates is to decrease \( s \).  

The specification for the \( Ds \) equation also matters considerably: comparing columns 2 and 1, the long-run value for \( s \) is

\[ \text{The elasticity of } Ds \text{ (in equation III.3) with respect to } r^{10} \text{ is much higher in absolute value than the elasticity of } Dd \text{ with respect to its interest rate, } r^{91} \text{ (i.e., -.67 vs -.113).} \]
greater than the impact value while the reverse is true for columns 6 and 3. The long-run money multipliers reflect this, i.e., \( m \) is greater in column 6 than in column 2. Even though the money supply multiplier increases over time, the relative contribution of \( m \) to changes in the money supply declines as the economy tends to equilibrium (5th row from bottom). In the first quarter, the multiplier accounts for over 50% of the increase in money (column 1). In equilibrium, the multiplier accounts for 15% (column 2) of the increased money supply, the remaining 85% stemming from an increase in \( B' \) (since \( d \log M = d \log m + d \log B' \)).

Turning to the behavior of velocity, the result of an exogenous increase in the income component, \( G \), is a considerable increase in \( v \) in the first quarter (column 1) and a much smaller steady-state increase (column 2). This result too is somewhat different from that obtained from the elasticity exercise in the first part of this section where velocity fell in the long run. Again the difference in results stems in large measure from the fact that interest rates rise in the long run (column 2) and this increases velocity. Regardless of the specification of the base equation or the equation for \( D_s \), the effect of an exogenous change in some income component is to increase velocity in both the short run and the steady state (see columns 1 through 8). As a result, then, of an exogenous increase in \( G \) the public allocates its money assets in a manner that enables a given monetary base to support a greater money supply (i.e., \( m \) increases), and in addition the public economizes on money so that a greater

---

28 Incidentally, in the analysis of the contributions of the "proximate determinants" to the money supply (referred to in fn. 6), the multiplier accounts for 15% of the change in the money supply over the 1955-1965 period.
level of income can be maintained with a given money supply (i.e., v increases). The results change considerably when equilibrium is disturbed by an exogenous change in the monetary base (columns 9 and 10). In particular the money multiplier behaves in a manner that accentuates the change in the base. For both the impact and steady state situation the money supply multiplier records its highest value. In the steady state, for example, the increase in the multiplier accounts for 32% of the change in the money supply. In large measure this is due to the decrease in interest rates in the steady state and the accompanying increase in s. This is the only case in Table III where s registers an increase. Along with the multiplier having its largest increases, velocity experiences its only decreases in these two columns. Furthermore the long-run change in velocity is slightly larger (but still negative) than the short-run change whereas the opposite was true for the other two steady state values (compare columns 2 with 1, 6 with 3, and 10 with 9). There appears to be a clear tendency for velocity and the multiplier to move in offsetting directions. This is especially evident in columns 7 and 9 where the % changes in m are of different sign from those in v. Even in the 3 other columns displaying impact multipliers where the changes in both m and v are positive, the greater the % change in m the less is the % increase in v.

This leads us to the last two rows of the table which present values for vm and the percentage changes in vm. Note that the latter is the sum of the percentage changes in m and in v. In all cases where equilibrium is disturbed by a change in an exogenous income component both m and v increase so that the

29 There is one exception to this statement. In column 7 where the base responds to lagged income, Y_{t-1}, rather than to Y_t the money multiplier decreases in response to an increase in G. (See footnote 25 for an explanation of why the base increases a wee bit i.e., .24). However, the velocity records its largest increase here--nearly 3/4 of 1%. If we may extrapolate these results they suggest that the impact multiplier will be lowest and velocity highest when an exogenous increase in income is not accompanied by any change in the monetary base.
percentage increase in the income velocity of the base (i.e., in mv) is greater than the income velocity of money, v (except for the impact multipliers in column 7). In general, the greater the response of the base the greater is the product mv relative to v. This is especially true where the exogenous change occurs in the monetary sector. In this case the movements in m and v largely offset each other leaving mv relatively unchanged. While we have not tested in any direct functional manner for the stability of mv or v, it is clear from our limited experiments that as a number, mv has a smaller variance than does v. In other words, movements in v (looking at percentage changes) tend to be negatively correlated with movements in m.

Given, therefore, the direct relationship between Y and m and the tendency for m to be positively related to changes in M (due, in part, to the effect of M on interest rates), it is not surprising that direct estimation of the behavior of the money supply multiplier yields positive and negative coefficients for Y_t and r\textsuperscript{10}_t respectively:

\[ m_t = .000114 Y_t - .0795 r_{10}^t + 4.877 Q_1^t + 4.762 Q_2^t + 4.629 Q_3^t + 4.656 Q_4^t; \]
\[ (12.31) \quad (3.17) \quad (58.4) \quad (47.6) \quad (46.3) \quad (46.5) \]
\[ \overline{R} = .92. \]

But, like the elasticity analysis in the first part of this section, direct estimation of the determinants of m conceals most of the complex interaction between m and Y and B that the model reveals.

The Bank Act of 1967

Under the provisions of the 1967 Bank Act\textsuperscript{30} the money multiplier formulation II.9 will have to be altered somewhat. Specifically, the first r in the

---

\textsuperscript{30} In terms of our analysis, the principal revisions relate to the a) removal of the interest-rate ceiling on the asset side of the banks and b) adoption of a dual legal reserve ratio--4% against Ds and Dn, and 12% against Dd and Dg. Interestingly enough just as Canada is, in the adoption of the dual rate, moving more towards the U.S. system, the U.S. is moving toward our system: a lagged reserve-settlement scheme was recently introduced in the U.S. The grass always looks greener...
denominator will equal .12 while the remaining two will equal .04 (assuming that Canadian banks will continue to be "loaned up"). As it turns out, the deposits which have the highest income elasticities (i.e., Ds and Dn) are now subject to lower reserve requirements than are demand deposits. In addition the chartered banks, now freed from their interest-rate restrictions, can compete more actively for these deposits. Extrapolating our results, then, it would appear that the upward trend in the money supply multiplier will likely be more pronounced in the future.

In the model we assumed that the chartered banks satisfied, at existing rates, all demands for Ds and Dn (equations III.10 and III.11) and that demand deposits bore the brunt of ensuring that $D_s$ equalled $D_d$. This assumption is less realistic now that the banks have greater freedom in adjusting the rates paid for Ds and Dn and in this way can satisfy the requirement that demand and supply of Canadian dollar deposit liabilities are equalized. Indeed, even if banks are fully "loaned up", a given quantity of reserves can imply a varying supply of total deposit liabilities depending on the composition of these liabilities. Under the Bank Act provisions, therefore, the chartered banks will play a far greater role in the Canadian money supply process than they have in the past. In this sense, they are becoming more like their American counterparts. One result of this should be to increase substantially the volatility of the money supply multiplier.

Some evidence to date already points in this direction. Since by far the greater proportion of Canadian dollar deposits are either Ds or Dn and, therefore, subject to the 4% reserve requirement, the immediate result of the Bank Act revisions was a sharp decrease in the overall required reserve ratio--from 8% to approximately 6 1/2% and a correspondingly sharp increase in the money supply multiplier. From June 1967 (when the reserve requirement changes began to be
implemented) to June 1968 the money supply multiplier increased by 15%. Over this same period the increase in the money supply was 14%, i.e., the monetary base fell by 1%. On the issue of the likelihood of their being greater variability in \( m \) in the future we note only that in the year prior to the introduction of the Bank Act, a) there was no variability in the required reserve ratio and b) the range of actual monthly reserve ratios to the average actual reserve ratio was approximately 4/5 of 1%. From June 1968 to June 1969, however, the range of both required and actual reserve ratios divided by their respective average values was approximately 4 1/2%. As interesting as the relation among \( B, m, \) and \( v \) may have been in the past it promises to be more interesting and more important in the future.

**Conclusion**

The purpose of this paper was to construct a model of the money supply process in Canada and in particular to focus on the interaction between money supply and money demand. One conclusion that we are able to draw is that there is an inverse relationship between \( v \) and \( m \) which stems largely from the differing impact on \( v \) and \( m \) of a change in interest rates: a rise in interest rate increases velocity and, because of the interest insensitivity of currency relative to other types of money which increases the currency ratio, lowers the money supply multiplier. An important implication of this behavior is that movements in the product \( mv \) are, numerically, more stable than movements in velocity, i.e., the interaction between \( m \) and \( v \) is such that the relationship between \( M \) and \( Y \) is more variable than that between \( B \) and \( Y \).

A second major conclusion is that the money supply multiplier contributes significantly to changes in the money stock—anywhere from 13% to 30% in long-run equilibrium. Since we assumed that the chartered-bank reserve ratio remained
constant, all the change in m results from the public's altering the ratios in which it holds the various components of money. To a significant degree, therefore, the supply of money is not independent of the demand for money. And this will be all the more true under the provisions of the new Bank Act.

A third and very important implication of the model relates to the extent to which the base itself is an endogenous variable. The several equations included for the base indicate that much of the movement in B can be quite adequately represented as being determined by the announced goals of monetary policy. To the extent that m and v affect the various monetary policy targets, this is further evidence that the supply of money is not independent of the demand for money. But even granted the assumption that the base equation is temporally stable, the fact that many of the variables in the base equations are exogenous and that over 10% of the variance is left unexplained as well as the fact that m and v impinge only partially on the values of the target variables suggests that this need not do violence to the quantity theory assumption that the supply of money be independent of the demand for money. Yet there is one case where this is definitely not true. In the steady state, changes in the demand for currency by the Canadian public are fully offset by changes in the base. Therefore, each dollar increase in currency will increase the supply of money by an equivalent amount. Essentially, then, the Bank of Canada over this period has aimed for a given level of "bank money" and permitted the level of currency outside banks to settle at any level desired by the public, i.e., the level of bank reserves, and not the monetary base, has been the monetary policy instrument in Canada over the period 1955-1965.
APPENDIX A

List of Variables
(Alphabetized)

Unless otherwise stated all variables are in current dollars, and are not adjusted for seasonality. In addition, flow variables are at quarterly rates. All monetary data are month-end values. An interest rate of 5% is coded as 5.00.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>average maturity of the publicly held federal government debt (in year)</td>
</tr>
<tr>
<td>ARP</td>
<td>average repayment period (in months) on retail paper</td>
</tr>
<tr>
<td>B</td>
<td>high-powered money, i.e., bank reserves plus currency (excluding coin) outside banks</td>
</tr>
<tr>
<td>B'</td>
<td>high-powered money less reserves required to support federal government deposits at the chartered banks</td>
</tr>
<tr>
<td>BCD</td>
<td>difference between month-end and average-of-Wednesdays chartered-bank deposits at the Bank of Canada</td>
</tr>
<tr>
<td>C</td>
<td>currency outside banks (excludes coin), month end</td>
</tr>
<tr>
<td>C̄</td>
<td>currency outside banks average-of-Wednesdays for the last month of each quarter (excludes coin)</td>
</tr>
<tr>
<td>Cd</td>
<td>durable consumption expenditures</td>
</tr>
<tr>
<td>Cn</td>
<td>consumer expenditures on non-durables and services</td>
</tr>
<tr>
<td>D</td>
<td>Canadian dollar deposit liabilities (the sum of Dd, Ds, Dn and Dg)</td>
</tr>
<tr>
<td>Dd</td>
<td>demand deposits (includes demand deposits of the banks (primarily foreign banks), provincial government deposits, and is gross of items in transit)</td>
</tr>
<tr>
<td>Dg</td>
<td>federal government deposits with the chartered banks</td>
</tr>
<tr>
<td>Dn</td>
<td>non-personal term and notice deposits</td>
</tr>
<tr>
<td>Ds</td>
<td>personal saving deposits</td>
</tr>
<tr>
<td>DTURN</td>
<td>turnover ratio of demand deposits (at annual rates) defined as the ratio of cheques cashed to an average level of deposits</td>
</tr>
<tr>
<td>G</td>
<td>government expenditures on goods and services, plus other variables such as Exports to complete the income identity</td>
</tr>
<tr>
<td>HS</td>
<td>housing starts (in thousands of units) multiplied by residential construction price index (1948=1.00)</td>
</tr>
<tr>
<td>r³</td>
<td>rate on government bonds with less than 3 years to maturity</td>
</tr>
<tr>
<td>r⁵</td>
<td>rate on five-year trust company certificates</td>
</tr>
<tr>
<td>r¹⁰</td>
<td>long-term government-bond rate (greater than ten years to maturity)</td>
</tr>
<tr>
<td>r⁹¹</td>
<td>91-day treasury bill rate</td>
</tr>
<tr>
<td>rₘ</td>
<td>average of conventional mortgage and NHA maximum rate</td>
</tr>
<tr>
<td>rₙ</td>
<td>normal rate variable, defined as ( r_{10} - \frac{1}{8} \sum_{i=0}^{10} r_{t-i} ), i.e., the current rate minus an 8 quarter average</td>
</tr>
</tbody>
</table>
OND - rate on Dn
r^SAV - rate on personal savings deposits
r^SF - rate on prime commercial paper
r^SWAP - swap-deposit rate
I^RES - residential construction investment
I - gross fixed capital formation (excluding residential construction plus non-farm business inventory investment
IMP - imports
M - stock of money, equals currency plus Canadian dollar deposit liabilities less federal government deposits
ΔN - difference between month-end and average-of-Wednesdays notes held by chartered banks
P - consumer price index, 1949=100
P^* - (ΔP/P - .005) where P is seasonally adjusted
Pm - import price index
Q1, Q2, Q3, Q4 - seasonal intercepts
R - chartered-bank reserves
S^3 - outstanding stock of government bonds with less than three years to maturity
S^10 - outstanding stock of government bonds with more than ten years to maturity
S^91 - stock of treasury bills outstanding
TTURN - turnover ratio of time deposits, analogous to DTURN
U - unemployment rate (seasonally adjusted)
U^*+ - positive deviations of the unemployment rate (seasonally adjusted) from a 5.5% target level
USDI - United States direct investment in Canada
WW - winter-works dummy
X_1 - shift variable, has value of unity for 3rd quarter of 1958 in order to capture the Bank-of-Canada support of bond prices during the conversion loan
X_2 - shift variable, has a value of unity for the 2nd quarter of 1962 (Austerity Program)
X_3 - shift variable having a value of unity for the 3rd quarter of 1959 (failure of the Bank of Canada to put in a reserve bid on the treasury bill issue)
X_4 - has value of unity for 2nd and 3rd quarters of 1965 (failure of Atlantic Acceptance)
Y - gross national product, current dollars
y - permanent income, defined by equation III.26
APPENDIX B

Notes on the Real-Sector Equations

1. The real-sector equations are estimated in current rather than constant dollars, following one variant of the Goldfeld [6] model. The linkages between the monetary and the real sector are restricted primarily to interest-rate effects although a variant of a real-balance effect is included in the equation for consumer durables.

2. The two-equation submodel explaining residential construction was adapted from L. B. Smith [18]. The only change was to convert housing starts to reflect changes in the price level. This was done by multiplying them by a construction price index (1949=1.00).

3. The consumer durables equation was modelled after the Goldfeld specification [6, p. 135]. The ARP variable appeared previously in Shapiro [16, p. 137].

4. The use of unemployment as a capacity influence on imports is an adaptation of the GNP gap formulation employment by T. R. Robinson [15]. Naturally, the gap variable also "works".

5. The formulation for permanent income is from the Bank of Canada.
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