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24 Chapter 2. Perceptiveness in a Game-TheoreticModel of Poker

Figure 2.1: Equilibrium strategies when (✏A, ✏B) = (0,0).

Figure 2.2: Equilibrium strategies when (✏A, ✏B) = (0,1).



2.4. Strategies, Best Responses, & Equilibria 25

Figure 2.3: Equilibrium strategies when (✏A, ✏B) = (1,1).

Figure 2.4: Equilibrium strategies when (✏A, ✏B) = (0,1/2).
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Figure 2.5: Equilibrium strategies when (✏A, ✏B) = (1,1/2).

Figure 2.6: Equilibrium strategies when (✏A, ✏B) = (1/2,1/2).
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Lemma 2.4.13 Suppose agent i is expert and �i  � j. Agent i’s ex-ante expected payo↵ is

EUi,EX(�i, � j,↵ j) = ✏ j� j + (1�✏ j)↵ j � �i + K(1��i)[�i�(1�✏ j)↵ j�i] � ✏ j� jK + ✏ jK�2
i .

Additionally, suppose agent i is expert and �i � � j. Agent i’s ex-ante expected payo↵ is

EUi,EX(�i, � j,↵ j) = ✏ j� j + (1�✏ j)↵ j � �i + K(1��i)[�i�(1�✏ j)↵ j�i] � ✏ j� jK + ✏ jK�i� j.

Proof Suppose agent i is expert and that �i  � j. Agent i’s ex-ante expected payo↵ is

EUi,EX(�i, � j,↵ j) =
Z �i

0
E[uF

i,EX(� j,↵ j)] dhi+

Z � j

�i

E[uA
i,EX(� j,↵ j)] dhi+

Z 1

� j

E[uA
i,EX(� j,↵ j)] dhi

=

Z �i

0
(✏ j� j + (1�✏ j)↵ j � 1) dhi

+

Z � j

�i

(✏ j[� j�K] + (1�✏ j)[↵ j + (1�↵ j)(2hi�1)K]) dhi

+

Z 1

� j

(✏ j[� j�K+(2hi�� j)K] + (1�✏ j)[↵ j+(1�↵ j)(2hi�1)K]) dhi

= ✏ j� j�i+(1�✏ j)↵ j�i��i + ✏ j(� j�K)(� j��i) + (1�✏ j)↵ j(� j��i)

� (1�✏ j)(1�↵ j)K(� j��i) + (1�✏ j)(1�↵ j)K[�2
j��2

i ]

+ ✏ j(� j�K)(1�� j) � ✏ j� jK(1�� j) + ✏ jK(1��2
j)

+ (1�✏ j)↵ j(1�� j) � (1�✏ j)(1�↵ j)K(1�� j) + (1�✏ j)(1�↵ j)K[1��2
j]

= ✏ j� j + (1�✏ j)↵ j � �i + K�i(1��i)[1�(1�✏ j)↵ j] � ✏ j� jK + ✏ jK�2
i .

Now suppose agent i is expert and that �i � � j. Agent i’s ex-ante expected payo↵ is

EUi,EX(�i, � j,↵ j) =
Z �i

0
E[uF

i,EX(� j,↵ j)] dhi +

Z 1

�i

E[uA
i,EX(� j,↵ j)] dhi

=

Z �i

0
(✏ j� j + (1�✏ j)↵ j � 1) dhi

+

Z 1

�i

(✏ j[� j�K+(2hi�� j)K] + (1�✏ j)[↵ j+(1�↵ j)(2hi�1)K]) dhi

= [✏ j� j + (1�✏ j)↵ j � 1]�i

+ ✏ j� j(1��i) � ✏ jK(1��i) � ✏ j� jK(1��i) + ✏ jK(1��2
i )

+ (1�✏ j)↵ j(1��i) � (1�✏ j)(1�↵ j)K(1��i) + (1�✏ j)(1�↵ j)K(1��2
i )

= ✏ j� j + (1�✏ j)↵ j � �i + K�i(1��i)[1�(1�✏ j)↵ j] � ✏ j� jK + ✏ jK�i� j.
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Lemma 2.4.14 Suppose agent i is inexpert. Agent i’s ex-ante expected payo↵ is

EUi,IX(↵i, � j,↵ j) = ✏ j� j + (1�✏ j)↵ j � ↵i � ✏ j(1�↵i)� j(1�� j)K.

Proof Suppose agent i is inexpert. Agent i’s ex-ante expected payo↵ is

EUi,IX(↵i, � j,↵ j) = ↵i

Z 1

0
E[uF

i,IX(� j,↵ j)] dhi + (1�↵i)
Z 1

0
E[uA

i,IX(� j,↵ j)] dhi

= ↵i

Z 1

0
(✏ j� j + (1�✏ j)↵ j � 1) dhi

+ (1�↵i)
Z 1

0
(✏ j� j + (1�✏ j)↵ j � ✏ j� j(1�� j)K) dhi

= ✏ j� j + (1�✏ j)↵ j � ↵i � ✏ j(1�↵i)� j(1�� j)K.

2.5 Value of Expertise & Perceptiveness

Substituting the equilibria listed in Theorems 2.4.7-2.4.12 and applying Lemmas 2.4.13 and

2.4.14, I compute player i’s value of expertise as

VoE!
i (�i,↵i, � j,↵ j) = EU!

i,EX(�i, � j,↵ j) � EU!
i,IX(↵i, � j,↵ j), (2.6)

where ! 2 {(P, IP), (P, IM), (P, EP), (P, EM), (M, P), (M,M)} represents the specific situation

in terms of the players’ expertise and perceptiveness. Each ordered pair in ! corresponds to a

viable situation for player i. For instance, (P, IP) corresponds to when i is perceptive and facing

an inexpert, perceptive opponent j. Similarly, (P, IM) corresponds to when i is perceptive and

facing an inexpert, imperceptive opponent j, (P, EP) corresponds to when i is perceptive and

facing an expert, perceptive opponent j, (P, EM) corresponds to when i is perceptive and facing

an expert, imperceptive opponent j, (M, P) corresponds to when i is imperceptive and facing

a perceptive opponent j, and (M,M) corresponds to when i is imperceptive and facing an

imperceptive opponent j. Figure 2.7 depicts i’s value of expertise in each of these situations
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for K 2 [1, 20].

Likewise, by substituting the equilibria listed in Theorems 2.4.7-2.4.12 and applying Lem-

mas 2.4.13 and 2.4.14, I compute player i’s value of perceptiveness as

VoP ⇢
i (si, � j,↵ j)

= 1
2 [EU ⇢

i,x(si, � j|✏ j = 1) + EU ⇢
i,x(si,↵ j|✏ j = 0)] � EU ⇢

i,x(si, � j,↵ j|✏ j = 1/2), (2.7)

where ⇢ 2 {(E, P), (I, P), (E,M), (I,M)} represents the specific situation in terms of the players’

expertise and perceptiveness, x 2 {EX, IX} represents i’s expertise, and si 2 {�i,↵i} represents

i’s equilibrium strategy.17 Each ordered pair in ⇢ corresponds to a viable situation for player

i. For instance, (E, P) corresponds to when i is expert and facing a perceptive opponent j.

Similarly, (I, P) corresponds to when i is inexpert and facing a perceptive opponent j, (E,M)

corresponds to when i is expert and facing an imperceptive opponent j, and (I,M) corresponds

to when i is inexpert and facing an imperceptive opponent j. Figure 2.8 depicts i’s value of

perceptiveness in each of these situations for K 2 [1, 20].

In Figure 2.7, each unique colour corresponds to a specific amount of information that i

has regarding j’s expertise. Also, the solid lines in Figure 2.7 represent the instance when i

is against a perceptive opponent j, whereas the dashed lines represent the instance when i is

against an imperceptive opponent j. Given these results, Figure 2.7 shows that the value of ex-

pertise is positive for all K 2 (1, 20]. This actually holds for all K > 20 as well. Furthermore,

as the players’ chip endowment increases, i’s value of expertise converges to 1 when both i

and j are perceptive and converges to 5/6 when i is imperceptive and j is perceptive. Contrar-

ily, as the players’ chip endowment increases, i’s value of expertise converges to 0 when j is

imperceptive.

The intuition for this is that, as the players’ chip endowment increases, each player i tends to

select fold with a weakly increasing frequency unless they are certain that j is inexpert. That is,

as K increases, i will select fold with a weakly increasing frequency unless i is perceptive and

17This notation assumes that si = �i if and only if x = EX.
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Figure 2.7: Player i’s value of expertise in various situations.

Figure 2.8: Player i’s value of perceptiveness in various situations.
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j is inexpert. In this case, as K increases, once the inexpert j switches from always choosing

all-in to choosing fold with some positive probability, the expert i will lower their cut-o↵ and

e↵ectively select all-in more frequently (as shown in Figures 2.2 and 2.4). As the frequency

of an imperceptive opponent j choosing fold converges to 1, the expertise of player i matters

progressively less since hi becomes increasingly more irrelevant. Contrarily, when player i

is facing a perceptive opponent j, j will choose all-in with increasing probability beyond a

certain chip endowment threshold (as shown in Figures 2.2 and 2.4) when i is inexpert, but

will continue choosing fold with increasing probability as K increases when i is expert. The

influence that i’s expertise has over j’s equilibrium strategy is what drives i’s value of expertise

when j is perceptive.

In Figure 2.8, the blue lines correspond to an expert i, while the yellow lines correspond

to an inexpert i. Furthermore, the solid lines correspond to an instance when j is perceptive,

while the dashed lines correspond to an instance when j is imperceptive. By Equation (2.7), an

expert i’s value of perceptiveness when j is perceptive is

VoP(E,P)
i =

8>>>>>>>>>>>>>>>><
>>>>>>>>>>>>>>>>:

37
392(K+ 1

K�2) if K 2 [1, 17
10+

7
p

11
10 ]

K
4 +

3
8K � 7

8 �
(K�3)

8

p
K�4p

K
if K 2 ( 17

10+
7
p

11
10 ,

25/6]

K
8 � 7

8K � 1
12 if K 2 (25/6, 2+

p
5]

5
12 +

p
K�4

4
p

K
� 1

K if K > 2+
p

5.

Furthermore, an expert i’s value of perceptiveness when j is imperceptive is

VoP(E,M)
i =

8>>>>>>>>>>>>>>>>>>>>><
>>>>>>>>>>>>>>>>>>>>>:

85
3528 (K+ 1

K�2) if K 2 [1, 17
10+

7
p

11
10 ]

11K
144� 5

18 (1� 1
2K )� (K�2)

p
K�4

16
p

K
if K 2 (17

10+
7
p

11
10 ,

25
6 ]

1
72 (K�2+ 5

K ) if K 2 (25
6 , 4+

p
17]

17
36 +

K�6
4
p

K(K�8) �
1
9 (K+ 1

2K ) if K 2 (4+
p

17, 4+3
p

2]

1
18K +

1
4 +

K�10
4
p

K(K�8) if K > 4+3
p

2.
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Additionally, an inexpert i’s value of perceptiveness when j is perceptive is

VoP(I,P)
i =

8>>>>>>>>>>><
>>>>>>>>>>>:

0 if K 2 [1, 2+
p

5]

1
8(K+ 1

K ) � 1
2 �

p
K�4

4
p

K
if K 2 (2+

p
5, 4+

p
17]

1
2 �

p
K�4�

p
K�8

4
p

K
if K > 4+

p
17.

Lastly, an inexpert i’s value of perceptiveness when j is imperceptive is

VoP(I,M)
i =

8>>>>>>>>>>>>>>>>>>>>><
>>>>>>>>>>>>>>>>>>>>>:

4
441(K+ 1

K�2) if K 2 [1, 17
10+

7
p

11
10 ]

1
4

q
K�4

K +
1
9 (K+ 1

K ) � 17
36 if K 2 ( 17

10+
7
p

11
10 ,

25
6 ]

1
9 (K�2) � 13

18K if K 2 ( 25
6 , 4+

p
17]

5
18� 1

2
p

K(K�8) +
1
9 K � 13

18K if K 2 (4+
p

17, 4+3
p

2]

1
2[1 � 5

3K+
1p

K(K�8) ] if K > 4+3
p

2.

The main takeaway from Figure 2.7 is that the value of perceptiveness is generally positive

in all four situations. As the players’ chip endowment increases, i’s value of perceptiveness

converges to 2/3 when i is expert and j is perceptive. Otherwise, as the players’ chip endow-

ment increases, i’s value of perceptiveness converges to 1/2. Furthermore, for all K � 1 when i

is expert, i’s value of perceptiveness is higher when j is perceptive than it is when j is imper-

ceptive. Contrarily, for all K � 1 when i is inexpert, i’s value of perceptiveness is higher when

j is imperceptive than it is when j is perceptive.

The intuition for why perceptiveness generally provides positive value in all four situations

is similar to why expertise provides positive value for i when j is perceptive. Perceptiveness

allows a player i to identify, with certainty, a situation where j is inexpert. When i is perceptive

and j is inexpert, as the players’ chip endowment increases, i’s equilibrium strategy allows i

to select all-in with an increasing probability. Whereas, when i is imperceptive or when j is

expert, as the players’ chip endowment increases, i’s equilibrium strategy causes i to select fold
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with an increasing probability. To summarize this point, as K increases beyond a certain level,

when i is imperceptive, i will always fold more often; whereas, when i is perceptive, i will

fold more often when j is expert, but go all-in more often when j is inexpert. When i is in an

equilibrium that has i going all-in with a relatively high frequency compared to j, i is able to

realize value from winning the forced bets uncontested a higher proportion of the time. This is

similar to the benefit that an aggressive poker player experiences when facing a passive poker

player that tends to fold too often.

2.6 Conclusion

In this chapter, I develop and study a model that features six distinct information structures and

emulates a two-player, one-round game of poker. Player i is expert if they know the value of

their hand, hi, prior to deciding whether to go all-in or fold. Player i is perceptive if they know

whether their opponent j is expert. The six information structures I consider vary in terms of

the players’ expertise and perceptiveness.

The main result that I find in this chapter is that when the players’ chip endowment is su�-

ciently high, perceptiveness always provides value. The intuition for this is that perceptiveness

allows a player to identify an inexpert opponent. This allows the player to e↵ectively utilize

an aggressive strategy to take advantage of their opponent’s inexpertise. Whereas, had the

player been imperceptive, the player would utilize a more passive equilibrium strategy, taking

into consideration that their opponent may actually be expert. The e↵ectively aggressive (all-

in with a high probability) strategy against an inexpert opponent allows the player to capture

the forced bets, uncontested, a high percentage of the time. Whereas, the passive (fold with

a high probability) strategy mitigates the player’s risk, but also causes the player to forgo the

opportunity of capturing any forced bets.



Chapter 3

Perceptiveness in a Market-Entry Game

3.1 Introduction

This chapter of my thesis studies the value and e↵ect that perceptiveness has in a market-entry

setting. A player is expert if they know their market-entry fee prior to making their market-

entry decision. Whereas, a player is perceptive if they know whether their opponent is expert.

Under an equilibrium refinement that treats the players as symmetrically as possible, I find that

the value of perceptiveness is always non-negative. Furthermore, the value of perceptiveness is

always zero for an inexpert agent whose opponent is perceptive. Also, when both players have

a su�ciently high probability of being expert, the value of perceptiveness is positive; whereas,

if either player is inexpert with a su�ciently high probability, the value of perceptiveness is

zero. Moreover, even when the value of perceptiveness is zero, perceptiveness can still a↵ect

the players’ equilibrium actions.

I also find that a player’s value of perceptiveness is minimized when their competitor enters

with a specific probability regardless of their expertise. As the di↵erence in the competitor’s

market-entry probability increases, with respect to their level of expertise, the player’s value of

perceptiveness increases. This is because perceptiveness allows the player to more accurately

gauge their competitor’s propensity to enter the market, which is what ultimately influences the

34


