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Abstract

The Borel equivariant cohomology is an algebraic invariant of topological spaces with actions

of a compact group that inherits a canonical module structure over the cohomology of the

classifying space of the acting group. The study of syzygies in equivariant cohomology

characterize in a more general setting the torsion-freeness and freeness of these modules by

topological criteria. In this thesis, we study the syzygies for elementary 2-abelian groups (or 2-

tori) in equivariant cohomology with coefficients over a field of characteristic two. We approach

the equivariant cohomology theory by an equivalent approach using group cohomology which

will allow us to distinguish syzygies via the exactness of the Atiyah-Bredon sequence using

"shifted" and "virtual" subgroups that overcome the problem of the finiteness of the acting

group. We apply this characterization to study the equivariant cohomology for locally standard

actions of 2-tori and also for torus actions with compatible involution, that will generalize the

equivariant formality for Hamiltonian torus actions on symplectic manifolds.

Keywords: equivariant cohomology, group actions, torus actions, syzygies, group cohomology,

Hamiltonian actions, Weyl invariants, manifold with corners, big polygon spaces.

ii



Summary for Lay Audience

In algebraic topology we study properties of spaces by algebraic means; the homotopy, ho-

mology or cohomology theories are algebraic invariants of the spaces that are preserved under

continuous deformations. Another approach to study the properties of spaces is throughout

their symmetries or group actions, which is known as the theory of transformation groups.

The equivariant cohomology is an algebraic invariant of both the topology of the space and

its given group action. This algebraic invariant will become a module over a polynomial ring

in several interesting situations; for example, when involutions or reflections of the space are

considered. In this thesis, we characterize topological and algebraic properties of the equivariant

cohomology for these particular actions, we relate this results with the progress done by circle

and torus actions, and we also provide applications on symplectic manifolds and manifold with

corners, that generalize the notions of polytopes and polyhedra.
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Chapter 1

Introduction

Topology studies those invariant and properties of spaces that are preserved through continuous

deformations. Many of these properties can be captured by algebraic means: homotopy

groups, homology, cohomology theories and other tools from algebraic topology carry a lot of

information about the space. On the other hand, a different approach to studying invariants or

properties of spaces is through its symmetries; this led to the theory of transformation groups;

more precisely, studying actions of topological groups on spaces. To relate these two main

approaches, one can use the theory of equivariant cohomology as it captures both the topology

of a space X and the action of a group G on X in terms of ordinary cohomology. This theory was

formally introduced by Borel [Borel, 1960] in his transformation groups seminar, yet earlier

constructions involving equivariant de Rham cohomology and equivariant differential forms

were given by Cartan in [Cartan, 1950]. The equivariant cohomology has many applications

in different fields in mathematics; namely, there are important results in algebraic topology,

algebraic geometry, transformation groups, symplectic manifolds, K-theory, index theory and

cobordism theory.
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Following [Borel, 1960], let G be a compact Lie group, EG → BG a universal principal bundle

for G and let X be a topological space with a continuous action of G or a G-space. Observe that

the space EG×X is homotopy equivalent to X and the diagonal action of G on it is free. The

equivariant cohomology of X with coefficients in a commutative ring R, denoted by H∗
G(X ;R),

is defined as the singular cohomology of the space XG = (X ×EG)/G (known nowadays as the

Borel construction or homotopy quotient of X). Observe that the projection map EG×X → EG

induces a map XG → BG and thus a map of rings in cohomology H∗(BG : R) → H∗
G(X ;R).

Hence, H∗
G(X ;R) becomes canonically a H∗(BG;R)-module.

The equivariant cohomology is natural with respect to both G and X . Namely, any map Y → X

between G-spaces X and Y which preserves the action induces a map of H∗(BG;R)-modules

H∗
G(X ;R)→ H∗

G(Y ;R). On the other hand, for any homomorphism of Lie groups α : G → K

and any K-space X , there is an induced action of G on X and a morphism of H∗(BK;R)-modules

H∗
K(X ;R)→ H∗

G(X ;R).

The equivariant cohomology for spaces with an action of a compact Lie group has been studied

since 1960 from different approaches, and several tools have been developed to compute it. For

example, let G denote a compact connected Lie group. The G-equivariant cohomology with

real coefficients of a G-space X will be a module over the graded commutative polynomial ring

H∗(BG) concentrated in even degrees and it will be determined by the restriction to the action

on the maximal torus T in G as the following result exhibits [Hsiang, 1975, Ch.III§1 Prop.1].

Theorem 1.1 (Reduction to torus actions). Let G be a compact connected Lie group, T be a

maximal torus in G with normalizer N and W = N/T be the corresponding Weyl group. Let X

be a G-manifold, and consider cohomology with real coefficients. Then,

• There is an isomorphism of H∗(BG)-algebras natural in X

H∗
G(X)∼= H∗

T (X)W .
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• There is an isomorphism of H∗(BT )-algebras natural in X

H∗
T (X)∼= H∗(BT )⊗H∗(BG) H∗

G(X).

On the other hand, torus actions appear naturally in other instances in mathematics; namely, in

algebraic geometry (toric varieties), symplectic geometry (Hamiltonian actions) and combina-

torics (moment angle complexes). Therefore, the study of equivariant cohomology for these

actions has been an ongoing trend in mathematics during the last decades.

Earlier results for torus equivariant cohomology allow us to characterize the torsion of the

equivariant cohomology for nice spaces (such as manifolds or CW-complexes) in terms of the

space of fixed points. More precisely, let k be a field and let X be a T -space with fixed points

XT . The kernel of the map ϕ : H∗
T (X ;k)→ H∗

T (X
T ;k) induced by the inclusion consists of the

H∗(BT ;k)-torsion elements of H∗
T (X ;k). Therefore, H∗

T (X ;k) is torsion-free if and only if the

map ϕ is injective.

Furthermore, it has also been of great interest to distinguish T -spaces whose equivariant

cohomology is a free H∗(BT ;k)-module. Let k = Q and T be a torus of dimension n. Let

X be a T -space such that H∗
T (X ;k) is a free module. For x ∈ X , let Tx denote the stabilizer

subgroup of x in T . Then the finite filtration X0 = XT ⊆ X1 ⊆ ·· · ⊆ Xn = X given by Xk = {x ∈

X : dim(Tx)≥ n− k} induces a long exact sequence [Atiyah, 1974], [Bredon et al., 1974]

0 → H∗
T (X ;k) ϕ−→ H∗

T (X0;k)→ H∗+1
T (X1,X0;k)→ ··· → H∗+n

T (Xn,Xn−1;k) (1.0.1)

In particular, the exactness of the first terms of this sequence allows one to completely determine

the T -equivariant cohomology of X in terms of the two spaces XT and X1, and in many situations,

they are easier to handle.

For example, the GKM-method applies this sequence to compute the T -equivariant cohomology

of toric complex projective varieties with finitely many fixed points and one-dimensional

orbits [Goresky et al., 1997]. Moreover, [Allday et al., 2014] showed that the exactness of the
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sequence (1.0.1) is equivalent to H∗
T (X ;k) being a reflexive module, that is, it is isomorphic to

its double H∗(BT ;k)-dual. Furthermore, the authors related the exactness of such a sequence to

algebraic properties of modules that lies in between torsion-freeness and freeness that we will

refer to syzygies and we will discuss next.

For a finitely generated module M over a polynomial ring R in n indeterminates, we say that M

is a j-th syzygy if it fits in an exact sequence

0 → M → F1 → ·· · → Fj

of finitely generated free modules Fi, 1 ≤ i ≤ j. The first syzygies are the torsion-free modules

and the n-th syzygies correspond to the free modules by the Hilbert Syzygy Theorem.

As a consequence of Theorem 1.1, the syzygies can also be characterized for compact connected

Lie group actions in terms of torus actions as the next theorem exhibit.

Theorem 1.2 ([Franz, 2016, Prop.4.2]). Let X be a G-space with an action of a compact

connected Lie group G. Suppose k is a field of characteristic zero. If T ⊆ G is a maximal

torus in G, then the G-equivariant cohomology of X is a j-th syzygy over H∗(BG) if and only if

H∗
T (X) also is as a module over H∗(BT ).

Therefore, the algebraic properties of the equivariant cohomology are determined by the torus

actions for compact connected Lie group actions and cohomology with coefficients on a field of

characteristic zero. Allday, Franz and Puppe have achieved results in syzygies in equivariant

cohomology for torus actions. For example, the characterization of syzygies and the equivariant

Poincaré duality [Allday et al., 2014], the quotient criterion for syzygies to locally standard

torus actions [Franz, 2017] and the construction of the Big polygon spaces [Franz, 2015] whose

equivariant cohomology is not free but it is a syzygy of order m for m < n/2 where n is the rank

of the acting torus; these spaces will be discussed in Section 4.4 of this document.
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It is interesting to consider what happens when the ground field has positive characteristic p.

When p is odd, the syzygies in equivariant cohomology for actions of a p-torus G (or elementary

p-abelian groups) are described in terms of torus equivariant cohomology by restricting to the

polynomial part of H∗(BG;k) isomorphic to the cohomology of the classifying space of a torus

[Allday et al., ]. On the other hand, the equivariant cohomology for the case p = 2 is still a

module over a polynomial ring but now the generators are sitting in degree 1 which requires a

different treatment than the torus case. However, for a T -spaces X , in this thesis we proved a

reduction to the subgroup T2 ⊆ T consisting of the order 2 elements in T (See section 4.2).

Theorem 1.3 (Reduction to 2-torus actions). Let k be a field of characteristic 2 and X be a

T -space with an action of a torus T . Let T2 be the maximal 2-torus in T . Then there is an

isomorphism of H∗(BT2)-algebras

H∗
T2
(X)∼= H∗

T (X)⊗H∗(BT ) H∗(BT2)

and so H∗
T (X) is a j-th syzygy over H∗(BT ) if and only if H∗

T2
(X) is as a module over H∗(BT2).

This reduction theorem motivates a complete study of the equivariant cohomology for 2-torus

actions analogous to the progress done on torus actions and p-torus actions by Allday-Franz-

Puppe. The key of this reduction is that the cohomology of the classifying space BT2 is free

as a module over the cohomology of BT and it also applies for the case of p odd. As in the

torus case, these particular actions appear naturally in other fields in mathematics; mainly, they

will be induced by the action of the maximal 2-torus on the real locus of complex projective

varieties, anti-symplectic involution on Hamiltonian symplectic manifolds and real moment

angle complexes.

The main restriction of the characterization of syzygies in equivariant cohomology for 2-tori

lies in three main facts; namely, the acting group is finite, the classifying space BG is not

simply connected and its cohomology is not concentrated in even degrees only. To overcome
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all these issues, we implement an algebraic construction of the equivariant cohomology for

2-torus actions. Firstly, if G denotes a 2-torus, we use that there is a natural isomorphism

of H∗(BG)-algebras H∗
G(X) ∼= Ext∗G(k,C∗(X)) which arises from an isomorphism between

spectral sequences. Secondly, under this algebraic approach to equivariant cohomology, there

are multiplicative subgroups Γ of the group of units k[G]× which extend the notion of usual

subgroups of G when k is infinite. These subgroups are strongly related to linear subspaces

K ⊆H1(BG), and they will allow us to overcome the issue of the finiteness of G. A Γ-equivariant

cohomology H∗
Γ
(X) and a K-equivariant cohomology H∗

K(X) are defined, and they are modules

over RΓ = H∗
Γ
(pt) and RK = H∗

K(pt) respectively. They generalize the topological construction

of the Borel equivariant cohomology for 2-tori. In particular, the following theorem was proved.

Theorem 1.4. Let G be a 2-torus of rank n, X be a G-space and K ⊆ H1(BG) be a linear

subspace of G of dimension s. There is a subgroup Γ of the multiplicative units of k[G] of G

isomorphic to a 2-torus of rank s and canonical isomorphisms RΓ

∼=−→ RK and H∗
Γ
(X)

∼=−→ H∗
K(X)

such that the diagram

R

H∗
G(X) RΓ RK

H∗
Γ
(X) H∗

K(X)

jK

iΓ

rΓ

rK

∼=

∼=

commutes (and the labelled maps are canonical).

Therefore, these constructions will imply that results from torus actions involving the Atiyah-

Bredon sequence, the equivariant homology, the equivariant Poincaré duality, the quotient

criterion for syzygies carry over to the 2-torus setting. Some details of Allday-Franz-Puppe’s
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proof of the torus actions setting work analogously in the 2-torus case; however, there are also

results that either do not carry over or need to be carefully checked.

We apply the 2-torus reduction theorem to spaces with some semi-direct product actions,

motivated by the following situation appearing in a symplectic setting. Let M be a compact

symplectic manifold with a Hamiltonian action of a torus T and an anti-symplectic involution

τ : M → M which is compatible with the torus action in the sense of that, for any g ∈ T , and

x ∈ M, it holds that g · τ(x) = τ(g−1 · x), In [Duistermaat, 1983, Thm. 3.1], it was proved that

for the real locus Mτ of M and cohomology with coefficients over F2 there is an additive

isomorphism

H∗(Y ;F2) =
N⊕

i=1

H∗− di
2 (Fτ

i ;F2). (3)

where Fi is a connected component of MT for i = 1, . . . ,N. Furthermore, in [Biss et al., 2004,

Thm. A], an isomorphism in equivariant cohomology for the real locus of M was proved by

Biss-Guillemin-Holm. Explicitly, the action of T on M induces an action of the maximal 2-torus

on Mτ and the equivariant cohomology satisfies,

H∗
T2
(Mτ ;F2) =

N⊕
i=1

H
∗− di

2
T2

(Fτ
i ;F2) (4)

and an extension of this result was established in [Baird and Heydari, 2018, Thm.16] for non-

abelian Lie groups. In particular, these results imply that H∗
T2
(Y ;F2) is free over H∗(BT2;F2).

To obtain further advances in this setting, in this thesis we examine whether this relation between

the equivariant cohomology of a space and its real locus still holds in a more general situation

relying only on the topology of the space. Indeed, in the case of a topological space X with a

torus action and a compatible involution, this is equivalent to an action of the semidirect product

G = T ⋊⟨τ⟩, where τ acts on T by inversion. Therefore, we studied the equivariant cohomology

H∗
G(X ;F2) as a module over H∗(BG;F2). First of all, we showed that the cohomology ring

H∗(BG;F2) is canonically isomorphic to a polynomial algebra (Theorem 4.1.2) and thus we
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are allowed to characterize the syzygies for these particular actions. In particular, we also prove

a reduction to 2-torus actions as we stated in one of our main results (Theorem 4.2.9).

Theorem 1.5. Let X be a compact space with an action of a torus T and a compatible involution

τ . Let G = T ⋊ ⟨τ⟩ and H ⊆ G be the subgroup consisting of all elements of order 2. Then

H∗
G(X ;F2) is a k-th syzygy over H∗(BG;F2) if and only if H∗

H(X ;F2) is a k-th syzygy over

H∗(BH;F2).

And as a consequence, a characterization of syzygies for the real locus can be derived as we

state in the following result (Theorem 4.3.5).

Theorem 1.6. Let X be a path-connected finite-dimensional G-CW-Complex. If H∗
G(X) is a

j-th syzygy over H∗(BG), then so is H∗
T2
(Xτ) as a module over H∗(BT2).

This thesis is intended to be as self-contained as possible and it is organized as follows. In

Chapter 2 we discuss the generalities of the equivariant cohomology, classical results in this

area and several criteria for equivariant formality. Chapter 3 contains the main work of this

thesis on the equivariant cohomology for 2-torus actions, the algebraic construction of the

equivariant cohomology and the relation between shifted and virtual subgroups of 2-torus are

established, also the analogous results of Allday-Franz-Puppe for the torus case are stated and

proved. In Chapter 4 we study the equivariant cohomology for torus actions and a compatible

involution, criteria for equivariant formality and syzygies in equivariant cohomology for spaces

with these particular actions. Finally, we provide a proof for the reduction from torus actions to

2-torus actions in equivariant cohomology with F2-coefficients, and we present applications of

these results to the syzygy order of the real locus and also using Franz’s big polygon spaces

to construct syzygies in equivariant cohomology for these particular actions of any order.

Appendices A and B contain the background needed on fibrations, spectral sequences, regular

sequences and syzygies.
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Chapter 2

Generalities of equivariant cohomology

2.1 Group actions and principal G-bundles

Let X be a topological space and G be a topological group with identity element e ∈ G. We

say that X is a G-space if there is a continuous action of G on X ; that is, there is a continuous

map · : G×X → X satisfying e · x = x and g · (h · x) = (gh) · x for any g,h ∈ G and x ∈ X . A

continuous map f : X → Y between G-spaces is a G-map if f (g · x) = g · f (x) for any x ∈ X ,

g ∈ G. We define the fixed point subspace of X as the set XG = {x ∈ X : g · x = x, ∀g ∈ G},

and we say that the action is trivial if g · x = x for any g ∈ G, x ∈ X ; or equivalently, XG = X .

We will denote by X/G the orbit space of the action, the element G ·x = {g ·x : g ∈ G} ∈ X/G

is called the orbit of x under G. Analogously, for a subset A ⊆ X , G ·A = {g ·a : g ∈ G,a ∈ A}.

We say that A is G-invariant if G ·A ⊆ A. For x ∈ X , the isotropy subgroup of G at x is defined

as the subgroup Gx = {g ∈ G : g · x = x} and we say that the action is free if Gx = {e} for any

x ∈ X . Observe that if the action is free, then the fixed point subspace XG is empty.

We will assume during this document that G is a compact Hausdorff group and X is a Hausdorff

space, and we will use the term "group" to denote a compact Hausdorff group unless otherwise
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specified. Similarly, a G-space will denote a Hausdorff topological space with an action of

a group. Under our assumptions, the canonical map αx : G/Gx → G · x is a homeomorphism.

Given two G-spaces X and Y , we denote by X ×GY where X ×Y is a G- space with the diagonal

action. Under extra assumptions on the group and the acting space, we have the following result

[Hsiang, 1975, Thm.I.5].

Theorem 2.1.1 (Equivariant tubular neighbourhood theorem). Let G be a compact Lie group

and let X be a G-space which is completely regular. For any x ∈ X there is a subset A ⊆ X such

that A is Gx-invariant and there is a G-equivariant homeomorphism G ·A ∼= G×Gx A and it is a

neighbourhood of the orbit space G ·x which retracts onto it . When G is a Lie group and X is a

manifold with a smooth action of G, A can be taken homeomorphic to the normal tangent space

TxX/Tx(G · x). In this case, G×Gx A → G · x is a vector bundle.

We say that two maps f0, f1 : X → Y are G-homotopic if there is a homotopy F : X × I → Y

between f0 and f1 such that F(−, t) is a G-map for every t ∈ I. Analogously, we say that X and

Y are G-homotopy equivalent if the composites f g and g f are G-homotopic to the identity

map for some G-maps f : X → Y and g : Y → X . Let G and H be groups, X be a G-space and

Y be both a G-space and a H-space. Suppose further that the actions on Y are compatible in

the sense that g · (h · y) = h · (g · y) for any g ∈ G, h ∈ H, y ∈ Y . Then there is a well defined

action of H on the orbit space X ×G Y . In particular, this construction satisfies the following

properties,

Proposition 2.1.2.

1. If Y = {∗}, then X ×G Y = X/G.

2. Let Y = G and G act on Y by left multiplication. This action is compatible with the action

of H = G on itself given by g · g′ = g′g−1. Therefore, Y is (G,G)-space and X ×G G
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becomes a G-space; moreover, the projection X × G → X induces a G-equivariant

homeomorphism X ×G G ∼= X.

3. Let Z be an H-space. There is a natural homeomorphism (X ×G Y )×H Z ∼= X ×G (Y ×H

Z).

4. Let Z be an H-space. Suppose that H is a subgroup of G, then X ×G G×H Z ∼= X ×H Z.

In particular, if Z is a G-homeomorphic into a point, we get that X ×G (G/H)∼= X/H.

Definition 2.1.3. A principal G-bundle p : E → B is a G-map between G-spaces, where G acts

trivially on B and there is an open covering of B; namely, {Uα : α ∈ I} and G-homeomorphisms

ϕα : p−1(Uα)→Uα ×G making the diagram

p−1(Uα) Uα ×G

Uα

ϕα

p proj

commutative, and Uα ×G has the action g · (b,g′) = (b,g′g−1). Observe that this last condition

implies that G acts freely on E and therefore p : E → B induces a homeomorphism E/G ∼= B.

Recall that the principal G-bundles are in particular fiber bundles and hence fibrations.

Remark 2.1.4. • Let X be a space, p : E → B be a principal G-bundle and let f : X → B

be a continuous map. Then the pullback f ∗p : f ∗E → X is a principal G-bundle over X

where f ∗p is the projection on the second factor. Moreover, any two homotopic maps

give rise to G-homeomorphic pullback bundles.

• Let p : E → B be a principal G-bundle and let X be a G-space. Then the G-equivariant

map E ×X → E ×{∗} descends into a map q : E ×G X → E ×G {∗} ∼= B which is a fiber

bundle with fiber X and structure group G. This fiber bundle is called the associated

bundle to p : E → B with fiber X .
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• Let G be a Lie group and H be a closed subgroup. In this case the projection G → G/H is

a principal H-bundle. In particular, for any principal H-bundle p : E → B, the associated

bundle E ×H G → B is a principal G-bundle. On the other hand, for any principal G-

bundle p′ : E ′ → B′, the quotient map q : E ′ → E ′/H is a principal H-bundle and the map

E ′/H → B′ is a fiber bundle with fiber G/H.

2.2 Classifying spaces

The contents of this section are classical and there are many sources where these topics

are discussed; as a preferred reference, the results cited in this section can be found in

[tom Dieck, 2008, §14.4]. We will also refer to the theory of fibrations and spectral sequences

discussed in Appendix A. Let [X ,B] denote the set of maps between X and B up to homotopy,

and PG(X) the set of principal G-bundles over X up to G-homeomorphism; there is a classical

result relating these two sets just defined.

Proposition 2.2.1. Let p : E → B be a principal G-bundle with E contractible and let X be a

CW-complex. Then any E ′ ∈ PG(X) is of the form f ∗E for a unique f ∈ [X ,B].

A principal G-bundle satisfying this condition is called a universal G-bundle, and B is called

the classifying space of G. Moreover, if G is a CW -complex with cellular operations and

such a bundle exists, E and B can be taken to be CW -complexes. B is unique up to homotopy

equivalence and E is unique up to G-homotopy equivalence. In [Milnor, 1956] it is shown

that the universal bundle EG → BG exists and it is unique up to G-homotopy equivalence for

any topological group G. The most commonly known examples of classifying spaces are the

following.

Example 2.2.2.
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1. Let G = Z. Since G acts freely and properly discontinuously on R by translation, we get

that EZ= R and BZ= S1.

2. Let G= S1. Let S∞ =
⋃

n≥0 S2n+1 be the colimit of the complex spheres. S∞ is contractible

and admits a free action of S1 which arises from the scalar multiplication of S1 in

S2n+1 ⊆ Cn+1 for every n ≥ 0. We obtain then that ES1 = S∞ and BS1 = CP∞ is the

infinite dimensional complex projective space. On the other hand, if we identify Z/p as

the subgroup of S1 consisting of the pth-roots of unity for p ≥ 2, we get that EZ/p = S1,

BZ/2 = RP∞ is the infinite dimensional real projective space and BZ/p = L∞
p is the

infinite dimensional p-lens space for p > 2.

More generally, if G is a discrete group, then BG = K(G,1) is the Eilenberg-Maclane space

and EG is its universal covering.

Remark 2.2.3. Let α : H → G be a continuous group homomorphism. First notice that the

homomorphism α induces on G a structure of an H-space. For the universal H bundle EH →

BH, there is an associated bundle EH ×H G → BH which is a principal G-bundle. Therefore,

from Theorem 2.2.1, there is a unique map (up to homotopy) Bα : BH → BG that classifies

the principal G bundle EH ×H G → BH. This construction is functorial with respect to group

continuous homomorphism; namely, B(idG) = idBG for the identity map idG : G → G, and

for a composite K
β−→ H α−→ G we have that B(α ◦ β ) = B(α) ◦ B(β ). This follows from

the isomorphisms of principal G-bundles EG×G G ∼= EG and EK ×K H ×H G ∼= EK ×K G

respectively.

In particular, for a closed subgroup H ⊆ G, there is a characterization of the canonical

map Bi : BH → BG induced by the inclusion i : H → G given by the following result

[tom Dieck, 2008, pp.348].
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Proposition 2.2.4. Let G be a compact Lie group and H ⊆ G be a closed subgroup. In the

sequence

H i−→ G π−→ G/H
j−→ BH Bi−→ BG,

each subsequence consisting of three consecutive objects is a fibration.

As we will see later, many fibrations that we will be interested come as a pullback or as an

associated bundle of principal G-bundles where the base space is a classifying space. In this

case, the action of the fundamental group of the base space on the cohomology of the fiber, as

introduced in Appendix A, can be explicitly described.

Proposition 2.2.5. Let G be a topological group, F be a left G-space and EG π−→ BG be the

universal principal G-bundle. Then the action of π1(BG) on the cohomology of F in the

associated fiber bundle F → EG×G F → BG is determined by the induced action of G on

H∗(F).

Remark 2.2.6. Let now N be a closed normal subgroup of G, K = G/N be the quotient group

and β : G → K be the quotient map. Any action of G on a space X induces a canonical action of

N on X . Moreover, K acts on the orbit space X/N via k · x = gx where g is such that β (g) = k.

The action is well defined; namely, if h is such that β (h) = k, then gh−1 ∈ ker(β ) = Im(α) = N

and we get then gx = nhx = hx. Furthermore, it can be shown that there is a homeomorphism

X/G ∼= (X/N)/K via the map [x]G 7→ [x]K .

We will use this remark to show that there is a strong relation between group extensions and fibra-

tions involving the classifying spaces, as it is illustrated in the following result [tom Dieck, 2008,

pp.349].
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Theorem 2.2.7. Let 1 → N α−→ G
β−→ K → 1 be a group extension of topological groups where

N is closed in G. Then there is a fibration

BN → BG → BK.

Moreover, if the sequence is split, the action of π1(BK) on BN is induced by the canonical

action of K on N given by the isomorphism of G with the semidirect product N ⋊K.

Remark 2.2.8. Suppose that there is a commutative diagram

1 N G K 1

1 N′ G′ K′ 1

α β

α ′

where the rows are group extensions. By naturality of the classifying space construction, we get

a commutative diagram
BN BG BK

BN′ BG′ BK′

between the classifying spaces and thus the vertical arrows induce a map of fibrations. In

particular, we get a map of spectral sequences.

We finish this section with this important example.

Example 2.2.9. From Example 2.2.2(2) we have seen that BZ/2 =RP∞ and BS1 =CP∞. From

Proposition 2.2.4 the inclusion Z/2 = {±1}→ S1 induces a fibration

S1/(Z/2)∼= S1 → BZ/2 → BS1.

We are going to compute explicitly the map p : RP∞ → CP∞ and the induced map in cohomol-

ogy p∗ : H∗(CP∞;F2)→ H∗(RP∞;F2). Since H∗(RP∞;F2)∼= F2[t] and H∗(CP∞;F2)∼= F2[c]

where deg(t) = 1 and deg(c) = 2 it is enough to determine the image of the generator c under

p∗. Using the Gysin long exact sequence (Corollary A.10), we have a short exact sequence

H2(BS1)
p∗−→ H2(BZ/2)→ H1(BS1).
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Since H1(BS1) = 0 as this cohomology is concentrated in even degree, we have that the map

p∗ : H2(BS1)→ H2(BZ/2) is an isomorphism and so p∗(c) = t2.

2.3 The Borel construction

Let G denote a compact Hausdorff topological group (or just a group in our notation). From this

point on, for a G-space X we will mean a topological space X which has the G-homotopy type of

a G-CW-complex. Following [Allday and Puppe, 1993, §1.1], a G-CW-complex X is a colimit

of spaces Xn obtained inductively as follows: Let X−1 = /0. For each n∈N there is a set of indices

In, a set of closed subgroups {Hi : i ∈ In} and G-equivariant maps fi : G/Hi × Sn−1 → Xn−1

such that Xn is the pushout of the diagram⊔
i∈In

G/Hi ×Sn−1 Xn−1

⊔
i∈In

G/Hi ×Dn Xn

Here Dn is considered as a trivial G-space (and so Sn−1). If G is discrete, this definition is

equivalent to a cellular action on a CW -complex.

Borel introduced the notion of equivariant cohomology as an extension of the ordinary coho-

mology for G-spaces [Borel, 1960] which deals with both the topology and the nature of the

action. In this section we review his construction, known nowadays as the Borel construction,

and we will discuss its main properties. We start with the following definition.

Definition 2.3.1. For a G-space X the Borel construction of X is defined as the quotient space

XG = (EG×X)/X where G acts on EG×X diagonally.

Observe that the Borel construction is well defined (up to homotopy) and it is independent of

the choice of the model for EG.

Example 2.3.2.
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• If X = pt we get ptG = EG×G pt = BG.

• Assume that G acts trivially on X , then XG ∼= EG/G×X = BG×X .

Important properties of the Borel construction are given in the following proposition (see

[Hausmann, 2014, §7.3] for a reference of the following results).

Proposition 2.3.3.

(i) For a G-map f : X →Y between G-spaces, there is an induced map fG : XG →YG between

the respective Borel construction of X and Y . Furthermore, if X is G-homotopy equivalent

to Y , then XG is homotopy equivalent to YG.

(ii) The constant map X → pt induces a map p : XG → BG which is a fiber bundle with fiber

X; the map p coincides with the map induced by the projection EG×X → EG. If the

action has a fixed point x ∈ X, the map p admits a section sx : BG → XG. Furthermore,

for any G-map f : X → Y the diagram

XG YG

BG

fG

p p

is commutative.

(iii) The quotient map EG×X → XG is a principal G-bundle which coincides with the pullback

of the map p : XG → BG over the universal principal bundle EG → BG.

(iv) For any group homomorphism φ : G → G′ and any G′-space X, there is a map of fibrations

XG XG′

BG BG′

where the action of G on X is the one induced by φ .
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Definition 2.3.4 (Equivariant cohomology). Let X be a G-space. The G-equivariant coho-

mology of X with coefficients in a field k, denoted by H∗
G(X ;k), is defined as the singular

cohomology of the Borel construction of X ; that is,

H∗
G(X ;k) = H∗(XG;k).

Observe that for a trivial G-space X , H∗
G(X ;k)∼= H∗(BG;k)⊗H∗(X ;k).

Proposition 2.3.5. Let X be a G-space.

(i) If G acts freely on X, H∗
G(X ;k) ∼= H∗(X/G;k). Moreover, if X is taken to be a G-CW-

complex, there is a homotopy equivalence XG ≃ X/G.

(ii) Suppose that char(k) = 0 and G acts locally freely on X that is, the stabilizer group Gx is

finite for any x ∈ X. Then H∗
G(X ;k)∼= H∗(X/G;k).

From Proposition 2.3.3 we have that any G-map f : X → Y induces a map in G-equivariant

cohomology f ∗G : H∗
G(Y ;k)→ H∗

G(X ;k). In particular, the canonical map p : X → pt induces a

map of rings p∗ : H∗(BG;k)→ H∗
G(X ;k). Therefore, the G-equivariant cohomology inherits a

canonical H∗(BG;k)-module structure and thus H∗
G(X ;k) is a graded H∗(BG;k)-module.

The assumption of dimkH∗(X ;k)< ∞ is considered so the equivariant cohomology is a finitely

generated module in several interesting cases as we state in the following proposition (see

[Allday and Puppe, 1993, Prop 3.10.1]).

Proposition 2.3.6. Let k be a field and let X be a G-space such that dimkH∗(X ;k)< ∞.

(a) If G = T is a torus then H∗
T (X ;k) is a finitely generated H∗(BT ;k)-module.

(b) If G = (Z/p)n and k is a field of characteristic p, then H∗
G(X ;k) is a finitely generated

H∗
G(X ;k)-module.
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Remark 2.3.7. The equivariant cohomology can be also defined for topological pairs (X ,Y )

where Y is an invariant subspace of X . The introduction of the equivariant cohomology for

these pairs is useful for proving results as in the ordinary cohomological setting. For example,

an equivariant version of the Mayer-Vietoris sequence, the Tautness property and the excision

theorem arises from the ordinary version. More precisely, we have the following properties for

the equivariant cohomology.

• Excision: Let A,B ⊆ X be G-invariant subsets of a G-space X such that int(A)∪ int(B) =

X . Then there is an isomorphism H∗
G(A,A∩B) ∼= H∗

G(X ,B) induced by the inclusion

(A,A∩B)→ (X ,B).

• Mayer-Vietoris: Let (X ,Y ) be an equivariant pair and suppose that X = int(A)∪ int(B)

and Y = int(C)∪ int(D) for some subspaces A,B ⊆ X and C,D ⊆Y . There is a long exact

sequence

· · · → Hn−1
G (A∩B,C∩D)→ Hn

G(X ,Y )→ Hn
G(A,C)⊕Hn

G(B,D)→ Hn+1
G (X ,Y )→ ···

• Tautness: Let Y ⊆ X be a taut subspace1. Then H∗
G(X ,Y ) ∼= limU H∗(X ,U) where U

runs over all invariant neighbourhoods of Y in X .

2.4 The localization theorem

The localization theorem is a powerful tool in equivariant cohomology that has no analogue in

the setting of ordinary singular cohomology. It relates the equivariant cohomology of a space

with the equivariant cohomology of its fixed point subspace. The first approach of this result

is due to [Borel, 1960, Ch.IV] and the reference used for the results cited in this section is

[Mukherjee, 2005, §1.3].
1A subspace Y is taut in X if the canonical map limY⊆U H∗(U)→ H∗(Y ) is an isomorphism, the limit is taken

over all the neighbourhoods of Y in X . If Y is compact, or Y is closed and X paracompact, then Y is taut in X
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Definition 2.4.1. Let X be a G-space and x ∈ X . The inclusion Gx → G of the stabilizer

subgroup induces a map jx : R → Rx where R = H∗(BG;k) and Rx = H∗(BGx;k). If S ⊆ R is a

multiplicative subset, we define the subspace of cohomological S-fixed points as the set

XS = {x ∈ X : S∩ker( j∗x) = /0}.

Let f ∈ H∗(BG;k) and set X f = {x ∈ X : j∗x( f ) = 0}. Notice that X \ X f is open by the

equivariant tubular neighbourhood theorem (Theorem 2.1.1); therefore, XS is closed since

XS =
⋂
s∈S

X s. Moreover, XS is also a G-invariant subspace of X as jx = jg·x. The next example

illustrates why this subspace is called the cohomological S-fixed point set.

Example 2.4.2. Consider S=R\{0} and assume XG ̸= /0. For any x∈XG, jx is an isomorphism

since Gx = G and the map p∗ : H∗(BG;k) → H∗
G(X ;k) is injective by Proposition 2.3.3-(ii).

This implies that x ∈ XS and thus XS contains all fixed points of X under the action of G.

In general, XS could contain more points than fixed points, but in specific cases, these spaces

coincide as we illustrate in the following proposition.

Proposition 2.4.3. Let G = (S1)n be an n-dimensional torus , X be a G-space and assume

that char(k) = 0. For any subtorus K ⊆ G, let PK ⊆ R = H∗(BG;k) be the prime ideal

ker( j∗K : R → H∗(BK;k)) where j∗K is the map induced by the inclusion K → G. Then XS = XK

where S = R\PK.

In particular, from this proposition, when K = G we obtain XS = XG where S = R\{0}.

For any R-module M, S−1M denotes the localization with respect to S, it is defined as the set

of pairs (s,m) ∈ S×M under the equivalence relation (s,m) ∼ (s′,m′) if and only if there is

a t ∈ S such that tsm′ = ts′m. The localization S−1M inherits a S−1R-module structure and it

is isomorphic to S−1R⊗R M. With this notation, we can state the most general version of the

localization theorem for singular cohomology.
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Theorem 2.4.4 (Localization theorem). Let G be a compact Lie group and X be a compact

G-CW complex. Set R and S ⊆ R as above. Then the inclusion map XS → X induces a map

H∗
G(X ;k)→ H∗

G(X
S;k) which becomes an isomorphism after localization by S, that is, the map

S−1H∗
G(X ;k)→ S−1H∗

G(X
S;k)

is an isomorphism.

There are many sources where a proof of this version of the localization theorem can

be found. See, for instance, [Hsiang, 1975, Thm.III.1], [tom Dieck, 1987, Ch.III.3] or

[Allday and Puppe, 1993, Thm.3.1.6].

Now we will discuss some consequences of the localization theorem. Notice that the fact that

r : H∗
G(X ;k)→H∗

G(X
S;k) is an isomorphism after localization under S we get a characterization

on the kernel and image of this map. In fact, if x ∈ ker(r) there is an element s ∈ S such that

s ·x = 0, that is ker(r) is S-torsion. On the other hand, for any y ∈ H∗
G(X

G;k) there is an element

t ∈ S such that t · y ∈ Im(r).

Also, there is a concrete version of the localization theorem for torus actions and finite cyclic

group actions.

Theorem 2.4.5 (Localization theorem for p-torus). Let G = (S1)n or (Z/p)n for some n ≥ 1.

Let X be a compact G-CW-complex and denote by R = H∗(BG;k) and S = R\{0}. Then the

inclusion XG → X induces an isomorphism

S−1H∗
G(X ;k)→ S−1H∗

G(X
G;k).

of S−1R-modules where the cohomology is considered with coefficients in a field of characteristic

zero if G = (S1)n or characteristic p if G = (Z/p)n.

In particular, we obtain that ker(ϕ : H∗
G(X ;k)→ H∗

G(X
G;k)) is the R-submodule consisting of

torsion elements. Therefore, we can state the following corollary with the same assumptions as

those in Theorem 2.4.5.
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Corollary 2.4.6.

• XG ̸= /0 if and only if H∗
G(X ;k) is not a torsion H∗(BG)-module.

• The canonical map H∗
G(X)→ H∗

G(X
G) is injective if and only if H∗

G(X) is a torsion-free

H∗(BG)-module.

The assumptions on X are necessary for the theorem to be true; for example, let G = S1 act

freely on X = EG ∼= CP∞ with the canonical action. Then XG = /0, H∗
G(X ;k)∼= H∗(BG;k) and

the inclusion XG → X induces the zero map in cohomology.

2.5 Equivariant formality

In this section, we introduce the notion of equivariant formality that intrinsically relates the

H∗(BG;k)-module structure of H∗
G(X ;k) to the geometric and topological properties of the

space and its fixed point subspace. These results are classical in the development of the theory

of equivariant cohomology and the first approaches to this notion are due to [Borel, 1960]. How-

ever, the use of the term equivariant formality has its first appearance in [Goresky et al., 1997]

although other authors rather use the terminology totally non-homologous to zero or cohomology

extension of the fiber to avoid confusion with the concept of formal spaces in rational homotopy

theory, since the equivariant formality is not the equivariant extension of this notion. We will

also assume that EG is path-connected (e.g if G is a CW -complex).

Definition 2.5.1. Let X be a G-space. We say that X is G-equivariantly formal over k, or X

has a formal action of G (if the ground field k is understood) if the map

rG : H∗
G(X ;k)→ H∗(X ;k)

is surjective, where r is the map induced in cohomology by the inclusion of the fiber in the fiber

bundle X → XG → BG.
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Notice that if g ∈ G and lg : X → X denotes the map lg(x) = g · x, then for any z ∈ EG we

have that iz ◦ lg = ig·z where iz denotes the inclusion of the fiber iz : X → XG; that is, it is the

map given by iz(x) = [z,x] ∈ EG×G X . In particular, for any a ∈ H∗
G(X ;k), we obtain that

l∗gr(a) = l∗g i∗z (a) = (izlg)∗(a) = (ig·z)∗(a) = r(a). Therefore, the image of r is contained in

the G-invariant elements of the cohomology of the fiber, that is Im(r) ⊆ H∗(X ;k)G. From

Proposition 2.2.4, the action of π1(BG) on the cohomology of the fiber coincides with the above

and if the map r is surjective, then every element is invariant under this action. So we can

summarize this fact in the following consequence of equivariant formality.

Proposition 2.5.2. Let X be a G-space with a formal action of G. In the fiber bundle X →

XG → BG, π1(BG) acts trivially on the cohomology of the fiber.

If X is G-equivariantly formal, or equivalently, the map rG admits a section, from the Leray-

Hirsch theorem (Theorem A.8) we have an isomorphism

H∗
G(X ;k)∼= H∗(BG;k)⊗H∗(X ;k)

of H∗(BG;k)-modules. In particular, if H∗(X ;k) is finitely generated, we have that H∗
G(X ;k)

is a free H∗(BG;k)-module. We can now state the following characterization of equivariant

formality using the theory of spectral sequences discussed in Appendix A (Theorems A.11 and

A.12).

Proposition 2.5.3. Let G be a compact Lie group and X be a G-space such that dimk(X ,k)<∞.

The following are equivalent.

(a) X is G-equivariantly formal.

(b) In the fibration X → XG → BG, π1(BG) acts trivially on the cohomology of the fiber and

the spectral sequence degenerates at E2.
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(c) The action of π1(BG) on the cohomology of the fiber is trivial and H∗
G(X ;k) is a free

H∗(BG;k)-module.

The localization theorem can be used to find a useful criterion to determine whether or not a

G-space is equivariantly formal by relating the singular cohomology of the space with the one

of the fixed point subspace. First we recall the following topological invariant of a space X .

Definition 2.5.4. Let X be a topological space. Define the i-th Betti number of X as the integer

bi(X) = dimkH i(X ;k), and the Betti sum of X as

b(X) = ∑
i

bi(X) ∈ N∪{∞}.

The following result ([Allday and Puppe, 1993, Thm.3.10.4]) is extremely useful to characterize

equivariant formality for some particular group actions.

Proposition 2.5.5 (Criterion for equivariant formality). Let X be a compact G-CW-complex

space where G is a torus of rank n (resp. p-torus of rank n with p any prime), and let k=Q

(resp. k= Fp). X is G-equivariantly formal over k if and only if b(X) = b(XG).

As a corollary of this characterization and the localization theorem, we have the following

criterion for equivariant formality for torus and p-torus actions and k=Q or k=Fp respectively.

Corollary 2.5.6. Let X be a G-space such that b(X)< ∞. Then X is G-equivariantly formal if

and only if H∗
G(X ;k) = H∗(BG;k)⊗H∗(X) as H∗(BG;k)-modules.

Example 2.5.7. Let G = S1 and X = S2. Consider the action of G on X given by the rotation

along the vertical axis. Thus XG consists of two points: the north and the south pole.
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G = S1

X/GXG

Notice that the orbit space X/G is contractible and thus it does not provide any information

about either the topology of the space or the nature of the action. On the other hand, by

considering the equivariant cohomology H∗
G(X), we can see that it is a free H∗(BG)-module as

b(XG) = 2 = b(X), and from the criterion for equivariant formality we get an isomorphism of

H∗(BG)-modules.

H∗
S1(S2;Q)∼= H∗(BS1;Q)⊗Q H∗(S2;Q).

Remark 2.5.8. The equivariant formality property is inherited by restriction to subgroups.

Let X be a G-space and H ⊆ G be a closed subgroup. Notice that X becomes an H-space

by restriction of the G-action. Since the restriction map rG factors through rH , if X is G-

equivariantly formal, then X is H-equivariantly formal by looking at the surjectivity of the

restriction maps.
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Chapter 3

Equivariant cohomology for 2-torus

actions

3.1 Algebraic construction of the equivariant cohomology

In this section, we define the equivariant homology and cohomology for 2-torus action analogous

to the case of torus actions [Allday et al., 2014]. Introducing the equivariant homology will

lead to an equivariant extension of the Poincaré duality for spaces that satisfies this property at

the ordinary cohomology level. To achieve this, we need to use a purely algebraic construction

of the equivariant cohomology using the normalized singular chain complex of a G-space as a

G-module. The approach that we use is from the group cohomology point of view and it was

also discussed in [Allday and Puppe, 1993, Ch.I §1.2-1.3]. Recall that by convention, a chain

complex C∗ is considered as a cochain complex negatively graded, so the differential on C∗ is a

map of degree 1. We also denote the cohomology of the complex C∗ by H∗(C).

We first will quickly review some fundamental facts of group cohomology; a preferred reference

is the classical book [Brown, 1982]. Let k denote a field and G be a finite group. Let P∗ →
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k be a projective resolution of k as k[G]-module. For any k[G]-module M we define the

group cohomology of G with coefficients in M as the cohomology of the cochain complex

Homk[G](P∗,M); that is

H∗
grp(G;M) = H∗(Homk[G](P∗,M)) = Ext∗k[G](k,M)

Recall that this is well defined (does not depend on the chosen resolution) as any two projective

resolutions are chain homotopic. Group cohomology carries a cup product in the following

sense. Given two k[G]-modules M, N there is a map

H p(G,M)⊗Hq(G,N)
∪−→ H p+q(G,M⊗N)

which is associative, graded commutative and natural with respect to k[G]-maps [Brown, 1982,

Ch. V §2]. If we set M = N = k, there is an isomorphism of graded rings

H∗
grp(G,k)∼= H∗(BG;k)

between the group cohomology (with the cup product defined above) and the singular cohomol-

ogy of the classifying space [Adem and Milgram, 2013, Ch.II.Thm.4.4]

Group cohomology can be also defined with coefficients over a cochain complex M∗ of k[G]-

modules as follows. Given a projective resolution P∗ → k we consider the double complex

D∗,∗ = Homk[G](P∗,M∗) with differential d( f ) = dM ◦ f − (−1)| f | f ◦dP where | f | denotes the

degree of f . We define the cohomology of G with coefficients in M∗ (some authors define it

as the hypercohomology of G) as the cohomology of the total complex Tot(D∗,∗), that is

H(G,M∗) = H∗(Homk[G](P∗,M
∗)).

The hypercohomology is natural with respect to M∗; namely, for any chain map f : M∗ → N∗

there is an induced map f ∗ : H∗(G;M∗) → H∗(G;N∗). Moreover, if f is a weak equiva-

lence, then there is an isomorphism H∗(G,M∗)∼=H∗(G,N∗). In particular, if M∗ has a k[G]-

differential graded algebra structure with a map m : M∗⊗M∗ → M∗, then the cohomology

H∗(G,M∗) inherits a graded algebra structure by composing the cup product with the multipli-
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cation map of M∗

H∗(G,M∗)⊗H∗(G,M∗)
∪−→H∗(G,M∗⊗M∗)

m∗
−→H∗(G,M∗).

In some cases, the hypercohomology can be explicitly described as the next result shows.

Proposition 3.1.1.

• Let M∗ be a complex of trivial k[G]-modules. Then H∗(G,M∗)∼= H∗
grp(G)⊗H∗(M).

• Let M∗ be a complex of free k[G]-modules. Then H∗(G,M∗) ∼= H∗(MG) where MG

denotes the complex MG = Homk[G](k,M∗).

Proof. Following [Brown, 1982, Ch.VII.§5], for the first assertion, let P∗ be a free resolution of

k as k[G]-module and denote by PG = P∗⊗G k. By definition, we have that H∗(PG) is the group

homology H∗(G) of G . Now If M∗ is a complex of trivial k[G]-modules, there is an isomorphism

of double complexes HomG(P∗,M∗)∼= Homk(PG,M∗). Using the universal coefficient theorem,

we have an isomorphism H∗(G,M∗)∼= Hom(H∗(G),H∗(M)). The statement follows from the

fact that the k-dual of the group homology is isomorphic to the group cohomology for finite G.

To prove the second assertion, We start by filtering the double complex HomG(P∗,M∗) by

column degree, and we have a convergent spectral sequence

E p,q
1 = Hq(Homk[G](P∗,M

p))⇒H∗(G,M∗).

Notice that E p,q
1 = Hq

grp(G,Mp), and as each Mp is a free k[G]-module by assumption, we can

write Mp = k[G]⊗Vp = IndG
{e}Vp for some k-vector space1. From the Shapiro’s Lemma in group

cohomology, and since IndG
{e}Vp ∼= CoindG

{e}Vp, we obtain that Hq
grp(G,Mp) ∼= Hq

grp({e},Vp).

Therefore, E p,q
1 = 0 if q > 0 and E p,0

1 = (Mp)G; this implies that the spectral sequence collapses

in the E2-page and we have that H∗(MG)∼=H∗(G,M∗).

1For any subgroup H ⊆ G and an H-module M, the induced G-module IndG
H is defined as k[G]⊗H M. Similarly,

CoindG
H = HomH(k[G],M).
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Since X is a G-CW complex by our assumptions, the chain and cochain complexes C∗(X)

and C∗(X) are k[G]-modules by extension of the cellular action on X . We have the following

properties of the cohomology of G with coefficients in the cochain complex C∗(X), that we will

refer as the hypercohomology of X and it will be denoted by H∗(G,C∗(X)). The cup product of

the group cohomology defined at the beginning of this section, and the usual cup product defined

in the cochain complex C∗(X) induce on H∗(G,C∗(X)) an algebra structure [Brown, 1982, Ch.X

§4]. The main properties of this construction are the following [Brown, 1982, Ch. VII].

Proposition 3.1.2. Let X be a G-CW complex. Then,

• If G acts freely on X, then H∗(G,C∗(X))∼= H∗(X/G).

• If X is a contractible free G-space, then C∗(X) is a free resolution of k as k[G]-module.

• Any G-map f : X → Y where Y is a G-CW complex induces a map of algebras

H∗(G,C∗(Y ))
f ∗G−→ H(G,C∗(X)). If f induces an isomorphism in cohomology, f ∗G is

a ring isomorphism.

From this result we get the following remarks.

Remark 3.1.3. The total space of the universal bundle EG → BG can be taken as a free G-CW

complex. Thus C∗(EG) provides a free resolution of k as k[G]-module and

H∗(BG)∼= H∗(EG/G)∼=H∗(G,C∗(EG))∼=H∗(G,C∗(pt))∼=H∗(G;k)

by Proposition 3.1.2. In particular, the constant map X → pt induces a map H∗(G,C∗(pt))→

H∗(G,C∗(X)) of algebras which induces on the hypercohomology of X a structure of H∗(BG)-

module.

As we have seen, the hypercohomology shares similar properties with the G-equivariant coho-

mology for G-spaces. In fact, they are isomorphic H∗(BG)-modules as we will show next.
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Proposition 3.1.4. There is an isomorphism of H∗(BG)-modules H∗
G(X)∼=H∗(G,C∗(X)) nat-

ural in X.

Proof. It follows from the commutative diagram

EG×X X

EG× pt pt

where the horizontal maps are homotopy equivalences. The top map induces an isomorphism

H(G,C∗(X))∼=H(G,C∗(EG×X))∼= H∗(XG) by Proposition 3.1.2.

Using this identification, we can give an explicit construction of the differential of the double

complex in the case when G is a 2-torus of rank r and k is a field of characteristic two as we

will state in the following result (Compare with [Allday and Puppe, 1993, Prop.1.3.23]).

Theorem 3.1.5. Let G = ⟨g1, . . . ,gr⟩ be a 2-torus and let M∗ be a cochain complex of k[G]-

modules. There is an isomorphism R := H∗(BG) ∼= k[t1, . . . , tr] and an isomorphism of R-

modules

H∗(G;M∗)∼= H∗(C∗
G(M

∗))

such that the double complex C∗
G(M) = R⊗M∗ has a differential given by d(p⊗m) = p⊗

d(m)+∑
r
i=1 ti p⊗ (e+gi)m.

Proof. First we will assume that G = Z/2 = ⟨g⟩. Recall that the standard resolution P∗ of k as

k[G]-module is given by Pi = k[G]ei where the differential on P∗ is the k[G]-linear extension

of δ (ei) = (e+ g)ei−1 (we set ei = 0 for i < 0). And the map ε : P0 → k is given by ε(aee+

agg)e0 = ae + ag. This resolution induces the isomorphism R ∼= k[t] where t is dual to e1.

Consider the coalgebra H∗(BG) ∼=
⊕r

i=0kwi dual to R where wi is dual to t i. We define the

complex Qi = Hi(BG)⊗Pi ∼= k[G]wi with differential d(wi ⊗ x) = wi−1 ⊗ (e+ g) · x which

induces a free resolution of k as k[G]-module. From Proposition 3.1.4 and the independence of
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the choice of the resolution, we obtain that the equivariant cohomology of M∗ can be computed

as the cohomology of the double complex

HomG(Q∗,M∗) = HomG(H∗(BG)⊗k[G],M∗)

∼= Hom(H∗(BG),HomG(k[G],M∗))

∼= Hom(H∗(BG),M∗)∼= H∗(BG)⊗M∗

This isomorphism of bigraded modules is extended to an isomorphism of double complexes by

translating the differential from the leftmost term. In fact, the isomorphism

φ : HomG(Hp(BG)⊗k[G],Mq)→ H p(BG)⊗Mq

is given by φ( f ) = t p ⊗ f (wp ⊗ e) for f : Hp(BG)⊗k[G] → Mq. We get that φ(∂ f ) = t p ⊗

dM( f (wp ⊗ e))+ t p+1 ⊗ (e+g) f (wp ⊗ e), and that ∂ is a map of H∗(BG)-modules.

Now we will prove the general case. If G = G1 ×·· ·×Gr = ⟨g1, . . . ,gr⟩ is a 2-torus of rank r,

there are isomorphisms k[G]∼= k[G1]⊗·· ·k[Gr] and H∗(BG)∼= k[t1, . . . , tr] as algebras. If Pi
∗

denotes the resolution of k as k[Gi]-module, the standard resolution of k as k[G]-module is given

by P∗ = P1
∗ ⊗·· ·⊗Pr

∗ . Let Λp = {I = (k1, . . . ,kr) ∈ Nr : ∑
r
i=1 ki = p}. Notice that the set of

elements {eI = e1
k1
⊗·· ·⊗er

kr
: I ∈Λp} form a k[G] basis for Pp where Pi

p = k[Gi]ei
p for 1≤ i≤ r.

Under these identifications, the differential on each Pi
∗ is given by d(ei

p)= τiei
p−1 with τi = e+gi,

and over P∗ is the map d(eI) = ∑
r
i=1 τieIi where Ii = (k1, . . . ,ki −1, . . . ,kr) for all integer p and

I ∈ Λp. Similarly to the base case, if wi
k ∈ Hk(BGi) denotes the dual element to tk

i ∈ Hk(BGi).

we have that Hp(BG)∼= kwI where wI = w1
k1
⊗·· ·⊗wr

kr
and I ∈ Λp. As in the base case, there

is an isomorphism of double complexes ϕ : Homk[G](H∗(BG)⊗P∗,M∗)∼= H∗(BG)⊗M∗ that

maps f : Hp(BG)⊗Pp → Mq to ∑I∈Λp tI ⊗ f (wI ⊗ e) where tI = tk1
1 · · · tkr

r is dual to wI . By
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translating the differential on the left term into the right term; we have that

ϕ(∂ f ) = ϕ(dM ◦ f )+ ∑
I∈Λp

tI ⊗ f (d(wI ⊗ e))

= ϕ(dM ◦ f )+ ∑
I∈Λp+1

tI ⊗
r

∑
i=1

τi f (wIi ⊗ e)

= ϕ(dM ◦ f )+
r

∑
i=1

∑
I∈Λp+1

titIi ⊗ τi f (wIi ⊗ e)

= ϕ(dM ◦ f )+
r

∑
i=1

ti ∑
I∈Λp

tI ⊗ τi f (wI ⊗ e)

This implies that for any p⊗m ∈ R⊗M∗, the differential is given by d(p⊗m) = p⊗ dm+

∑
r
i=1 ti p⊗ τim,

We call this complex the singular Cartan model of M∗ and it will be denoted by C∗
G(M).

Notice that the singular Cartan model is a module over R = H∗(BG) and the differential is a

map of R-modules. This construction is natural with respect to maps of cochain complexes;

that is, for any map f : N∗ → M∗ of chain complexes there is an induced map of double

complexes f : C∗
G(N)→C∗

G(M) and thus a map in cohomology. Furthermore, the Cartan model

is independent from the chosen generators; more precisely, if G = ⟨g1, . . . ,gr⟩= ⟨g′1, . . . ,g′r⟩ are

two choices of generators, there is a homotopy equivalence between the two respective Cartan

models C∗
G(M

∗)≃C∗
G(M

∗)′ arising from the independence of the projective resolution in group

cohomology. Finally, if M∗ is a differential graded k[G]-algebra, there is a natural product on

the singular Cartan model that makes it into a differential graded algebra and it can be explicitly

described as we state in the following proposition.

Proposition 3.1.6. Let M∗ be a differential graded k[G]-algebra. The singular Cartan model

C∗
G(M) is a differential graded algebra with product given by (tI ⊗m)∪ (tJ ⊗n) = tI+J ⊗m ·gIn

where gI = gk1
1 · · ·gkr

r and I = (k1, . . . ,kr) ∈ Λp. This product is natural with respect both G and

M.
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Proof. Following [Brown, 1982, Ch.V], the hypercohomology H∗(G;M) inherits a cup product

which is independent of the chosen resolution of k as k[G]-module. It can be explicitly

constructed in the following way: if P∗ is such a resolution, and ∆ : P∗ → P∗⊗P∗ is a chain

map of k[G]-modules where P∗⊗P∗ has the diagonal action of G, for u,v ∈ HomG(P∗,M) then

u∪ v ∈ Hom(P∗,M) is given by the composite

P∗
∆−→ P∗⊗P∗

u⊗v−−→ M⊗M ·−→ M

and it satisfies d(u∪ v) = du∪ v+u∪dv. Let us start with the base case G = ⟨g⟩ and P∗ is the

standard resolution, for en ∈ Pn, we have2 that ∆(en) = ∑k+l=n ek ⊗gkel . This follows from the

commutativity of this map with the differentials; namely,

d∆(en) = d

(
∑

k+l=n
ek ⊗gkel

)
= ∑

k+l=n
τek−1 ⊗gkel + ∑

k+l=n
ek ⊗gk

τel−1

= ∑
k+l=n−1

ek ⊗gk+1el + ∑
k+l=n−1

gek ⊗gk+1el + ∑
k+l=n−1

ek ⊗gkel + ∑
k+l=n−1

ek ⊗gk+1el

= ∑
k+l=n−1

ek ⊗gkel +g · ∑
k+l=n−1

ek ⊗gkel = ∆(τen−1) = ∆(d(en))

Furthermore, for elements t p ⊗m, tq ⊗ n ∈ H∗(BG)⊗M∗ which correspond to the elements

u(ep) = m,v(eq) = n (and zero otherwise) ∈ HomG(P∗,M∗) respectively, we have then that

(u∪v)(ep+q) = ∑k+l=p+q u(ek) ·v(el) = u(ep) ·gpv(eq) = m ·gpn, (u∪v)(en) = 0 for n ̸= p+q

and so (u ∪ v) corresponds to the element t p+q ⊗ m · gpn. Now we proceed to prove the

general case. Let G = ⟨g1, . . . ,gr⟩ and P∗ = P1
∗ ⊗·· ·⊗Pr

∗ be the standard resolution of k as

k[G]-module. For a basis element eI ∈ Λp, ∆(eI) = ∆1(ek1)⊗ ·· ·⊗∆r(ekr) (up to a suitable

permutation of its terms) where I = (k1, . . . ,kr) and ∆i : Pi
∗ → Pi

∗⊗Pi
∗. As before, for u = tI ⊗m

and v = tJ ⊗n ∈ H∗(BG)⊗M∗, if I + J denotes the componentwise sum of the entries of each

r-tuple, then (u∪ v)(eK) = 0 if K ̸= I + J and (u∪ v)(eI+J) = u(eI) ·gk1
1 · · ·gkr

r v(eJ) = m ·gIn;

in other words, (tI ⊗m)∪ (tJ ⊗n) = tI+J ⊗m ·gIn as desired.
2This formula can be found as an exercise in [Brown, 1982, p.108].
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Definition 3.1.7. Let X be a G space where G is a 2-torus. By setting M =C∗(X) in the theorem

above, we have a double complex C∗
G(C

∗(X)) and it will be denoted by C∗
G(X). This complex

is called the singular Cartan model of X and there is an isomorphism of H∗(BG)-modules

H∗
G(X)∼= H∗(C∗

G(X)) by the above result and Proposition 3.1.4.

Notice that there is a first quadrant spectral sequence

E1 = R⊗H∗(X)⇒ H∗
G(X ;k). (3.1.1)

In [Allday and Puppe, 1993, Cor. B.2.4] the authors showed that there is a homotopy equiva-

lence of DG-modules over R

C∗
G(X) = R⊗C∗(X)→ R⊗H∗(X) (3.1.2)

where the differential d on the right hand side can’t be explicitly described; however, sometimes

it is convenient to replace the singular Cartan model by the free and finitely generated model

R⊗H∗(X). For instance, equation (3.1.2) shows that H∗
G(X) is a finitely generated R-module if

H∗(X) is finitely dimensional over k. This model is called the minimal Hirsh-Brown model

of the G-space X . We can also state the following consequence of considering this model.

Proposition 3.1.8. Let X be a finite dimensional G-CW complex such that the equivariant

cohomology H∗
G(X) is free as an R-module. Then X is G-equivariantly formal.

Proof. It is enough to check that rankR H∗
G(X) = dimkH∗(X) and then by Corollary 2.5.6 we

have that X is equivariantly formal. In fact, let M be the model H∗(X)⊗R which is a free

R-module and let us consider k as an R-module via the augmentation map R ε−→ k given by

ti 7→ 0. Therefore, we have that M⊗R k∼= H∗(X) as chain complexes where the differential on

the right hand side is the zero map.

As M is free over R, applying the algebraic Eilenberg-Moore spectral sequence [Eilenberg and Moore, 1966],

[Smith, 1967] we have a spectral sequence

E∗,∗
2 = TorR

∗ (H
∗(M),k)⇒ H∗(M⊗R k)



3.1 Algebraic construction of the equivariant cohomology 35

since we are assuming H∗(M) = H∗
G(X) to be free over R, the spectral sequence collapses (it

is concentrated in the zeroth column) and E0.∗
2 = H∗

G(X)⊗R k= E0,∗
∞

∼= H∗(M⊗R k) = H∗(X).

This implies that rankR H∗
G(X) = dimkH∗(X).

Remark 3.1.9. Recall that in Proposition 2.5.3 we proved that X is G-equivariantly formal

if and only if H∗
G(X) is a free R-module and the local coefficient system in the fibration

X → XG → BG is trivial. However, for 2-torus actions, we just showed that the freeness of the

equivariant cohomology is sufficient for X being equivariantly formal.

Now we will construct a dual to the equivariant cohomology as it will allow to extend the

Poincaré duality for ordinary cohomology into the equivariant setting. Roughly speaking, the

equivariant homology will be the dual of the singular Cartan model constructed in Theorem

3.1.5.

Definition 3.1.10. Let M∗ be a cochain complex of k[G]-modules. The G-equivariant homol-

ogy of M∗ is defined as the homology of the chain complex

CG
∗ (M) = HomR(C∗

G(M),R)

and it will be denoted by HG
∗ (M).

It is easy to check that the equivariant homology is contravariant with respect to M. That is, if

f : M∗ → N∗ is a map of k[G]-cochain complexes, then there is an induced map f G
∗ : HG

∗ (N)→

HG
∗ (M) of R-modules. Furthermore, it is also contravariant with respect to G; that is, for any

group homomorphism G′ → G between 2-tori and for any k[G]-chain complex M∗, there is a

map HG
∗ (M)→ HG′

∗ (M) as H∗(BG)-modules. Finally, If M =C∗(X) for some G-space X , then

we denote the G-equivariant homology of X by HG
∗ (X).

In general, the G-equivariant homology is neither the homology of the Borel construction nor

the group homology with coefficients in a cochain complex. For example, set X = pt and then

HG
∗ (X)∼= R but H∗(XG) is torsion as the homology is negatively graded by convention.
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Now we assume that b(X) < ∞. We have that C∗
G(X) is homotopy equivalent to the twisted

tensor product H∗(X)⊗̃R as in Equation (3.1.2) and then CG
∗ (X) is homotopy equivalent to

H∗(X)⊗R since HomR(−,R) preserves homotopy equivalences. The latter is a bounded below

graded module over R by our assumptions on X . This will avoid convergence problems on

spectral sequences . In particular, there is a convergent spectral sequence

E1 = R⊗̃H∗(X ;k)⇒ HG
∗ (X ;k) (3.1.3)

analogous to (3.1.1). Also, there is a universal coefficient theorem for equivariant (co)homology

that we will state in the next proposition; the proof is derived in the same way as [Allday et al., 2014,

Prop. 3.5] which uses the following fact: Let M be a differential graded R-module which is

free over R. Then there is a spectral sequence with E2-term given by E2 = ExtR(H∗(M),R)

converging to H∗(HomR(M,R)).

Proposition 3.1.11 (Universal coefficients theorem). Let X be a G-space. There are spectral

sequences natural in X

E p
2 = Extp

R(H
∗
G(X),R)⇒ HG

∗ (X)

E p
2 = Extp

R(H
G
∗ (X),R)⇒ H∗

G(X)

Combining this result and Proposition 3.1.8 we can state the following consequence.

Corollary 3.1.12. Let X be a G-space. Then X is G-equivariantly formal if and only if the

equivariant homology HG
∗ (X) is a free R-module.

Proof. If H∗
G(X) is a free R-module, the Universal coefficient spectral sequence collapses at E2

and we have that HG
∗ (X)∼= HomR(H∗

G(X),R) is the dual of a free module and so it is free. The

converse statement holds in a similar fashion.
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3.2 Equivariant Poincaré duality and equivariant Euler class

Let M be a connected closed orientable manifold of dimension n, there is a canonical iso-

morphism H∗(M;k)→ Hn−∗(M;k) given by taking the cap product with the orientation class

σ ∈ Hn(M;k) for any field k. This is a well-known result in algebraic topology and it is widely

known as the Poincaré duality theorem for closed orientable manifolds. The aim of this section

is to extend the Poincaré duality theorem to the equivariant cohomology for 2-torus actions and

a field k of characteristic two that satisfies similar properties to the non-equivariant version.

The main results arising from this construction are analogous to [Allday et al., 2014, §3] where

the torus case is treated.

We first consider a generalized notion of the (non-equivariant) Poincaré duality in a topological

setting, as we state in the following definition.

Definition 3.2.1. Let k be a field. A topological space X is called a k-Poincaré duality space

(k-PD space) of formal dimension n, if it satisfies the following conditions:

• dimkH∗(X ;k)< ∞.

• H i(X ;k) = 0 for i > n and Hn(X ;k)∼= k.

• There is a distinguished homology class σ ∈ Hn(X ;k), called orientation, such that the

pairing

H j(X ;k)×Hn− j(X ;k)→ k

given by (x,y) 7→ ⟨x∪ y,σ⟩ is non-degenerate for 0 ≤ j ≤ n. Here the form ⟨ ·, · ⟩ is the

map induced by evaluating a chain on a cochain.

Notice that this induces an isomorphism H j(X ;k)∼= Hn− j(X ;k) (given by the map x 7→ x∩σ ).

Or in other words, H∗(X ;k) ∼= Homk(H∗(X ;k),k) is an isomorphism of k-vector spaces of

degree −n.
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Let G be a 2-torus and k a field of characteristic two as usual. Observe that the orientation class

σ ∈ Hn(X ;k) is invariant under the G-action induced in homology. This follows from the fact

that the trivial action of G on Hn(X ;F2) extends to the action on Hn(X ;F2)⊗F2 k∼= Hn(X ;k)

by extension of scalars.

The lifting of the orientation σ to H∗
G(X) will follow from the spectral sequence (3.1.3) as

E−n,0
2

∼= Hn(X)G is the only term of degree −n and σ is invariant under the G-action. This leads

to the equivariant extension of Poincaré duality by considering the equivariant cap product

C∗
G(X)×CG

∗ (X)
∩−→CG

∗ (X)

given by (T ∩γ)(S) = γ(T ∪S) for T,S ∈C∗
G(X) and γ ∈CG

∗ (X). The cup product in the singular

Cartan model C∗
G(X) is given as in Proposition 3.1.6 by (p⊗ x)∪ (q⊗ y) = pq⊗ (x∪gαy) for

some multi-index α ∈ Nr.

Proposition 3.2.2 (G-equivariant Poincaré duality). Let M be a G-space that is also a k-

Poincaré duality space of formal dimension n. Let [σ ] ∈ Hn(M) denote its orientation class.

There is a class [σ ]G ∈ HG
n (X) which is a lifting of [σ ] under the canonical map HG

∗ (X)→

H∗(X), and there is a natural isomorphism PDM : H∗
G(M)→ HG

n−∗(M) (with respect to both G

and X) given by the cap product with [σ ]G.

Proof. Notice that 1⊗Hn(X)G is the only term of degree −n in the E2-page of the spectral

sequence (3.1.3) and so σ ∈Hn(X)G corresponds to a non zero class [σ ]G ∈HG
n (X). To prove the

second assertion, first notice that HG
∗ (X) is isomorphic to the cohomology of the double complex

Homk(C∗(X),R) and so there is a spectral sequence with E1-term E1 = Homk(Hq(X),Rp)

converging to HG
∗ (X) filtering by R-degree. Similarly, the spectral sequence for the singular

Cartan model of X obtained by R-degree filtering is given by E1 = Rp⊗Hq(X). Let σG ∈CG
n (X)

be a representative of [σ ]G, and let ϕ be the map C∗
G(X)→CG

∗ (X) induced by the cap product

with σG. Such a map induces a map between spectral sequences given by the R-linear extension
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of ϕ(1⊗ x)(1⊗ y) = ((1⊗ x)∩σG)(1⊗ xy) = (σG)((1⊗ x)∪ (1⊗ y)) = σG(1⊗ (x∪g0y)) =

(xy)(σ) = (x∩σ)(y) for x,y ∈ H∗(X) and thus it corresponds to the R-linear extension of the

non-equivariant Poincaré duality on H∗(X) which is an isomorphism. Therefore, the E1-page

of these spectral sequences are isomorphic and so H∗
G(X) is isomorphic to HG

∗ (X) via the cap

product with [σ ]G. Naturality of the equivariant Poincaré duality map follows from both the

naturality of the non-equivariant map and the spectral sequences.

There is also an equivariant Poincaré-Lefschetz duality that involves relative cohomology. The

proof is similar to the above results as it is an extension of the duality in ordinary cohomology.

Proposition 3.2.3. Let M be a G space which is also a k-Poincaré duality space of formal

dimension n. Let N ⊆ M be a closed G-invariant subspace. There are isomorphisms of R-

modules pd1 : Hn−∗
G (N)→ HG

∗ (M,M \N) and pd2 : Hn−∗
G (M,N)→ HG

∗ (M \N) which fit in a

commutative diagram

· · · Hn−∗
G (M,N) Hn−∗

G (M) Hn−∗
G (N) Hn+1−∗

G (M,N)

· · · HG
∗ (M \N) HG

∗ (M) HG
∗ (M,M \N) HG

∗−1(M \N)

pd2 PDM pd1 pd2

where the horizontal exact sequences arise from the equivariant long exact sequence associated

to the pair (M,N) and (M,M \N) respectively.

If M is a closed G-manifold then it satisfies Proposition 3.2.2. Let N ⊆M be a closed G-invariant

submanifold of M of dimension n and write jG
∗ : HG

∗ (N) → HG
∗ (M) as the map induced in

equivariant homology by the inclusion j : N → M; similarly, j∗G : H∗
G(M)→ H∗

G(N) denotes the

map induced in equivariant cohomology. Consider the composite

νN,M : H∗
G(N)

PDN−−→ HG
n−∗(N)

jG∗−→ HG
n−∗(M)

PD−1
M−−−→ Hm−n+∗

G (M)
j∗G−→ Hm−n+∗

G (N).

Under this construction, we introduce the following definition.
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Definition 3.2.4. The G-equivariant Euler class of N with respect to M denoted by eG(N ⊆M)

is defined as the cohomology class νN,M(1) ∈ Hm−n
G (N).

Two important properties of the equivariant Euler class are the following.

• Naturality: Let G and K be 2-tori and α : K → G be a group homomorphism. For any G-

manifold M and G-invariant submanifold N it holds that α∗
G(eG(N ⊆ M)) = eK(N ⊆ M).

• Multiplicativity: Suppose that G = K × L, N ⊆ M is K-invariant and N′ ⊆ M′ is L-

invariant submanifolds of M and M′ respectively. Then eG(N ×N′ ⊆ M×M′) = eK(N ⊆

M)eL(N′ ⊆ M′).

The second property will follow from the next proposition.

Proposition 3.2.5 (Künneth theorem for equivariant homology). Let G = K ×L be a decompo-

sition of 2-subtori which induces an isomorphism of algebras R ∼= RK ⊗RL where RK = H∗(BK)

and RL = H∗(BL). For any K-manifold M and L-manifold N, there is an isomorphism of

R-modules

× : HK
∗ (M)⊗HL

∗ (N)→ HG
∗ (M×N).

Moreover, this isomorphism satisfies [M]K × [N]L = [M×N]G.

Proof. Let πM : M ×N → M and πN : M ×N → N be the projections. The non-equivariant

Künneth theorem follows from the homotopy equivalence φ : C∗(M)⊗C∗(N)→C∗(M×N)

given by φ(a⊗b) = π∗
M(a) ·π∗

N(b). Such a map induces on the singular Cartan model a homo-

topy equivalence of R-algebras φG : C∗
K(M)⊗C∗

L(N)→C∗
G(M×N) given by φG((p⊗a)⊗ (q⊗

b)) = pq⊗π∗
M(a) ·π∗

N(b). This induces a quasi-isomorphism CG
∗ (M×N)→ HomR(C∗

K(M)⊗

C∗
L(N),R) by dualizing the above map. Then it only remains to prove that the latter complex is

quasi-isomorphic to CK
∗ (M)⊗CL

∗ (N).
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Filtering these complexes by R-degree, we get spectral sequences

E1 = R⊗H∗(M)⊗H∗(N)∼= R⊗Homk(H∗(M),k)⊗Homk(H∗(N),k)⇒ HK
∗ (M)⊗HL

∗ (N)

and

E ′
1 = R⊗Homk(H∗(M)⊗H∗(N),k)⇒ H∗(HomR(C∗

K(M)⊗C∗
L(N),R)).

There is a quasi-isomorphism f : E1 → E ′
1 induced by the map

Homk(C∗(M),k)⊗Homk(C∗(M),k)→ Homk(C∗(M)⊗C∗(N),k)

which is itself a quasi-isomorphism because of the assumptions on M and N their homology

and cohomology are finitely dimensional over k. Then f induces an isomorphism between the

E1-terms of the spectral sequences above and so the R-modules HomR(C∗
K(M)⊗C∗

L(N),R) and

CK
∗ (M)⊗CL

∗ (N) are quasi-isomorphic. This fact, combined with the dual of φG, provide an

isomorphism of R-modules

× : HK
∗ (M)⊗HL

∗ (N)→ HG
∗ (M×N).

Finally, the isomorphism H∗(M)⊗H∗(N)→ H∗(M ×N) maps [M]× [N] to [M ×N] and this

implies that the elements [M]K × [N]L and [M×N]G both restrict to [M×N] under the canonical

map HG
∗ (M×N)→ H∗(M×N).

Example 3.2.6. Let G = G1 ×G2 be a 2-torus of rank 2 where G1 = {1,g},G2 = {1,τ}. Let

G act on C where g acts as the multiplication by −1 and τ as the complex conjugation. Let

x,w denote the generators of H∗(BG1) and H∗(BG2) dual to g and τ respectively. Then the

equivariant Euler class eG(0 ⊆ C) = αx2 +βxw+ γw2 ∈ H2(BG). Let K = {1,s} and t be the

generator of H∗(BK). Consider the following cases

• Let s act on C in the same fashion as g and let j1 : K → G be the map sending s to g,

then the induced map in cohomology is given by j∗1(x) = t and j∗2(w) = 0. Notice that

eK(0 ⊆C) = t2 since g acts non-trivially in both components of C=R⊕R and the Euler
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class is multiplicative. From the naturality of the Euler class we get αt2 = j∗1(eG(0 ⊆

C)) = eG1(0 ⊆ C) = t2; therefore, α = 1.

• Let s act on C in the same fashion as τ . As before, the map j2 : K → G sending s to τ

induces the map in cohomology mapping x to 0 and w to t. In this case, eK(0 ⊆ C) = 0

since τ acts trivially on one real factor of C. Therefore, by naturality, we obtain γ = 0

• Finally, let s act on C as gτ , and j3 : K → G sends s to (g,τ) and, in cohomology, both

x,w are sent to t. Since s acts trivially on one real factor of C, eK(0 ⊆ C) = 0 and by

naturality, t2 +β t2 = j∗3(eG(0 ⊆ C)) = eK(0 ⊆ C) = 0. Therefore, β = 1.

So we have proved that eG(0 ⊆ C) = x(x+w).

3.3 The Atiyah-Bredon sequence

In this section we construct an Atiyah-Bredon sequence for 2-torus actions analogously to

[Allday et al., 2014] in the torus case; their proofs carry over to the 2-torus case and are imitated

with slight modifications to our settings. For the torus case, if X is a T -equivariantly formal over

a field of characteristic zero, where T is a torus, in [Chang and Skjelbred, 1974] the authors

showed that there is an exact sequence

0 → H∗
T (X)→ H∗

T (X
T )→ H∗+1

T (X1,XT ) (3.3.1)

where X1 is the union of all T -orbits of dimension at most 1. Furthermore, [Atiyah, 1974] and

[Bredon et al., 1974] proved independently that there is an extended exact sequence

0 → H∗
T (X)→ H∗

T (X
T )→ H∗+1

T (X1,XT )→ ··· → H∗+r
T (X ,Xr−1)→ 0

where Xi is the union of all T -orbits of dimension at most i. The authors [Allday et al., 2014]

studied the “Atiyah-Bredon” sequence in a more general setting; more precisely, if a space is not

T -equivariantly formal, then a partial exactness of the sequence turns into algebraic properties
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of the T -equivariant cohomology; in fact, the syzygy modules in commutative algebra 3 play an

important role in the equivariant cohomology theory.

For the 2-torus case, we start by constructing a filtration of a G-space by its orbits as we state in

the following definition.

Definition 3.3.1. Let X be a G-space. The G-equivariant skeleton Xi of X is the union of

orbits of size at most 2i for −1 ≤ i ≤ r. In particular, X−1 = /0, X0 = XG and Xr = X . This

induces a filtration

/0 = X−1 ⊆ X0 ⊆ ·· · ⊆ Xr = X

This filtration is called the G-orbit filtration of X .

These subsets satisfy the following properties.

Proposition 3.3.2. Let X be a G-space. Then each of the subset Xi is closed in X for any

−1 ≤ i ≤ r. Moreover, if b(X)< ∞, then b(Xi)< ∞.

Proof. Note that Xi = {x∈X : rank(Gx)≥ r− i}. To see that this subset is closed, it is enough to

check that for any x ∈ X , there is a neighbourhood U of x such that for any y ∈U , Gy ⊆ g−1Gxg

for some g ∈ G. This will follow from the equivariant tubular neighbourhood theorem (Theorem

2.1.1); in fact, for a given x ∈ X , there is a neighbourhood of the form U = G×Gx A for some

Gx-invariant subset A of X . We consider the map f : U →G ·x as the composite of the projection

G×Gx A → G/Gx and the homeomorphism G/Gx ∼= G · x. This map sends y = [g,a] to g · x for

y ∈U ; moreover, the map f is G-equivariant and so for any h ∈ Gy we get h · f (y) = f (y); in

other words, h · (g · x) = g · x. This implies that g−1hg ∈ Gx, or equivalently, h ∈ g−1Gxg.

The second part of the proposition follows by noticing that Xi =
⋃
{XH : H ⊆ G, rank(H)≥ i},

b(XH)< ∞ (this is a consequence of the localization theorem 2.4.5) and there are finitely many

subgroups occurring in G.
3See Appendix B for a discussion of this notion
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Recall that an R-module is said to be Cohen-Macaulay if depthR(M) = dimR(M) (See Appendix

B). Now we will show that for a G-space X , the G-equivariant homology and cohomology

of the pairs (Xi,Xi−1) arising from the G-equivariant skeleton filtration are either zero or

Cohen-Macaulay over R = H∗(BG).

Proposition 3.3.3. The R-modules H∗
G(Xi,Xi−1) and HG

∗ (Xi,Xi−1) are either zero or Cohen-

Macaulay of dimension r− i for 0 ≤ i ≤ r.

Proof. Let 0 ≤ i ≤ r such that Xi−1 ̸= Xi and set Y = Xi \Xi−1. We first assume that for every

x ∈Y , Gx = H for some fixed 2-subtorus H of rank r− i. Let K be a 2-torus complement of H so

that G = H ×K. We have then an isomorphism of algebras R ∼= RH ⊗RK where RH = H∗(BH)

and RK = H∗(BK). Now we use the Tautness property for equivariant cohomology and excision

to get

H∗
G(Xi,Xi−1)∼= colimU H∗

G(Xi,U)∼= colimU H∗
G(Y,Y ∩U)

where limit is taken over all G-invariant open neighbourhoods U of Xi−1 in Xi. Now from

Remark 2.2.6 we have that YG ∼= BH ×YK since H acts trivially on Y . This implies that

colimU H∗
G(Y,Y ∩U)∼= RH ⊗ colimU H∗

K(Y,Y ∩U)

∼= RH ⊗ colimU H∗(Y/K,Y ∩U/K)

∼= RH ⊗H∗(Xi/K,Xi−1/K)

using that K acts freely on Y . Now observe H∗(Xi/K,Xi−1/K) might not be a trivial RK-module;

in fact, it depends on the splitting of the exact sequence

1 → H → G → K → 1

if it were a trivial RK-module, this will imply that H∗
G(Xi,Xi−1) is a Cohen-Macaulay module

over R of dimension dimRH = r − i. In the case of a non-trivial action, we may consider

the finite filtration of H∗
G(Xi,Xi−1)∼= RH ⊗H∗(Xi/K,Xi−1/K) using that H∗(Xi/K,Xi−1/K) is
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finite dimensional over k. In fact, we set Fp =
⊕

k≥p RH ⊗Hk(Xi/K,Xi−1/K) so that F0 =

H∗
G(Xi,Xi−1) and Fp = 0 for every p ≥ n and some n > 0. Such a filtration consists of successive

quotients that are free over RH with trivial action of RK . Thus, each of these quotients is a

Cohen-Macaulay R-module of dimension r− i. By the long exact sequence of the Ext functor

associated to the short exact sequence

0 → Fp+1 → Fp → Fp/Fp+1 → 0

we conclude that each module of the filtration is a Cohen-Macaulay R-module of dimension

r− i; in particular, H∗
G(Xi,Xi−1) is a Cohen-Macaulay R-module of dimension r− i.

Now we proceed to prove the general case. Write Xi \Xi−1 =
⋃n

k=1Yk as the disjoint union of

finitely many spaces Yi such that for every x ∈Yk, Gx = Hk for some fixed 2-subtorus Hk of rank

r− i. Then by the Mayer-Vietoris long exact sequence for equivariant cohomology (See remark

2.3.7) we have an isomorphism of R-modules

H∗
G(Xi,Xi−1) =

n⊕
k=1

H∗
G(Xi,Xi \Yk)

Therefore, by applying the previous case on each factor, we have that H∗
G(Xi,Xi−1) is the

direct sum of Cohen-Macaulay R-modules of dimension r− i and hence H∗
G(Xi,Xi−1) is also a

Cohen-Macaulay ring of dimension r− i.

The statement for G-equivariant homology follows from the Universal Coefficient Theorem

(Theorem 3.1.11) and the characterization of Cohen-Macaulay modules by the Ext modules

given in Proposition B.7.

Recall that the orbit filtration of X leads to a filtration of CG
∗ (X) and a spectral sequence

converging to HG
∗ (X). In particular, we get the next result.

Corollary 3.3.4. The spectral sequence

E1
∗,p = HG

∗ (Xp,Xp−1)⇒ HG
∗ (X).
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arising from the orbit filtration degenerates at E1.

Proof. For any p, the differential d1 : E1
∗,p → E1

∗−1,p is a map between Cohen-Macaulay mod-

ules of dimension r− p and r− p+1 respectively . Therefore, by Proposition B.8 we have that

this map is zero. Analogously, one obtains that any higher differential dk : Ek
∗,p → Ek

∗−k,p−k+1

is zero for k ≥ 1 and thus the spectral sequence degenerates at E1.

Proposition 3.3.3 and 3.3.4 lead to the following theorem.

Theorem 3.3.5. For any G-space X, the spectral sequence arising from the orbit filtration

E p
1 = H∗

G(Xp,Xp−1)⇒ H∗
G(X) and the spectral sequence from the universal coefficient theorem

E p
2 = Extp

R(H
G
∗ (X),R)⇒ H∗

G(X) are naturally isomorphic from the E2-page on.

Proof. The given proof in [Allday et al., 2014, Thm. 4.8] for the torus case is purely algebraic

and it carries over to the 2-torus case in the same fashion.

Definition 3.3.6. For any G-space X the E1 page of the cohomology spectral sequence associ-

ated to the G-orbit filtration of X leads to a sequence

H∗
G(X0)→ H∗

G(X1,X0)[1]→ ··· → H∗
G(Xr,Xr−1)[r]

which will be called the G-Atiyah-Bredon sequence of X and this complex will be denoted by

AB∗
G(X). The augmented G-Atiyah-Bredon sequence is the complex

0 → H∗
G(X)→ H∗

G(X0)→ H∗
G(X1,X0)[1]→ ··· → H∗

G(Xr,Xr−1)[r]

obtained by connecting the canonical map induced by the inclusion X0 ↪→ X to the G-Atiyah-

Bredon sequence. The augmented sequence will be denoted by AB∗
G(X) and we set AB−1

G (X) =

H∗
G(X)

As a consequence of Theorem 3.3.5, we get that the cohomology of this complex can be

described in the following corollary.
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Corollary 3.3.7. H i(AB∗
G(X))∼= ExtiR(H

G
∗ (X),R) for any i ≥ 0.

As an immediate consequence we have that if two G-spaces X and Y are G-homotopic then

H∗(AB∗
G(X))∼= H∗(AB∗

G(Y )). The first terms of the augmented Atiyah-Bredon sequence induce

a map H∗
G(X)→ H0(AB∗

G(X)). From Theorem 3.3.5 it follows that this map coincides with the

canonical map H∗
G(X)→ HomR(HG

∗ (X),R). Therefore, the Chang-Skjelbred sequence (3.3.1)

0 → H∗
G(X) → H∗

G(X0) → H∗(X1,X0) is exact if and only if the canonical map H∗
G(X) →

HomR(HG
∗ (X),R) is an isomorphism.

In [Allday et al., 2014, Lem 5.6] the authors constructed the augmented Atiyah-Bredon se-

quence for torus action in a very remarkable way. Although the proof was made for the torus

case, it holds in general for any filtration of a topological space X , as we state in the following

result.

Lemma 3.3.8. Let X be a topological space with a filtration X−1 = /0 ⊆ X0 ⊆ ·· · ⊆ X. Then

the sequence

0 → H∗(X)→ H∗(X0)→ H∗(X1,X0)→ ·· · (3.3.2)

(up to a degree shift) can be obtained as the E1-term of a spectral sequence converging to 0.

The analogous statement in equivariant cohomology holds if X is a G-space and the filtration

consists of G-invariant subspaces of X.

Proof. Let Y = C(X) = (X × [0,1])/(x,0) ∼ (x′,0) be the cone over X . Then the relative

cohomology H∗(Y, pt) = 0 where pt denotes the apex of the cone. Consider the filtration

Yi = X ∪C(Xi) for i ≥−1, and so we get a filtration of Y

/0 ⊆ Y−1 = X ⊆ Y0 = X ∪C(X0)⊆ ·· · ⊆ Y

as can be pictured out in the following figure
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pt

X0Xi
X

CX

Such a filtration induces a spectral sequence with E1-term given by E p
1 = H∗(Yp−1,Yp−2, pt)⇒

H∗(Y, pt) = 0. Such a spectral sequence gives rise to a sequence

0 → H∗(Y−1, pt)→ H∗+1(Y0,Y−1, pt)→ H∗+2(Y1,Y0, pt)→ ·· · (3.3.3)

notice that H∗(Y−1, pt) ∼= H∗(X), H∗(Y0,Y−1, pt) ∼= H∗(X ∪C(X0),X ∪ pt) ∼= H∗(X0) and

H∗(Yi,Yi−1, pt) = H∗(X ∪C(Xi),X ∪C(Xi−1), pt)∼= H∗(Xi,Xi−1). Therefore, sequence (3.3.3)

coincides with the sequence (3.3.2) up to a degree shift.

Proposition 3.3.9. The augmented Atiyah-Bredon sequence can be obtained as the E1 page of

a spectral sequence converging to 0. If this sequence is exact everywhere but possible except at

two adjacent terms, then it is exact everywhere. This statement also holds for the localization of

the Atiyah-Bredon sequence with respect to any multiplicative subset S ⊆ H∗(BG).

3.4 Shifted and virtual subgroups of 2-torus

Unlike the torus case where there are infinitely many subtori for a fixed torus T , in the 2-torus

case we need to introduce the notion of shifted and virtual subgroups to be able to get analogous

results from the torus case into the 2-torus case. The shifted subgroups were widely discussed in

[Allday and Puppe, 1991], (and the references therein) and the virtual subgroups were treated

in [Allday et al., ]. We will only refer to some properties that will be useful for our purposes.
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Let G be a 2-torus of rank r and k be a field of characteristic 2. Choose generators G =

⟨g1, . . . ,gr⟩ and let τi = e+ gi ∈ k[G]. Then k[G] is isomorphic to an exterior algebra in n-

variables and so it is a local ring with maximal ideal m = ⟨τ1, . . . ,τr⟩. We also denote the

multiplicative subgroup of units in this ring by k[G]×. Consider an element u ∈ k[G]× that can

be written in the form u = e+∑
r
i=1 αiτi mod m2 for some (α1, . . . .αr) ∈ kr. We say that u is

a non-trivial unit if α = (α1, . . . ,αr) ∈ kr is non-zero. In this case, u generates a subgroup of

k[G]× of order 2.

Proposition 3.4.1. [Allday and Puppe, 1991, Thm.2.2] Let 1 ≤ s ≤ r be an integer and let

u1, . . . ,us be non-trivial units in k[G] such that u j = e+∑
r
i=1 α

j
i τi mod m2. If the vectors

α j = (α
j

1 , . . . ,α
j

r ) are linearly independent in kr, then the set {u1, . . . ,us} generate a subgroup

Γ(u1, . . . ,us) of k[G]× isomorphic to a 2-torus of rank s. Moreover, the canonical map of rings

iΓ : k[Γ]→ k[G], induced by the inclusion, is injective where Γ = Γ(u1, . . . ,us).

Definition 3.4.2. The group Γ ⊆ K[G]× satisfying the conditions of the above proposition is

called a shifted subgroup of G of rank s and we write Γ ⊆s G.

Notice that k[G] is a k-algebra generated by the set {τ1, . . . ,τr}, that is, any element in w ∈ k[G]

can be written as w = p(τ1 . . . ,τr) where p ∈ k[x1, . . . ,xr]. Moreover, any linearly independent

k-linear combination of the set {τ1, . . . ,τr} modulo m2 will also give rise to a generating set of

k[G], as the next lemma will exhibit.

Lemma 3.4.3. Let σ j ∈ k[G] be elements such that σ j = ∑
r
i=1 α

j
i τi mod m2 and α

j
i ∈ k for

j = 1, . . . ,r. Suppose that the matrix A = (α
j

i ) ∈ GLk(r), then the set {σ1, . . . ,σr} generate

k[G] as k-algebra.

Proof. Let S be the k-algebra generated by {σ1, . . . ,σr} and denote by R = k[G]. Then it

is enough to show that τi ∈ S for i = 1, . . . ,r, or equivalently, that the map S → R induced
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by the inclusion is surjective. Firstly, for any positive integer n consider the set Λn = {I ∈

(i1, . . . , ir) ∈ Nr : ∑
r
j=1 i j = n}, and for I ∈ Λn define τI = τ

i1
1 · · ·τ ir

r ; analogously σI is defined.

Since τ2
i = σ2

i = 0, for n > r we have that τI = σI = 0. Recall that m is the maximal ideal

of k[G] generated by {τ1, . . . ,τr}, similarly, we denote by n the maximal ideal of S generated

by {σ1, . . . ,σr} . Under this notation, we have that mn (resp. nn) is the ideal generated by

{τI : I ∈Γn} (resp. {σI : I ∈Γn}) and so nn ⊆mn. Now notice that τ j =∑
r
i=1 β

j
i σi mod m2 where

B = (β
j

i ) = A−1, this implies that for I ∈ Γn, τI = ∑J∈Γn βJσJ mod mn+1 for some elements

βJ ∈ k. In particular, for n = r, we have that Γn = {I = (1, . . . ,1)}, and τI = τ1 . . .τr = det(B)σI ,

thus mr = nr. The proof finishes by reverse induction by proving that mn = nn for all n as a

consequence of the Nakayama’s Lemma as the ideal m is nilpotent.

Using this lemma, we can guarantee the existence of complementary shifted subgroups as we

show in the next result.

Proposition 3.4.4. Let Γ ⊆s G be a shifted subgroup of rank s. There is a shifted subgroup Γ′

of rank r− s such that the canonical map k[Γ]⊗k[Γ′]→ k[G] is an isomorphism of algebras.

In particular, this implies that k[G] is a free k[Γ]-module.

Proof. Let us suppose that Γ is generated by elements {u1, . . . ,us} where u j = e+∑
r
i=1 α

j
i τi

mod m2. Consider the k-vector space V = span(τ1, . . . ,τr) and set σ j = ∑
r
i=1 α

j
i τi ∈V . Since

the elements {σ1, . . . ,σs} are linearly independent over k, we can extend the set to a basis

{σ1, . . . ,σs,σs+1, . . . ,σr} of V . We define the elements u j = e+σ j for s+1 ≤ j ≤ r and let Γ′

be the shifted subgroup of G generated by these elements. The canonical maps iΓ and i′
Γ

induce

a map ϕ : k[Γ]⊗k[Γ′]→ k[G] given by ϕ(a⊗b) = iΓ(a)iΓ′(b). We will now see that this map

is an isomorphism of algebras. Since k[G] is an algebra generated by {τ1, . . . ,τr}, to show that

ϕ is surjective we only need to observe that τi ∈ im(ϕ) by Lemma 3.4.3. The isomorphism

follows then because as k-vector spaces, both k[Γ]⊗k[Γ′] and k[G] have dimension 2r.
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Now consider k as a trivial k[G]-module. Recall that the standard resolution P∗ → k satisfies

P1 =
⊕r

i=1k[G]ei, P0 = k[G]e0 and the differential is the map d : P1 → P0 given by d(ei) = τie0

as discussed in the proof of Theorem 3.1.5 . The augmentation map ε : P0 → k is the norm map

ε(∑g∈G agg) = ∑g∈G ag. Under this resolution, we have that R := H∗(BG;k) = Extk[G](k,k)∼=

k[t1, . . . , tr] where the variables ti are dual to the generators ei under the functor Homk[G](_,k)

and the differential induced by the multiplication by τi. In this case, we will say that ti is dual to

τi

Let Γ = Γ(u1, . . . ,us) ⊆s G. Any k[G]-module M is also a k[Γ]-module via the map iΓ. In

particular, when M = k, there is a standard resolution Q∗ → k as k[Γ]-module where the

differential dΓ is induced by the multiplication by the elements (e+ u j). In this case, we

denote by RΓ or H∗(BΓ;k) the ring Extk[Γ](k,k) and it is isomorphic to the polynomial ring

k[y1, . . . ,ys] where each y j is dual to u j. Under this notation, we can compute the map induced

in cohomology by the inclusion Γ → k[G] as the next proposition exhibits.

Proposition 3.4.5. Let Γ ⊆s G be a shifted subgroup of G of rank s. Suppose that Γ =

Γ(u1, . . . ,us) where u j = e+∑
r
i=1 α

j
i τi mod m2 for j = 1, . . . ,s. Then the map i∗

Γ
: R → RΓ

induced in cohomology is given by i∗
Γ
(ti) = ∑

s
j=1 α

j
i y j.

Proof. Write u j = e+∑
r
i=1(α

j
i +∑k<i c j

kiτk)τi where α j ∈ k and c j
ki ∈ k[G]. The standard

resolution Q∗ of k as trivial k[Γ]-module is given by

· · · dΓ−→
s⊕

j=1

k[Γ] fi
dΓ−→ k[Γ] f0 → k

where dΓ( f j) = (e+ u j) f0. On the other hand, the map iΓ : k[Γ] → k[G] induces a map of

resolutions iΓ : Q∗ → P∗ where iΓ( f0) = e0 and iΓ( f j) = ∑
r
i=1(α

j
i +∑k<i c j

kiτk)ei for j = 1, . . . ,s.
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In fact, this map makes the diagram

· · ·
⊕r

i=1k[G]ei k[G]e0 k

· · ·
⊕s

j=1k[Γ] fi k[Γ] f0 k

d

dΓ

iΓ iΓ

commute. To compute the map i∗
Γ

: R → RΓ in cohomology, we need to look at the map

Homk[G](P∗,k)→ Homk[Γ](Q∗,k) at the level H1. Let Homk[G](P1,k) ∼=
⊕r

i=1kti where ti is

dual to ei in the sense that Homk[G](k[G]ei,k)∼= kti, and let Homk[Γ](Q∗,k)∼=
⊕s

j=1ky j where

y j is dual to f j. Then we have that i∗
Γ
(ti) = ∑

s
j=1 λ i

jy j where

λ
i
j = (i∗Γ)(ti)( f j) = ti(iΓ)( f j)

= ti

(
r

∑
l=1

(α
j

l +∑
k<l

c j
klτk)el

)
= (α

j
i +∑

k<i
c j

kiτk) ·1 = α
j

i

since τk ·1 = 0 in k. Finally, we have that i∗
Γ
(ti) = ∑

s
j=1 α

j
i y j.

Definition 3.4.6. Let M∗ be a cochain complex of k[G]-modules. For a shifted subgroup

Γ ⊆s G, we define the Γ-equivariant cohomology of M as the cohomology of the bicomplex

Homk[G](Q∗,M∗) where Q∗ → k is a free resolution of k as k[Γ]-module and we will denote it

by H∗
Γ
(M). In particular, when X is a G-space, we take M =C∗(X) in the above construction

and we denote by H∗
Γ
(X) the Γ-equivariant cohomology of X . The canonical map X → pt

makes H∗
Γ
(X) into an RΓ-module.

As a Corollary of Proposition 3.4.5, we have that the structure of RΓ-module is independent of

the representative of the class of the generators u1, . . . ,us of Γ modulo m2.

Corollary 3.4.7. Let Γ1 = Γ(u1, . . . ,us) and Γ2 = Γ(v1, . . . ,vs) be shifted subgroups of G

where u j − v j ∈m2 for all j = 1, . . . ,s. For any G-space X, there are canonical isomorphisms
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ι : RΓ1 → RΓ2 and φ : H∗
Γ1
(X)→ H∗

Γ2
(X) such that the diagram

RG RΓ1 H∗
Γ1
(X)

RG RΓ2 H∗
Γ2
(X)

i∗
Γ1

ι φ

i∗
Γ2

commutes.

Proof. By Proposition 3.4.4, we can choose a shifted subgroup Γ′ ⊆s G which is complementary

to both Γ1 and Γ2, thus there are isomorphism of algebras k[G]∼= k[Γ1]⊗k[Γ′]∼= k[Γ2]⊗k[Γ′].

Using the change of ring properties for the Ext functor, we have a canonical isomorphism

Extk[Γi](k,C
∗(X))∼= Extk[G](k[Γ′],C∗(X))

for i = 1,2. Since the latter term does not depend on Γ1 or Γ2, we have that RΓ1
∼= RΓ2 and

H∗
Γ1
(X)∼= H∗

Γ2
(X). The commutativity of the diagram follows from the naturality of the Ext

functor.

Notice that similar to the algebraic construction of the equivariant cohomology given in Section

3.1, there is a free differential graded RΓ-module C∗
Γ
(X) = RΓ ⊗C∗(X) such that H∗

Γ
(X) ∼=

H∗(C∗
Γ
(X)) as RΓ-modules.

Now we will discuss another construction which will be related to the shifted subgroups.

Definition 3.4.8. Let k be a field of characteristic 2 and G be a 2-torus of rank r. Consider the

k-vector space LG = H1(BG;k) of dimension r. A virtual subgroup K of G is defined as a

linear subspace of L, and we say that K is a virtual subgroup of rank j if dimkK = j. In this

case we write K ⊆v G and rankK = j. If K′ ⊆v G is such that K ⊕K′ = LG, we say that K′ is

complementary to K. Notice that a complementary subgroup is generally not unique.

Remark 3.4.9. There is a correspondence from the set of subgroups of G to the set of virtual

subgroups of G given by K 7→ jK(H1(BK)) where jK : H∗(BK)→ H∗(BG) is the map induced



3.4 Shifted and virtual subgroups of 2-torus 54

by the inclusion. In particular, if k = F2, this is a one-to-one correspondence between the

subgroups G′ of G and the virtual subgroups of G. In fact, if H∗(BG)∼= F2[t1, . . . , tr] where ti is

dual to τi = e+gi, for any subgroup K = ⟨k⟩ of rank 1, we have that jK(LK) = ∑
r
i=1 εit∗i where

k = gε1
1 · · ·gεr

r . This follows from Proposition 3.4.5 by considering the virtual subgroup Γ(k)

as k = (e+ τ1)
ε1 · · ·(e+ τr)

εr = e+∑
r
i=1 εiτi mod m2. The claim for a subgroup of any rank

follows by the Künneth theorem. This shows that the subgroups of G and linear subspaces of

LG are uniquely determined by the vectors (ε1, . . . ,εr) ∈ Fr
2.

Recall that for a vector space V over any field k and a subspace W ⊆V , the annihilator of W

in V is the subspace W⊥ of V ∗ = Hom(V,k) consisting of the linear maps f ∈ V ∗ such that

f (W ) = 0.

Let R=H∗(BG) and let K be a virtual subgroup of G. We construct the R-algebra RK = R/(K⊥)

where (K⊥) is the ideal generated by K⊥ ⊆ H1(BG), and there is a canonical map jK : R → RK .

Then for any G-space X , we define the differential graded module over RK

C∗
K(X) = RK ⊗R C∗

G(X)

where the differential on RK ⊗R C∗
G(X) is the standard differential of a tensor product (the

differential on RK is set to be zero). Notice that C∗
K(X) is free as a graded RK-module.

Definition 3.4.10. The K-equivariant cohomology of the G-space X is the graded RK-module,

H∗
K(X ;k) = H∗(C∗

K(X)).

Now we will relate the shifted and virtual subgroups of G which will give rise to a relation

between the respective equivariant cohomologies of X . In fact, let VG =m/m2 be the k-vector

space spanned by {τ1, . . . ,τr}, and let LG = H1(BG) be spanned by {t∗1 , . . . , t
∗
r } dual to the

variables ti ∈ H1(BG). The map ΦG : VG → LG which sends τi to t∗i is a natural isomorphism. In

fact, for any group homomorphism h : G → G′, the induced maps h̃ : VG →VG′ and h∗ : LG →

LG′ satisfy φG′ ◦ h̃ = h∗ ◦φG after a choice of generators in G and G′. In the case where G = G′
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and h is an isomorphism, the commutativity of the diagram shows that φG is independent of the

set of generators chosen. Using this identification, we have the following Theorem.

Theorem 3.4.11. Let X be a G-space and K ⊆v G be a virtual subgroup of G of rank s. There

is a shifted subgroup Γ ⊆s G of G of rank s and canonical isomorphisms RΓ

∼=−→ RK and

H∗
Γ
(X)

∼=−→ H∗
K(X) such that the diagram

R

H∗
G(X) RΓ RK

H∗
Γ
(X) H∗

K(X)

jK

iΓ

rΓ

rK

∼=

∼=

is commutative

Proof. Let {v1, . . . ,vs} be a basis of K. Write v j = ∑i=1 α
j

i t∗i and define the elements u j =

e+∑
r
i=1 α

j
i τ j ∈ k[G]. Then Γ = Γ(u1, . . . ,us) is a shifted subgroup of rank s. We will show now

that ker(i∗
Γ

: R → RΓ) = (K⊥). In fact, since i∗
Γ

is a map between polynomial rings generated in

degree 1, it is enough to show that ker(i∗
Γ

: H1(BG)→ H1(BΓ)) = K⊥. By Proposition 3.4.5,

we know that this map is given by AT where A is the matrix A = (α
j

i ) ∈ kr×s under the standard

basis. Therefore, ker(i∗
Γ
) = ker(AT ) = Im(A)⊥ = K⊥. Therefore, R/(K⊥)∼= RΓ and the map i∗

Γ

coincides with the projection jK under this canonical isomorphism.

Now choose N ⊆v G complementary to K. Let Γ′ ⊆s G be the shifted subgroup of G arising

from N. Then we have an isomorphism of k-algebras k[Γ]⊗ k[Γ′] ∼= k[G] by Proposition

3.4.4. Let Q∗ → k, Q′
∗ and P be the standard resolutions of k as k[Γ], k[Γ′] and k[G]-module

respectively. Denote by P̃∗ =Q∗⊗Q′
∗ the induced resolution of k as k[Γ]⊗k[Γ′] = k[G]-module.

Since the G-equivariant cohomology is independent from the chosen resolution, there is a chain

equivalence of differential graded R-modules between the singular Cartan model C∗
G(X) and
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the complex C̃∗
G(X) where the differential is the one induced by the resolution P̃∗; that is,

d(p⊗ x) = p⊗ d(x)+∑
r
i=1 yi p⊗σi p where RΓ

∼= k[y1, . . . ,ys] and yi is dual to σi = ui + e.

Therefore, we have a chain equivalence of RK-modules

C∗
K(X) = RK ⊗R C∗

G(X)≃ RK ⊗R C̃∗
G(X) = RK ⊗R (R⊗̃C∗(X))∼= RΓ ⊗C∗(X) =C∗

Γ(X).

In particular, if K = ker(H1(BG) → H∗(BG′))⊥ = V⊥
G′ for some 2-subtorus G′, then the K-

equivariant cohomology defined above and the usual G′-equivariant cohomology coincide.

Now we will look at some applications of these constructions; firstly, analogous to the torus

actions case. [Allday et al., 2002, Prop.3.5], we can state the following result.

Proposition 3.4.12. Let X be a G space and k be an infinite field of characteristic 2. Then X

is G-equivariantly formal if and only if it is K-equivariantly formal for any virtual subgroup

K ⊆v G of rank 1.

Proof. The direct implication follows from Remark 2.5.8 . Conversely, suppose that X is not

G-equivariantly formal. If G does not act trivially on the cohomology of X , there is an element

g ∈ G that does not act trivially on H∗(X) and thus X is not formal with respect to the subgroup

K = ⟨g⟩. Let us assume then that G acts trivially on the cohomology of X . Then we have a

spectral sequence

E2 = H∗(BG)⊗H∗(X)⇒ H∗
G(X)

and as X is not G-equivariantly formal, we find k ≥ 2 minimum so that dk : E0,q
k → Er,q+1−k

k

is non-zero. Write d(a) = ∑
l
i=1 pi ⊗ai where {a1, . . . ,al} is a k-basis of Hq+1−k(X) and pi is

a homogeneous polynomial of degree k. By naturality of the spectral sequences, it is enough

to find K ⊆v G such that rK(p1) ̸= 0 where rK : H∗(BG)→ H∗(BK) is the map induced by the

inclusion. In fact, let (λ1, . . . ,λr) ∈ kr not zero such that p1(λ1, . . . ,λr) ̸= 0; this is possible as

k is infinite. Consider the virtual subgroup K = ⟨λ1t∗1 + · · ·+λrt∗r ⟩ of H1(BG). Then the map

rK : R → RK satisfies that rK(p1) is non zero and thus X is not K-equivariantly formal.
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Definition 3.4.13. Let X be a G-space and K a virtual subgroup of G. For any x ∈ X we define

the virtual isotropy subgroup of x in K as

Kx = K ∩V⊥
Gx

and the orbit filtration of G with respect to K by

Xi = {x ∈ X : rankKx ≥ rankK − i}

Remark 3.4.14. We can also define the K-fixed subspace XK ⊆ X as the space XK = {x ∈ X :

Kx =K}= {x∈X :VGx ⊆K⊥}. Notice that if PK = ker(R→RK) and S=R\PK, then XS =XK

and by the localization theorem for the G-equivariant cohomology, there is an isomorphism of

S−1R-modules S−1H∗
G(X)∼= S−1H∗

G(X
K).

On the other hand, we also construct an augmented K-Atiyah-Bredon sequence and it will

be denoted by AB∗
K(X). Moreover, the results from the previous section involving the orbit

filtration and the Atiyah-Bredon complex carry over K-equivariant cohomology (Proposition

3.3.3, Corollary 3.3.4, Theorem 3.3.5, Corollary 3.3.7 and Lemma 3.3.9).

To prove a characterization of syzygies for 2-torus actions which was also given in [Allday et al., ,

Thm. 5.1]. we state the following Lemma proved in [Allday et al., , Lem.4.4] which will allow

an extension of the ground field of the mentioned characterization.

Lemma 3.4.15. Let R = k[t1, . . . , tr] be a polynomial ring over any field k. Let M be an R-

module and let u be an indeterminate so M(u) is an R(u)-module. For any 1 ≤ j ≤ r, M is a

j-th syzygy over R if and only if M(u) also is as a module over R(u).

Now we proceed to prove the characterization of syzygies

Theorem 3.4.16. Let G be a 2-torus, X be a G-space and k be a field of characteristic 2. Write

R = H∗(BG;k). The following conditions are equivalent for any 1 ≤ j ≤ r
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1. The augmented Atiyah-Bredon sequence AB∗
G(X) is exact at H∗

G(Xi,Xi−1) for all −1 ≤

i ≤ j−2.

2. The restriction map H∗
G(X)→ H∗

K(X) is surjective for all virtual subgroups K of G of

rank r− j.

3. H∗
G(X) is free over all subrings RK′ ⊆ R where K′ is a virtual subgroup of rank j.

4. H∗
G(X) is a j-th syzygy over R.

Proof.

(2)⇔ (3) First we will assume that K ⊆ G which will serve as a motivation to the general

case. Let L be a complementary subgroup so that G ∼= K ×L. There is a homeomorphism

XG ∼= (XK)L and so a fiber bundle XK → XG → BL. As in Theorem A.11, we have that

the restriction map H∗
G(X)→ H∗

K(X) is surjective if and only if the spectral sequence

E2 = H∗(BL;H∗
K(X)) → H∗

G(X) degenerates at this page, or equivalently, H∗
G(X) is a

free RL-module which proves the equivalence for regular subgroups of G. Now we

suppose that K ⊆v G and K′ is a complement to K. By choosing subgroups Γ,Γ′ ⊆s G

corresponding to K,K′ respectively; it can be shown that there is a chain equivalence of

R′
Γ
-modules

C∗
G(X)≃C∗

Γ′(C∗
Γ(X)),

and in particular, there is a spectral sequence E2 = H∗(BΓ′;H∗
Γ
(X))⇒ H∗

G(X)

(4)⇒ (3) By assumption, there is an exact sequence 0 → H∗
G(X)→ F1 → ·· ·→ Fj where

Fi is a free R-module for 1 ≤ i ≤ j. Since R ∼= RK ⊗RK′ , then each Fi is also a free

RK′-module. As rankK′ = j, by the Hilbert Syzygy Theorem (which also holds for non

finitely generated modules) we conclude that H∗
G(X) is a free RK′-module.
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(1)⇒ (4) For j = 1, the assumption translates into the exactness of the sequence 0 →

H∗
G(X)→ H∗

G(X
G). Therefore, H∗

G(X) is a first syzygy since H∗
G(X

G) is a free R-module.

Now assume that j ≥ 2 and consider a finitely generated free resolution of HG
∗ (X)

Fj−1 → ··· → F0 → HG
∗ (X)→ 0

The exactness of the Atiyah-Bredon complex for −1≤ i≤ j−2 implies that HomR(HG
∗ (X),R)=

H∗
G(X) and so ExtiR(H

G
∗ (R),R) = 0 for i > 0 by Corollary 3.3.7. Therefore, dualizing the

above resolution, we get an exact sequence

0 → H∗
G(X)→ F∗

0 → ·· · → F∗
j−1

which is equivalent to H∗
G(X) being a jth-syzygy.

(3) ⇒ (1). If condition (3) holds for a field k, then it also holds for F2. By Lemma

3.4.15 we have that this condition is also true for F2(u) and so we can suppose without

loss of generality that k is an infinite field, and this will imply (1) for any field as it is

independent from the ground field. Firstly, for any K ⊆v G and any 1 ≤ j ≤ r, we denote

by P(K, j) the statement (3)⇒ (1); that is, if H∗
K(X) is free over all subrings RK′ ⊆ RK

for any virtual subgroup K′ ⊆ K of rank j, then the augmented Atiyah-Bredon sequence

AB∗
K is exact at the position i for −1 ≤ i ≤ j−2. We will prove that P(K, j) holds for any

K and j by induction; that is, we assume that P(K′, j′) holds for any subgroup K′ ⊆ K

with rankK′ < rankK and j′ < j, and then we will show that P(K, j) holds.

We denote by XK
i the i-th skeleton of the orbit filtration of X with respect to K. Let

n = rankK and let K1, . . . ,Km be the isotropy subgroups occurring for elements x ∈

XK
j−1. Notice that for any t, rankKt ≥ n− ( j−1) = n− j+1 and dimVt ≤ j−1 where

Vt = ker(H1(BK) → H1(BKt)). Choose a subspace W ⊆ H1(BK) which is transverse

to all Vt and dimW ≥ n− j+ 1, and we define S to be the multiplicative subset of RK

generated by S\{0}. Then for any x ∈ X \XK
j−1, rankKx < n− j+1 and so dimVx ≥ j;
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in particular, W ∩Vx ̸= {0}, and this implies that S−1H∗
K(Xi,Xi−1) = 0 for i ≥ j and

thus S−1H i(ABK(X)) = 0 as well. On the other hand, by induction hypothesis over

P(K, j−1), we have that S−1H i(AB∗
K(X)) = 0 for i < j−2. Proposition 3.3.9 implies

that the localized Atiyah-Bredon sequence is exact everywhere. Therefore, to finish the

proof we will show that the localization map H j−2(ABK(X))→ S−1H j−2(ABK(X)) is

injective.

Let a ∈ S and without loss of generality we might assume that a ∈ W . We will show

that the multiplication by a is injective. Consider Ka = AnnK(a) ⊆v K. We claim that

XK
i = XKa

i for i ≤ j− 1. Since rankKa = n− 1, it is enough to show that rank(Ka)x =

rankKx−1. In fact, since (Ka)x = Kx∩Ka, we have that rank(Ka)x = rankKx+ rankKa−

rank(Kx +Ka). As we chose W transverse to all Vx, we have that Vx ∩ span(a) = {0} and

thus Kx +Ka = K. This shows that rank(Ka)x = rankKx −1.

Now we can choose L ⊆v K to be a complement of Ka in K. Notice that rankKa = n−1,

rankL = 1 and we have a canonical isomorphism of rings RL ∼= k[a]. There is a chain

equivalence C∗
Ka
(X) ∼= C∗

K(X)⊗k[a] k of RKa-modules; using the universal coefficient

theorem there is a short exact sequence

0 → H i
k(X)⊗k[a] k→ H i

Ka
(X)→ Tork[a]1 (H i+1

K (X),k)→ 0

by hypothesis H∗
K(X) is free over k[a] = RL ⊆ RK and so the Tor term vanishes and

H∗
Ka
(X) ∼= H∗

K(X)⊗k[a] (X). Similarly, we have an isomorphism H∗
Ka
(XK

i ,XK
i−1)

∼=

H∗
K(X

K
i ,XK

i−1)⊗k[a]k for i ≤ j−2. Using again the universal coefficient theorem we have

a short exact sequence

0 → H j−3(AB∗
K(X))⊗k[a] k→ H j−3(AB∗

Ka
(X))→ Tork[a]1 (H j−2

K (X),k)→ 0

As H∗
K(X)→ H∗

K′(X) is surjective for all subgroup K′ ⊆ K of rank n− j by assumption,

then H∗
Ka
(X)→ H∗

K′′(X) is surjective for all subgroup K′′ ⊆ Ka of rank (n−1)− ( j−1).



3.5 The quotient criterion for 2-torus actions on manifolds with corners 61

Thus by induction hypothesis on P(Ka, j − 1), we have that H j−3(AB∗
Ka
(X)) = 0. In

particular, the Tor term in the above sequence vanishes and we conclude that a is not

a zero divisor in H j−2
K (X) for any a ∈ S and so the localization map H j−2(ABK(X))→

S−1H j−2(ABK(X)) = 0 is injective.

We finish this section with an analogous result to [Allday et al., 2014, Prop 5.2] that bounds the

possible syzygy orders of the equivariant cohomology for Poincaré Duality spaces.

Proposition 3.4.17. Let X be a k-Poincaré duality space which is also a G-space where G is a

2-torus of rank r. If H∗
G(X) is a j-th syzygy with j ≥ r/2, then H∗

G(X) is a free module.

Proof. Let M = H∗
G(X). As M is a j-th syzygy, Theorem 3.4.16 implies that H∗(AB∗

G(X)) = 0

for i ≤ j−2. On the other hand, M also admits a regular sequence (x1, . . . ,x j) of length j by

Theorem B.10. Then we have that Prdim(M) = Prdim(M/(x1, . . . ,x j)M)− j ≤ r− j where

Prdim(M) denotes the projective dimension of M. This implies that ExtiR(M,R)= 0 for i≥ r− j.

From the Poincaré duality isomorphism (Theorem 3.2.2) we have that H∗
G(X)∼=HG

∗ (X)[−n] and

thus 0 = Ext∗R(M[n],R)∼= ExtiR(H
G
∗ (X),R)∼= H i(AB∗

G(X)) by Corollary 3.3.7. Therefore, the

Atiyah-Bredon sequence of X is exact at all but two adjacent positions, so it is exact everywhere

by Corollary 3.3.9. Thus we get that H∗
G(X) is a free R-module again by Theorem 3.4.16.

3.5 The quotient criterion for 2-torus actions on manifolds

with corners

The approach of this section is analogous to [Franz, 2017, §3]. We will study the equivariant

cohomology of a space with a 2-torus action as a syzygy module using approximations of the

action by the subgroups and their respective fixed point subspaces. This approach will be useful
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to determine the equivariant cohomology of manifolds whose orbit space carries a structure of

manifold with corners.

Let R denote a polynomial ring in r variables over some field k and write dimR for the Krull

dimension of R. Recall that we say that a finitely generated R-module M is a j-th syzygy over

R if there is an exact sequence

0 → M → F1 → ·· · → Fj

with finitely generated free R-modules F1, . . . ,Fj. In particular, M is a j-th syzygy over R if and

only if

depthRp
Mp ≥ min( j,depthRp

Rp)

for all prime ideals p◁R (Theorem B.10).

Now let G = (Z/2)r be a 2-torus of rank r, k be a field of characteristic 2 and let R = H∗(BG) =

k[t1, . . . , tr]. Let K ⊆ G be a 2-subtorus and set L = G/K. We denote by RK = H∗(BK) and

RL = H∗(BL). Recall that the projection map G → L induces a graded algebras morphism RL →

R which makes R canonically an RL-module. If we identify L with some 2-torus complementary

to K in G, we get a non-canonical isomorphism G ∼= K ×L and R ∼= RK ⊗RL and then R is a

free RL-module. We will discuss an analogous construction for the virtual subgroups introduced

in the last section; firstly, we will introduce the following definition.

Definition 3.5.1. Let K ⊆v G be a virtual subgroup of G. We say that K acts trivially on X if

VGx ⊆ K⊥ for every x ∈ X .

This definition is motivated by the situation arisen from the usual subgroups of G; namely,if a

subgroup K ⊆ G acts trivially on X , then K ⊆ Gx for any x ∈ G. This is equivalent to VGx ⊆VK

where VK = ker(H1(BG)→ H1(BK)).
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Lemma 3.5.2. Let X be a G-space and K ⊆v G, and let L ⊆v G be a complementary subgroup

to K. Suppose that K acts trivially on X, then

(i) H∗
K(X)∼= RK ⊗H∗(X) as RK-modules

(ii) There are isomorphisms of R-algebras

H∗
G(X)∼= R⊗RL H∗

L(X)∼= RK ⊗H∗
L(X).

The first isomorphism is canonical and the second one depends on the splitting K ⊕L ∼=

H1(BG).

(iii) depthR H∗
G(X) = depthRL

H∗
L(X)+ rankK.

Proof. To prove (i), let GX =
⋂

x∈X Gx and choose a decomposition G∼=GX ×G′= ⟨g1, . . . ,gk⟩×

⟨gk+1, . . . ,gr⟩ which leads to an isomorphism R∼=RGX ⊗RG′ = k[t1, . . . , tr]. Since K acts trivially

on X , we have that VGx ⊆ K⊥ for any x ∈ X . This implies that VGX =V⋂∈X Gx = ∑x∈X VGx ⊆ K⊥,

or equivalently, K ⊆ span(t∗1 , . . . , t
∗
k ). Let {v1, . . . ,vs} be a basis of K, then v j = ∑

k
i=1 α

j
i t∗i and

so we have an associated shifted subgroup of G, Γ(u1, . . . ,us) where u j = e+∑
k
i=1 α

j
i τi and τi

acts trivially on X for i = 1, . . . ,k. If Γ′(us+1, . . . ,ur) denotes a shifted subgroup associated to

L, the isomorphism k[G] ∼= k[Γ]⊗k[Γ′] of rings induces an isomorphism R ∼= k[y1, . . . ,ys]⊗

k[ys+1, . . . ,yr] and a chain equivalence C∗
G(X)≃ (RΓ ⊗R′

Γ
)⊗C∗(X) where the differential on

the right hand side is given by d(p⊗σ) = p⊗d(σ)+∑
r
i=1 yi p⊗(e+ui) ·σ . Since (e+ui) acts

trivially on C∗(X) for i= 1, . . . ,s, we have then that C∗
G(X)≃RΓ⊗(RΓ′⊗C∗(X))≃RΓ⊗CΓ′(X).

This induces an isomorphism in cohomology H∗
G(X)∼= RK ⊗H∗

L(X) by Proposition 3.4.11.

To prove the second assertion, the canonical map k[G]∼= k[Γ]⊗k[Γ′]→ k[G]⊗k[Γ] k∼= k[Γ′]

induces a map H∗
Γ′(X)∼= H∗

L(X)→ H∗
G(X) of RL-modules, and together with the canonical map

R → H∗
G(X) induces a morphism

R⊗RL H∗
L(X)→ H∗

G(X).
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Combining the above maps with the isomorphism R ∼= RK ⊗RL we get a commutative diagram

R⊗RL H∗
L(X) H∗

G(X)

RK ⊗RL ⊗RL H∗
L(X) RK ⊗H∗

L(X)

-

?

∼=
?

∼=

-
∼=

To prove the last assertion, by (ii) we have isomorphisms

ExtiR(H
∗
G(X),R) = ExtiR(R⊗RL H∗

L(X),R) = R⊗RL ExtiRL
(H∗

L(X),RL)

and thus ExtiR(H
∗
G(X),R)= 0 if and only if ExtiRL

(H∗
L(X),RL)= 0 because R is a free RL-module.

Therefore, the result follows from dimR = dimRL + rankK.

From this result we may prove the following Lemma.

Lemma 3.5.3. Let p◁R be a prime ideal and K ⊆v G be a virtual subgroup such that (K⊥) = q

where q is the prime ideal generated by p∩H1(BG). Let L ⊆v G be a complementary subgroup

to K. Then for any i ≥ 0 we have

ExtiRp
(H∗

G(X)p,Rp) = 0 ⇔ ExtiRL
(H∗

L(X
K),RL) = 0

Proof. Since X is a finite G-CW-complex, by the Localization Theorem (see Remark 3.4.14)

and Lemma 3.5.2 we have isomorphisms

H∗
G(X)p ∼= H∗

G(X
K)p ∼= (R⊗RL H∗

G(X
K))p ∼= Rp⊗RL H∗

G(X
K),

and as in the proof of Lemma 3.5.2 we get

ExtiRp
(H∗

G(X)p,Rp)∼= Rp⊗RL ExtiRL
(H∗

L(X
K),RL)

To conclude, it is enough to show that Rp is a faithfully flat RL-module.

Indeed, flatness of Rp follows from the facts that R is a free RL-module and the localization is

exact. To prove that it is faithfully flat, we just check that the localization map

(R⊗RL N)∼= RK ⊗N → (RK ⊗N)p ∼= Rp⊗RL N
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is injective for any RL-module N.

Let a /∈ p, write a = ∑i ai⊗ui where ai ∈ RK and {ui} is a homogeneous basis for RL and u0 = 1.

Since a /∈ p, almost all ai = 0 and we can suppose that a0 ̸= 0. Therefore for any non-zero

x ∈ RK ⊗N, a · x ̸= 0 which implies that the localization map is injective.

With these results at hand, we proceed to prove the following result.

Lemma 3.5.4.

(i) For any subgroup K ⊆v G,

depthR H∗
G(X

K)≥ depthR H∗
G(X)

(ii) H∗
G(X) is a j-th syzygy over R if and only if

depthRL
H∗

L(X
K)≥ min( j, rankL)

for any subgroup K ⊆v G with complementary subgroup L ⊆v G.

Proof. To prove statement (i), let p= ker(H∗(BG)→ H∗(BK)) and let i < depthH∗
G(X). It is

enough to show that Extr−i
R (H∗

G(X
K),R) = 0; by Lemma 3.5.2-(iii) this is equivalent to check

that ExtrankL−(i−rankK)
RL

(H∗
L(X

K),RL) = 0. It will follow from Lemma 3.5.3 as

ExtrankL−(i−rankK)
RL

(H∗
L(X

K),RL) = 0 ⇔ (Extr−i
R (H∗

G(X),R))p = 0.

The latter term is zero as i < depthH∗
G(X). Now we proceed to prove the equivalence in (ii).

⇐: Let p◁R be a prime ideal and set q,K and L as in Lemma 3.5.3. Notice that for any

i > max(rankL− j,0), we have that ExtiRL
(H∗

L(X),RL) = 0; therefore,

ExtiRp
(H∗

G(X)p,Rp) = 0

by Lemma 3.5.3. Since dimRp ≥ rankL, the above equality also holds for all i > max(r̄− j,0)

where r̄ = dimRp. This means that

depthRp
H∗(X)p ≥ min( j, r̄),
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that is, H∗
G(X) is a j-th syzygy by Theorem B.10.

⇒: For a given subgroup K ⊆v G, consider p= ker(H∗(BG)→ H∗(BK)), in this case, rankL =

dimRp. Therefore by Proposition B.10.

depthRp
H∗

G(X)p ≥ min( j, rankL),

as before, for i > max(rankL− j,0)

ExtiRp
(H∗

G(X)p,Rp) = 0

and by Lemma 3.5.3

ExtiRL
(H∗

L(X),RL) = 0

that is, depthRL
H∗(XK)≥ min( j, rankL) as desired.

Now we can prove the following results.

Proposition 3.5.5. Let X be a G-manifold and j ≥ 0. Then H∗(X) is a j-th syzygy if and only if

H i(AB∗
L(X

K)) = 0 for any subgroup K occurring as an isotropy subgroup in X where L = G/K

and i > max(rankL− j,0).

Proof. As we discussed in the proof of Theorem 3.4.16, H∗(X) is a j-th syzygy with coefficients

over a field k if and only if it is over the field F2. We will show that condition (ii) of Lemma

3.5.4 is satisfied for any subgroup K ⊆ G. Let K be a subgroup of G. Then XK is a closed

submanifold of X by the tubular neighbourhood theorem. For a connected component Y ⊆ XK ,

there is a principal orbit G/Gx where x ∈ Y , so K ⊆ Gx as subgroup. Set K′ = Gx. L′ = G/K′

and write rankK′ = rankK + k for some integer k ≥ 0. Using Lemma 3.5.3-(iii) and 3.5.4 we

get

depthRL
H∗

L(Y )≥ depthRL
H∗

L(X
K′
)

= depthR′
L

H∗
L′(XK′

)+ k

≥ min( j, rankL′)+ k ≥ min( j, rankL).
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Finally, observe that

depthRL
H∗

L(X
K) = min{i : ExtrankL−i

RL
(H∗

L(X
K),RL) ̸= 0}= min{i : HrankL−i(AB∗

L(X
K)) ̸= 0}

by Corollary 3.3.7 and the Poincaré duality isomorphism HG
∗ (X)∼= H∗

G(X). Then

depthRL
H∗

L(X
K)≥ min( j, rankL)⇔ H i(AB∗

L(X
K)) = 0 for all i > max(rankL− j,0).

The next Theorem is one of the main results of this section.

Theorem 3.5.6. If H∗
G(X) is a j-th syzygy over R then so is H∗

L(X
K) over RL for any subgroup

K ⊆v G and complementary subgroup L ⊆v G. Furthermore, If K is a subgroup of G, then L

can be canonically identified with the quotient G/K.

Proof. Let K ⊆v G, Y = XK and L be a complementary subgroup to K. We will show that the

condition of Lemma 3.5.4 holds for H∗
L(Y ). Let K′ ⊆v L and choose a complementary subgroup

L′ ⊆v L of K′ in L. Notice that K0 = K ⊕K′ is a complementary subgroup of L′ in G, and we

have that Y K′
= (XK)K′

= XK0 . On the other hand, there is an isomorphism H∗
L′(Z)∼= H∗

L,L′(Z)

where H∗
L,L′(Z) denotes the cohomology of the complex C∗

L,L′(Z) = RL/(AnnL(L′))⊗RL C∗
L(Z)

for any G-space Z; in fact, this follows from the ring isomorphism RL/(AnnL(L′))∼= RL′ . Notice

that H∗
L.L′(Z) is canonically a RL,L′-module where RL,L′ = RL/(AnnL(L′)).

Applying then Lemma 3.5.4 to the subgroup K0 ⊆v G, we get

depthRL,L′
H∗

L′(Y K′
) = depthRL′

H∗
L′(XK0)≥ min( j, rankL′)

showing that H∗
L(Y ) is a j-th syzygy over RL by Lemma 3.5.4.

As a Corollary we have the following result.

Corollary 3.5.7. Suppose that H∗
G(X) is a torsion-free H∗(BG)-module. Let K ⊆v G and

Z ⊆ XK be a connected component. Then Z ∩XG ̸= /0.

Proof. Let L be a complementary subgroup to K. By Theorem 3.5.6 we have that H∗
L(X

K) is a

torsion-free H∗(BL)-module. As H∗
L(X

K) =
⊕

Z⊆XK H∗
L(Z), where the index runs over all the
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connected components of XK , we get that H∗
L(Z) is also a torsion-free H∗(BL)-module. This

implies that ZL = Z ∩XG ̸= /0 by Corollary 2.4.6.

Now we will relate this construction to G-manifolds M whose orbit space M/G inherits a

structure of manifold with corners. We first quickly review the definition of manifolds with

corners.

Definition 3.5.8. Let M be a topological manifold with boundary of dimension n. We say that M

is a manifold with corners if M has an atlas {(Ui,ϕi)} where ϕi : Ui →Vi is a homeomorphism

of Ui onto an open subset Vi ⊆ Rn,r = [0,∞)r ×Rn−r for some fixed r ≤ n, and the map

ϕi ◦ϕ
−1
j : ϕ j(Ui ∩U j)→ ϕi(Ui ∩U j) is a diffeomorphism for all i, j.

For any z = (x,y) ∈ Rn,r, we define cz as the number of zero coordinates of x in [0,∞)r. If M is

a manifold with corners, then cm is well-defined for any m ∈ M. We say that F is a facet of M if

F is the closure of a connected component of the subspace M1 = {m ∈ M : cm = 1}. Notice that

F is a (n−1)-dimensional submanifold with boundary of ∂M and
⋃

F facet F = ∂M. Moreover,

any finite intersection of facets
⋂k

i=1 Fi is either empty, or a disjoint union of submanifolds of

M of codimension k. A connected component of such an intersection is called a face of M

of codimension k. Notice that any face of M of codimension k is the closure of a connected

component of the subspace Mk = {m ∈ M : cm = k}.

Remark 3.5.9. Any manifold with corners becomes a filtered space by setting Xi =
⋃

k≤i Mr−i,

so Xi consists of all faces of codimension at least r− i. In particular, X0 = Mr and Xr = M.

A face of Rr,n = [0,∞)r ×Rn−r of codimension k is the subspace AI = {(x,y) ∈ Rr,n : xi =

0 for i /∈ I} for some I ⊆ {1, . . . ,r}, |I|= k. In particular, the facets of Rr,n are the subspaces

A j = {(x,y) ∈ Rr,n : x j = 0}. We say that M is a nice manifold with corners if for any m ∈ M

there is a neighbourhood U ⊆ M and an open set V ⊆ Rn,r and a homeomorphism ϕ : U →V

such that ϕ−1(V ∩A j) =U ∩F for any facet F of M and any 1 ≤ j ≤ r.
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Now we will relate this construction to 2-torus actions. Let G be a 2 torus of rank r. There is

a standard action G on the space Rn with n ≥ r. In fact, identifying Z/2 = {±1} we have an

action of G on Rn given by

(g1, . . . ,gr) · (x1, . . . ,xr,xr+1, . . . ,xn) = (g1x1, . . . ,grxr,xr+1, . . . ,xn)

and thus the quotient space Rn/G ∼= Rr,n = [0,∞)r ×Rn−r is a manifold with corners. More

generally, we have the following definition.

Definition 3.5.10. Let X be a G-manifold of dimension n. A G-standard chart (U,ϕ) of

x ∈ X is a G-invariant open neighbourhood U of x in X and a G-equivariant homeomorphism

ϕ : U → V on some G-invariant open set V ⊆ Rn (with the standard action of G on Rn).

We say that X is a locally standard G-manifold (or that the G-action is locally standard) if

X has an atlas {(Ui,ϕi)} consisting of standard charts such that the change of coordinates

ϕi ◦ϕ
−1
j : ϕ j(Ui ∩U j)→ ϕi(Ui ∩U j) is a G-equivariant diffeomorphism for all i, j.

In particular, the quotient space X/G is a manifold with corners. Any face P ⊆ X/G is a

topological manifold with boundary ∂P. Let π : X → X/G be the quotient map, and we identify

XG with its image in X/G. For any subspace A ⊆ X/G we write π−1(A) = XA. Notice that

all points in X lying over the interior of P have a common isotropy group GP. We denote

by G∗
P = G/GP which is isomorphic to a complementary 2-torus of GP in G. Also, we write

rankP = rankG∗
P. Observe that XP = π−1(P) is a connected component of XGP and the set

XP\∂P = XP \X∂P is the open subset of XP where G∗
P acts freely. This implies that

HG∗
P
(XP,X∂P)∼= H∗(P,∂P). (3.5.1)

For two faces P,Q of X/G we write P ⊆1 Q if P ⊆ Q and rankQ = rankP+1. If F ⊆1 X/G, XF

is a closed submanifold of X of codimension 1 and we denote by NF its normal bundle. For any

face P ⊆ F , consider EF.P the vector bundle over XP\∂P obtained as the pullback of NF under

the inclusion of XP\∂P on XF . Under the inclusion (XP,X∂P)→ (EF,P,E0
F,P), the equivariant
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Thom class of EF,P induces a class in the equivariant cohomology eF,P ∈ H1
G(X

P,X∂P). Finally,

we denote by tF,P ∈ H∗(BGp) the restriction of eF,P under the inclusion (pt, /0)→ (XP,X∂P).

Notice that tF,P is the equivariant Euler class of the GP-equivariant line bundle over a point

which corresponds to the generator of H∗(BGP) in H1(BGP).

Remark 3.5.11. For any face P of X/G, consider the k-algebra RP =H∗(BGP). Notice that P is

a connected component of the intersection
⋂

P⊆F⊆1X/G F and thus XP is a connected component

of the intersection
⋂

P⊆F⊆1X/G XF . Moreover, for any point x ∈ XP\∂P, there is an isomorphism

GP ∼= ∏P⊆F⊆1X/G GF by looking at a standard chart of x in X . This implies that tF,P is a basis

for the vector space H1(BGP) which extends to an isomorphism of algebras

RP ∼= k[tF,P : P ⊆ F ⊆1 X/G]

If P ⊆ Q, GQ ⊆ GP and we have a canonical map ρPQ : RP → RQ. It follows from the naturality

of the Euler class and the above remark that ρPQ(tF,P) = tF,Q if Q ⊆ F and 0 otherwise. Now

we will proceed to prove the following lemma.

Lemma 3.5.12. Let P be a face in X/T .

(i) The composition

φP : H∗(P,∂P)
∼=−→ H∗

G∗
P
(XP,X∂P)→ H∗

G(X
P,X∂P)

induces a map ψP : H∗(P,∂P)⊗RP → H∗
G(X

P,X∂P) which is an isomorphism of graded

vector spaces.

(ii) If P ⊆1 Q the following diagram

H∗(P,∂P)⊗RP H∗
G(X

P,X∂P)

H∗+1(Q,∂Q)⊗RQ H∗+1
G (XQ,X∂Q)

δ⊗ρPQ

ψP

δ

ψQ

is commutative where δ is the connecting homomorphism arisen from the cohomology

long exact sequence of the triple (Q,∂Q,∂Q\ (P\∂P)).
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Proof. To prove the first claim, notice that the map φP : H∗(P,∂P)
∼=−→ H∗

G∗
P
(XP,X∂P) →

H∗
G(X

P,X∂P) is the composite of the isomorphism (3.5.1) and the map in equivariant coho-

mology induced by the canonical projection G → G∗
P = G/GP. Suppose that F1, . . . ,Fk are the

facets containing P. Using (i), we can define a map

ψP : H∗(P,∂P)⊗RP → H∗
G(X

P,X∂P)

by setting ψP(α ⊗ tm1
F1,P · · · t

mk
Fk,P) = φP(α)em1

F1,P · · ·e
mk
Fk,P. On the other hand, similar to Lemma

3.5.2(i), we have an isomorphism of algebras

ρ : H∗
G(X

P,X∂P)→ RP ⊗HG∗
P
(XP,X∂P)→ H∗(P,∂P)⊗RP

by choosing a splitting of G = GP × G∗
P. In particular, for eF,P ∈ H1(XP,X∂P), we have

that ρ(eF,P) ∈ H0(P,∂P)⊗ (RP)1 ⊕H1(P,∂P)⊗ (Rp)0 ∼= (RP)1 ⊕H1(P,∂P). As tF,P is the

restriction of eF,P to RP we have then that ρ(eF,P) = tF,P +aF for some aF ∈ H1(P,∂P). Using

this computation we get that for α ∈ H∗(P,∂P) it holds that

ρ ◦ψP(α ⊗ tm1
F1,P · · · t

mk
Fk,P) = ρ(φP(α)em1

F1,P · · ·e
mk
Fk,P)

= (α ⊗1)ρ(eF1,P)
m1 · · ·ρ(eFk,P)

mk

= (α ⊗1)(1⊗ tF1,P +aF1 ⊗1)m1 · · ·(1⊗ tFk,P +1⊗aFk)
mk

= α ⊗ (tm1
F1,P · · · t

mk
Fk,P)+S

where S consists of sums of terms in H∗(P,∂P)⊗H∗(RP) whose elements in the second factor

are of degree lower than m1 + · · ·+mk; therefore, we obtained that ρ ◦ψP is bijective and so is

ψP.

Finally, to prove (iii), we need to check that δψP(α ⊗ tm1
F1,P · · · t

mk
Fk,P) = ψQ(δ (α)⊗ρPQ(t

m1
F1,P ⊗

tmk
Fk,P)). As the maps φP,φQ arise from natural constructions, they commute with δ . Furthermore,

since ρPQ(tF,P) is either tF,Q if Q ⊆ F or zero otherwise, we only need to prove that δ (βeF,P)

is either δ (β )eF,Q if Q ⊆ F or zero otherwise. Recall that δ arises from the connecting
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homomorphism δ : H∗(P,∂P)∼= H∗(∂Q,∂Q\ (P\∂P))→ H∗(Q,∂Q) which induces the map

δ : H∗
G(X

P,X∂P)∼= H∗
G(X

∂Q,X∂Q\(P\∂Q))→ H∗+1
G (XQ,X∂Q).

In the case P ⊆ Q, by the Thom isomorphism theorem we have isomorphisms H∗−1
G (XP\∂P)∼=

H∗
G(X

P,X∂P) and H∗−1
G (XQ\∂Q) ∼= H∗

G(X
Q,X∂Q) induced by the multiplication by eF,P and

eF,Q respectively. As both eF,P and eF,Q are restrictions of the equivariant Euler class of the

normal bundle NF , we have that δ (βeF,P) = δ (β )eF,Q. In the second case, we have that eF,P

is then the restriction of the Euler class of the normal bundle of XP in XQ as P ⊆1 Q. By the

Thom-Gysin exact sequence we have that δ vanishes precisely in the multiples of eF,P.

For a face P of X/G, the filtration by faces leads to a spectral sequence with E1-term given by

E p,q
1 =

⊕
Q⊆P

rankQ=i

H p+q(Q,∂Q)⇒ H∗(P)

the columns of this spectral sequence give rise to a complex that will be denoted by Bi(P). This

complex will be related to the Atiyah-Bredon sequence constructed in Section §3.3 and it will

provide a criterion to the syzygies in G-equivariant cohomology as it is shown in the following

theorem which is analogous to [Franz, 2017, Thm.1.3] for the torus case.

Theorem 3.5.13. Let X be a G-manifold with a locally standard action of a 2-torus G. Then

H∗
G(X) is a j-th syzygy over H∗(BG;k) if and only if for any face P of the manifold with corners

M = X/G we have that H i(B∗(P)) = 0 for any i > max(rankP− j,0)

Proof. Let Q be a face of X/G. We define the element tQ = ∏Q⊆F⊆1X/G tF,Q ∈ RQ. These

elements induce an isomorphism of vector spaces RQ ∼=
⊕

Q⊆P RPtP. On the other hand, by

Lemma 3.5.12 there is an isomorphism of vector spaces H∗(Q,∂Q)⊗RQ → H∗
G(X

Q,X∂Q)

compatible with the differentials. We have then an isomorphism⊕
Q:rankQ=i

H∗(Q,∂Q)⊗RQ ∼=
⊕

Q:rankQ=i

H∗
G(X

Q,X∂Q). (3.5.2)
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Noticing that the i-th equivariant skeleton of X is given by X i =
⋃
P

rankP=i

XP =
⋃
P

rankP=i+1

X∂P, we

see that the last term of (3.5.2) is the i-th term of the Atiyah-Bredon sequence ABi
G(X) and so

there is an isomorphism (with an appropriate degree shift)⊕
Q

rankQ=i

⊕
P

Q⊆P

H∗(Q,∂Q)⊗RPtP ∼=
⊕

P⊆X/G

Bi(P)⊗RPtP ∼= ABi
G(X)

compatible with the differentials. Therefore, H i(AB∗
G(X)) =

⊕
P⊆X/G H i(B∗(P))⊗RPtP.

From Proposistion 3.5.5, we have that H∗
G(X) is a j-th syzygy if and only if H i(ABG∗

P
(XP)) = 0

for all faces P and i > max(rankP− j,0). The isomorphism above shows that this condition is

equivalent to the vanishing of H i(B∗(P)) for all P and i > max(rankP− j,0).

We will use this criterion to construct syzygies in G-equivariant cohomology for 2-torus actions.

The dimension of a manifold with a locally standard action of a 2-torus is constrained to the rank

of the torus. In fact, if G = (Z/2)r and X is a G-manifold with a locally standard action of G

and XG ̸= /0, then dimX ≥ r. In fact, if the action is locally standard, then XG is a submanifold

of codimension at least r and there can not be any fixed points if dimX < r.

Example 3.5.14. If X is a manifold with a locally standard action of Z/2, then the orbit space

M = X/G is a manifold with boundary. Conversely, any manifold with boundary can be realized

as the orbit space of the manifold X = (M⊔M)/∂M with the involution induced by the map

M⊔M → M⊔M that swaps factors. The action is locally standard on X as it can be seen as the

reflection along the hyperplane where ∂M lies and so XG = ∂M.

Theorem 3.5.13 translates in this case on the statement that X is G-equivariantly formal if and

only if the map H∗(∂M) → H∗+1(M,∂M) is surjective, or equivalently, the map H∗(M) →

H∗(∂M) induced by the inclusion is injective. For example, if M = S1 × [0,1] is a cylinder (see

Fig.4.1), then the map H∗(M)→ H∗(∂M) is injective and so the manifold X is G-equivariantly

formal. It is easily seen that X is homeomorphic to the torus S1 × S1 and the involution is
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given by the axis reflection on one S1 factor. Notice that 4 = b(X) = b(XG) = b(∂M) so the

conclusion of Theorem 3.5.13 agrees with the one from Theorem 2.5.5.

On the other hand, M does not need to be orientable; for example, if M is the Mobius strip,

then M can be realized as the orbit space of a Klein bottle X (see Fig.4.2). Moreover, the map

induced in cohomology by the inclusion ∂M → M is the zero map and thus Theorem 3.5.13

implies that H∗
G(X) is not equivariantly formal. This also agrees with the Betti number criterion

as 3 = b(X) ̸= b(XG) = b(∂M) = 2.

∂M M X

Fig.4.1 - Orientable Manifold with boundary M

∂M M

X

Fig 4.2 - Non-orientable manifold with boundary M

Remark 3.5.15. More generally, following the constructions presented in [Lü and Masuda, 2008]

and [Yu et al., 2012], under some conditions a manifold with corner M can be realized (up to

homeomorphism) as the quotient space X/G of a manifold X with a locally standard action of

a suitable 2-torus G. In fact, let M be a nice manifold with corners and let F = {Fα} denote
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the set of all facets of F . If r = max{i :
⋂

γ∈Γ, |Γ|=i

Fγ ̸= /0} , then M is locally diffeomorphic to

Rn × [0,∞)r for some integer n ≥ 0, but not to Rn × [0,∞)r+1.

Suppose further that there is a function λ : F → G = (Z/2)r such that the set {λ (Fi) : i ∈ I}

is linearly independent over Z/2 whenever
⋂

i∈I Fi ̸= /0. As M is a nice manifold with corners,

any face P is realized as the intersection of the facets that contain P; namely, P =
⋂

P⊆F F . Set

GP be the subgroup of G generated by {λ (F) : P ⊆ F}. Consider the space X = (M×G)/∼

where (x,g) ∼ (x,h) if and only if x ∈ P and gh ∈ Gp. X is locally diffeomorphic to Rn+r

and the canonical action of G in X given by g · [x,h] = [x,gh] is locally standard and there is a

homeomorphism X/G ∼= M.

We will say that X is obtained from M by the unfolding construction. The following examples

will illustrate this construction.

Let G = Z/2 ×Z/2 and let M be a nice manifold with corners locally diffeomorphic to

Rn × [0,∞)2. Then the face lattice of M consists of facets F (of rank 1) and faces P of rank 0.

Set X be the manifold with a locally standard action of G constructed above. From Theorem

3.5.13 we have the following cases.

• H∗
G(X) is a 2-nd syzygy (or equivariantly formal) if and only if for any facet F the map

H∗(∂F)→H∗+1(F,∂F) is surjective and the sequence
⊕

P H∗(P)→
⊕

F H∗+1(F,∂F)→

H∗+2(M,∂M)→ 0 is exact at the second and third position.

Example 3.5.16. Let M be the 1-simplex {(x1,x2) ∈ R2,x1 + x2 ≤ 1,x1,x2 ≥ 0}. Then

we take X̃ = M×G which is homeomorphic to 4 copies of M each labeled by an element

of g ∈ G. At the same time, we label the facets of M by the elements g1,g2,g1g2 so they

are pairwise linearly independent. The manifold X = X̃/∼ is then constructed by gluing

together points of the same color as shown below.
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e g1 g2 g1g2

Since the facets of M are acyclic, and so is M, it is easy to check that the G-equivariant

cohomology of X is a free module by looking at the complex B∗(P) described above.

This can be also seen directly from the construction of the manifold X as we obtain that

X is diffeomorphic to RP2 as the next picture illustrates.

where the action of G on X is given by the reflection along the main diagonals on the

square. Therefore, XG consists of 3 points and thus b(X) = b(XG) = 3; which confirms

the result obtained from the quotient criterion.

• H∗
G(X) is a 1-st syzygy if and only if for any facet F the map H∗(∂F)→ H∗+1(F,∂F)

is surjective and the sequence
⊕

P H∗(P)→
⊕

F H∗+1(F,∂F)→ H∗+2(M,∂M)→ 0 is

exact only at the third position. If the latter holds, the sequence is exact also at the second

position. In fact, by Theorem 3.4.17, we have that any 1-st syzygy (or torsion-free)

module is a 2-nd syzygy (or free) module as rankG = 2.

Example 3.5.17. To construct a space whose equivariant cohomology is torsion-free but not

free, we need to consider an action of a 2-torus of rank at least 3. Following [Franz, 2015,
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Lemma 7.1], let us start with the following manifold with corners

M = {(u,z) ∈ (R2 ×R+)
3 : |ui|2 + |zi|2 = 1,u1 +u2 +u3 = 0}

and i = 1,2,3, where R+ denotes the non-negative real numbers. Then M is a smooth manifold

with corners locally diffeomorphic to [0,∞)3 ×R. The projection M → (R2)3 of the first

component induces a homeomorphism between M and the subspace of (R2)3 consisting of

these triples (u1,u2,u2) such that max{|u1|, |u2|, |u3|} ≤ 1 and u1 + u2 + u3 = 0. The latter

space describes the configuration of triangles (including degenerate triangle) in R2 with sides

of length at most 1. Therefore, M is homeomorphic to the intersection of a 6-dimensional ball

with a linear subspace of codimension 2 and thus M is topologically a 4-dimensional ball. In

particular, ∂M ∼= S3 and H∗(M,∂M)∼= H̃∗(S4). Now we will look at the face decomposition of

M.

• M has exactly one face P of rank zero. Namely, it is given by those elements (u,z) ∈ M

such that zi = 0, and then ui ∈ S1 for all i. Since one of the u′s entries depends on the

other two, P can be identified with the manifold

P = {(u1,u2,u3) ∈ (S1)3 : u1 +u2 +u3 = 0}= {(x,y) ∈ S1 ×S1 : |x− y|= 1}

P then is the configuration space of equilateral triangles in R2 with one vertex in the

origin and two over the circle. Each of these configurations is determined by a rotation of

any of the pairs (1,eiπ/3) or (1,e−iπ/3). In particular, this implies that P ∼= S1 ⊔S1. Thus

we have that H0(P)∼= H1(P) = k⊕k and it is zero in any other degree.

• M has three faces of rank 1. Namely, Q12,Q13 and Q23 where Qi j consists of the pairs

(u,z) ∈ M such that zi = z j = 0. We identify Qi j with the manifold with boundary

Q = {(x,y) ∈ S1 ×S1 : |x− y| ≤ 1}
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In terms of configuration spaces, this consists of isosceles triangles with one vertex in

the origin, two over the circle and whose base is of length at most 1 (Here we allow the

degenerate triangle). We can show that there is a homeomorphism Q ∼= S1 × I given by a

rotation of the pairs (1,eitπ/3)∈Q where −1≤ t ≤ 1. Computing the relative cohomology

H∗(Q,P) of the cylinder relative to the boundary we see that H1(Q,P)∼= H2(Q,P)∼= k

and it is zero in other degrees.

• M has three facets (of rank 2). Namely, F1,F2,F3 where Fi consists of the pairs (u,z) ∈ M

such that zi = 0. We identify Fi with the manifold with corners

F = {(x,y) ∈ S1 ×D2 : |x− y| ≤ 1}

This space describes the configuration of triangles with one side of length 1, and two

of length at most 1. Each of these configurations is determined by a rotation of the

pairs (1,seitπ/3) ∈ F where 0 ≤ s ≤ 1 and −1 ≤ t ≤ 1. Then F is homeomorphic to

S1 × I × I ∼= S1 ×D2. Looking at the relative cohomology H∗(F,∂F) of the solid torus

with respect to its boundary (the torus) we find that H2(F,∂F)∼= H3(F,∂F)∼= k and it is

zero in other degrees.

The face lattice of M is then

P

Q12 Q13 Q23

F1 F2 F3

M
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Let X be the G-manifold that realizes M as a manifold with corners using the unfolding

construction. Then the G-equivariant cohomology of X is a first syzygy but not a second syzygy

as we will see using the quotient criterion. It is a first syzygy as the maps

H∗(P)→ H∗+1(Q,P)

H∗(Q j,P)⊕H∗(Qk,P)→ H∗+1(Fi,∂Fi),

3⊕
i=1

H∗(Fi,∂Fi)→ H∗+1(M,∂M)

are surjective as it can be seen by using the explicit computation of these groups mentioned

above. On the other hand, H∗
G(X) is not a second syzygy as the sequence

3⊕
j=1

H∗(Q j,∂Q j)→
3⊕

i=1

H∗+1(Fi,∂Fi)→ H∗+2(M,∂M)→ 0

is not exact at the second position; that is, H2(B∗(M)) ̸= 0. In fact, the complex B∗(M) takes

the form

k3 → k3 → 0 → 0

when ∗= 1. The map k3 → k3 is given by (a,b,c) = (a+b,a+c,b+c) which is of rank 2 and

then H2(B∗(M)) ̸= 0.

We constructed a 4-dimensional manifold X with an action of G = (Z/2)3 such that the equiv-

ariant cohomology H∗
G(X) is torsion-free but not free as H∗(BG)-module. The generalization of

this space will be discussed more deeply in section 4.4 which discusses the Big Polygon spaces

introduced in [Franz, 2015]. In that section, we will construct syzygies of higher order in equiv-

ariant cohomology there. The space X obtained in Example 3.5.17 realizes the smallest possible

dimension where a manifold with a locally standard action of a 2-torus G whose equivariant

cohomology is torsion-free but not free exists. As we previously discussed, if rankG ≤ 2 then
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free is equivalent to torsion-free in equivariant cohomology, so the minimal example should

occur when rankG = 3. On the other hand, for torus manifolds the G-equivariant cohomology

is free if and only if it is torsion-free, therefore dimX > 3.
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Chapter 4

Equivariant cohomology for torus actions

and a compatible involution

Let T be a torus of rank r and X be a T -space. An involution on X is a continuous map τ : X →X

such that the composite of τ with itself is the identity map on X . We say that τ is a compatible

involution for T if for any g ∈ T and x ∈ X we have that τ(g · x) = g−1 · τ(x). Such a situation

was studied by [Biss et al., 2004] for symplectic manifolds with Hamiltonian torus actions and

a compatible anti-symplectic involution; the later was extended by [Baird and Heydari, 2018]

to Hamiltonian actions for non-abelian Lie groups. In this chapter, we will study the equivariant

cohomology of such spaces from a purely topological setting and we will see that it will

be canonically related to 2-torus actions for cohomology with coefficients in a field k of

characteristic 2.
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4.1 Cohomology of B((S1)n⋊Z/2)

Let X be a topological space with an involution τ . Observe that τ induces a well defined action

of the group Z/2 = {id,τ} on X . Conversely, an action of Z/2 on X gives rise to an involution

τ : X → X . In this case, we will use any of these equivalent concepts when is convenient and

sometimes the Z/2-equivariant cohomology of X will be called τ-equivariant cohomology and

denoted by H∗
τ (X ;k).

To study the equivariant cohomology of a T -space X with a compatible involution τ , we notice

that there is a well defined action of the group G = T ⋊τ Z/2 given by the semidirect product

of T and Z/2 where Z/2 acts on T by inversion, that is, τ(g) = g−1 for g ∈ T . Conversely, a

given action of this group G on X induces an action of T on X and a compatible involution τ .

We can summarize it in the following remark.

Remark 4.1.1. Let X be a topological space. X is a G-space if and only if it is a T -space with

a compatible involution τ .

In view of this remark, the equivariant cohomology of a T -space with a compatible involution

can be realized as the G-equivariant cohomology by considering the induced action of the

semidirect product S1 ⋊Z/2. As we said in the beginning of this chapter, we will consider

now cohomology with coefficients over k = F2 since it will make the cohomology of the

classifying space Bτ (and any 2-torus in general) a polynomial ring. Even though the underlying

topological space of G is homeomorphic to T ×Z/2, we can not say that BG is homeomorphic

to BT ×Bτ . However, as the G-equivariant cohomology of X is a module over H∗(BG), we

will show that under our assumptions there is a canonical isomorphism of algebras H∗(BG)∼=

H∗(BT )⊗H∗(Bτ) and thus H∗(BG) will be a polynomial ring in (r+1) variables.
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To compute the cohomology of G, the short exact sequence

1 → T → G → Z/2 → 1

yields a fibration of classifying spaces

BT → BG → BZ/2

by Theorem 2.2.7. Since π1(BZ/2) = Z/2, by Proposition 2.2.5 the action of π1(BZ/2) on

H∗(BT ) is induced by the action of Z/2 on BT . As Z/2 acts on T by τ(g) = g−1, the action

on H∗(BT ) is given by multiplication of each generator ci by -1=1 . Therefore, π1(BZ/2)

acts trivially on the cohomology H∗(BT ). Using the Serre spectral sequence, we can compute

explicitly the cohomology H∗(BG) as we show in the following result.

Theorem 4.1.2. There is a unique graded algebra isomorphism

H∗(BG)∼= H∗(BZ/2)⊗H∗(BT )∼= F2[w,c1, . . . ,cn]

such that

• The canonical maps i∗ : H∗(BG)→ H∗(BT ), p∗ : H∗(BZ/2)→ H∗(BG) induced by the

inclusion i : T → G and projection p : G → Z/2 coincide with the canonical restric-

tion map F2[w,c1, . . . ,cn]→ F2[c1, . . . ,cn] and inclusion map F2[w]→ F2[w,c1, . . . ,cn]

respectively.

• There is an algebra homomorphism ϕ : H∗(BT ) → H∗(BG), such that i∗ ◦ ϕ is the

identity over H∗(BT ) and it coincides with the canonical inclusion F2[c1, . . . ,cn] →

F2[w,c1 . . . ,cn].

• The map j∗ : H∗(BG)→ H∗(BZ/2) induced by the inclusion j : 1×Z/2 → G coincides

with the canonical projection F2[w,c1, . . . ,cn]→ F2[w].

Proof. Consider the fiber bundle

BT → BG → BZ/2.
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Since π1(BZ/2) = π0(Z/2) acts trivially on the cohomology of H∗(BT ) by Theorem 2.2.7, the

E2 page of the associated Serre spectral sequence is given by

E p,q
2

∼= H p(BZ/2;Hq(BT ))⇒ H∗(BG)

Therefore, by the universal coefficient theorem we have an F2-algebras isomorphism

E2 ∼= H∗(BZ/2)⊗H∗(BT )∼= F2[w,c1, . . . ,cn],

and thus, the differential d2 depends only on the values on the generators w and ci because it is a

derivation. Observe that d2(w) = 0 since w lies on the horizontal axis of the spectral sequence;

on the other hand, d2(ci) = 0 for all i = 1, . . . ,n since d2(ci)∈ E2,1
2 = H2(BZ/2)⊗H1(BT ) = 0.

It follows that d2 = 0, implying that E3 ∼= E2. Now we consider the differential d3; as before,

it is determined by d3 : E0,2
3 → E3,0

3 . In this case, we have d3(ci) = αiw3 with either αi = 0 or

αi = 1.

The sub-extension
T T ⋊Z/2 Z/2

1 1⋊Z/2 Z/2

- -

-

6

-

6 6

induces a map of spectral sequences E p,q
s → Ẽ p,q

s , where Ẽ2 ∼= H∗(BZ/2) is the Ẽ2 page of the

spectral sequence associated to the bottom exact sequence. By the naturality of the spectral

sequences we have then a commutative diagram
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n⊕
i=1

F2ci ∼= E0,2
3 E3,0

3
∼= F2w

0 = Ẽ0,2
3 Ẽ3

3,0
= F2w

-
d3

? ?

=

-
d̃3

which implies that d3 = 0 since the right vertical arrow is the identity map and d̃3 = 0.

Notice that for r ≥ 4, we have that Er,3−r
r = 0 and the differential dr : E0,2

r → Er,3−r
r also is.

Therefore, the spectral sequence collapses at E2 and this implies that

E∞
∼= E2 ∼= H∗(BZ/2)⊗H∗(BT )∼= F2[w,c1, . . . ,cr]∼= H∗(BG)

Recall that the above isomorphism is a graded F2-vector space isomorphism; however, since

H∗(BT ) is a finitely generated polynomial algebra, we can choose a multiplicative section

ϕ̃ : H∗(BT )→ H∗(BG) the surjective map of H∗(BG)→ H∗(BT ) induced by the canonical

map F2[w,c1, . . . ,cr]→ F2[c1, . . . ,cr] which maps w to zero. Therefore, from the Leray-Hirsch

Theorem that such map together with the canonical map p∗ : H∗(BZ/2)→ H∗(BG) gives rise

to an isomorphism of graded H∗(BZ/2)-algebras

θ̃ : H∗(BZ/2)⊗H∗(BT )→ H∗(BG)

given by θ̃(α ⊗β ) = p∗(α)ϕ̃(β ).

Under this isomorphism, the canonical map induced by the inclusion j : B(1×Z/2)→BG might

satisfy j(ci) = w2 for some 1 ≤ i ≤ r. In that case, we consider the section ϕ(ci) = ϕ̃(ci)+w2

if ϕ̃(ci) = w2 and ϕ(ci) = ϕ̃(ci) if ϕ̃(ci) = 0. As discussed before, it induces an isomorphism

θ : H∗(BZ/2)⊗H∗(BT )→ H∗(BG);
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furthermore, such a section is unique since it is determined by the condition j∗ϕ = 0, and thus

it makes the isomorphism θ unique as well. Therefore, we have that the composition

j∗θ : H∗(BZ/2)⊗H∗(BT )→ H∗(BG)→ H∗(BZ/2)

coincides with the canonical restriction map

F2[w,c1, . . . ,cn]→ F2[w].

Now notice that the composition

H∗(BT )
ϕ−→ H∗(BG)

i∗−→ H∗(BT )

where i∗ is induced by the inclusion T → G is the identity on H∗(BT ) since i∗(w) = 0 and ϕ

was constructed as a section of this map. Therefore, we have that the maps

H∗(BT )
ϕ−→ H∗(BG) and H∗(BG)

i∗−→ H∗(BT )

coincides with the canonical inclusion and restriction

F2[c1, . . . ,cr]→ F2[w,c1 . . . ,cr]

and

F2[w,c1, . . . ,cn]→ F2[c1, . . . ,cn]

respectively.

Using a similar argument over the composition, H∗(BZ/2)
p∗−→ H∗(BG)

j∗−→ H∗(BZ/2/2) which

is the identity over F2[w], we conclude that the map

H∗(BZ/2)
p∗−→ H∗(BG)

coincides with the canonical inclusion

F2[w]→ F2[w,c1, . . . ,cn].
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Now we will study the algebraic properties of the G-equivariant cohomology as a module over

H∗(BG). We start with the following result.

Lemma 4.1.3. Let X be a G-space. There is an isomorphism of k-algebras

H∗
G(X)∼= H∗

τ (XT ).

Proof. Let EG be the total space of the universal G-bundle, and consider EG as a model for

ET . The involution τ induces an involution on the Borel construction XT given by τ([z,x]T ) =

[τ · z,τ(x)] for [z,x]T ∈ XT ∼= EG×T X . This induces a free action of Z/2 on XT and thus by

Proposition 2.3.5 there is a homotopy equivalence (XT )τ ≃ XT/(Z/2). Moreover, the canonical

projection EG×X → XG is T -invariant and induces a map XT → XG which is also τ-invariant,

giving rise to a homeomorphism XT/(Z/2)∼=XG. Combining these results, we have a homotopy

equivalence XG ≃ (XT )τ which induces the desired isomorphism in cohomology.

Using this Lemma we can now prove the following result.

Theorem 4.1.4. Let X be a G-space and assume that X is T -equivariantly formal. Then X is

G-equivariantly formal if and only if the Borel construction XT is τ-equivariantly formal.

Proof. Suppose first that X is G-equivariantly formal, then using Theorem 4.1.2 and Lemma

4.1.3 we get

H∗
τ (XT )∼= H∗

G(X)∼= H∗(BG)⊗H∗(X)

∼= H∗(Bτ)⊗H∗(BT )⊗H∗(X)

∼= H∗(Bτ)⊗H∗(XT )

and so XT is τ-equivariantly formal. Reversing the above sequence of isomorphisms, the

converse statement holds. However, we need to be careful with the H∗(BG)-module structure
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of H∗
G(X) and the H∗(Bτ)-module structure of H∗

τ (XT ). From the diagram

H∗
G(X) H∗

τ (XT )

H∗(BG) H∗
τ (BT )

H∗(Bτ) H∗(Bτ)

∼=

∼=

and the canonical isomorphism H∗(BG)∼= H∗(Bτ)⊗H∗(BT ) constructed in Theorem 4.1.2,

the H∗(Bτ)-module structure on H∗
τ (XT ) coincides with the restriction of the H∗(BG)-module

structure on H∗
G(X) to the action of those elements of the form α ⊗1 ∈ H∗(Bτ)⊗H∗(BT )∼=

H∗(BG).

Now we will apply this theorem to a category of spaces introduced by [Hausmann et al., 2005]

called conjugation spaces; this category includes examples such as complex Grassmannian,

toric manifolds, polygon spaces and some symplectic manifolds. We review the definition and

main properties of these spaces; however, we will omit details of the proofs and we will give

the appropriate citation when necessary.

Definition 4.1.5. Let X be a space with an involution τ and denote by Xτ the subspace of fixed

points under the involution τ . We say that X is a conjugation space if it satisfies the following

conditions

• H2k+1(X) = 0 for all k ≥ 0.

• There is a degree-halving additive isomorphism κ : H2∗(X)→ H∗(Xτ).

• There is an additive section σ : H∗(X) → H∗
τ (X) of the restriction map ρ : H∗

τ (X) →

H∗(X) (Definition 2.5.1).

• For any m ≥ 0 and a ∈ H2m(X) the conjugation equation:

r ◦σ(a) = κ(a)wn + pm(w)
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is satisfied. Here r is the map in τ-equivariant cohomology induced by the inclusion

Xτ → X , H∗(Bτ) ∼= F2[w] and pm is a polynomial in w with coefficients in H∗(Xτ) of

degree less than m.

Notice that the existence of σ is equivalent to X being τ-equivariantly formal. The main

properties of conjugation spaces are the following.

Proposition 4.1.6. [Hausmann et al., 2005, §3]

1. κ and σ are ring homomorphisms.

2. κ and σ are unique. That is, if κ ′ and σ ′ are also maps that make X into a conjugation

space, then κ = κ ′ and σ = σ ′.

3. The conjugation structure is natural. More precisely, if X and Y are conjugation spaces

with conjugation structure (κ1,σ1) and (κ2,σ2) respectively, then for any G-equivariant

map f : Y → X there are commutative diagrams,

H2∗(X) H2∗(Y )

H∗(Xτ) H∗(Y τ)

κ1

f ∗

κ2

( f τ )∗

H∗(X) H∗(Y )

H∗
τ (X) H∗

τ (Y )

σ1

f ∗

σ2

f ∗G

where f τ denotes the restriction of f to the fixed point subspaces Y τ → Xτ .

These spaces also satisfy very interesting properties; for our purposes, we only use the following

result.[Hausmann et al., 2005, Thm.7.5].

Theorem 4.1.7. Let X be a conjugation space with conjugation τ . Suppose that a torus T

acts on X and that the action is compatible with τ . Then XT is a conjugation space where the

conjugation on XT is the one induced by τ as in the proof of Lemma 4.1.3.

This theorem shows that XT is τ-equivariantly formal. Then immediately from Theorem 4.1.4

and that X is T -equivariantly formal by definition as Hodd(X) = 0 we obtain the following

result.
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Corollary 4.1.8. Let X be a T -space which is also a conjugation space with a compatible

involution τ . Then X is G-equivariantly formal.

4.2 Reduction to 2-torus actions

Let H = T2 ×Z/2 ∼= (Z/2)n+1 denote the maximal 2-torus subgroup in G = T ⋊Z/2 where

T2 ≤ T is the maximal 2-torus subgroup in T . Recall that H∗(BH)∼= F2[t1, . . . , tn,w] inherits a

structure of H∗(BG)-module induced by the inclusion H ↪→ G. In order to study this structure,

we need to compute explicitly the induced map in cohomology by the inclusion; firstly, we state

the following lemma.

Lemma 4.2.1. The map i∗ : H∗(BG)→ H∗(BH) induced by the inclusion i : H → G is given

by i∗(ci) = t2
i + tiw for all 1 ≤ i ≤ n and i∗(w) = w.

Proof. By theorem 4.1.2 we can assume that n = 1 and so H∗(BG)∼= F2[c,w] and H∗(BH)∼=

F2[t,w]. Notice that the statement i∗(w) = w is clear as it follows from the map induced by

the inclusion of Z/2 into the second factor of S1 ⋊Z/2 which factors through H∗(BH), Now

write i∗(c) = αt2 +β tw+ γw2 for α,β ,γ ∈ F2. As before, the inclusion of Z/2 in the first

and second factor of G show that α = 1 and γ = 0 (compare also with Example 2.2.9). To

compute β , we consider the inclusion of G into SO(3) by identifying G with the set of matricesA 0

0 ±1

 ∈ SO(3) where A ∈ O(2). Recall that H∗(BSO(3))∼= F2[ω2,ω3] where |ωi|= i for

i = 2,3 and the inclusion H → SO(3) induces the map φ : H∗(BSO(3))→ H∗(BH) given by

φ(ω2) = t2 + tw+w2 and φ(ω3) = t2w+wt2. Since φ factors through i∗, this implies that

β = 1 and so i∗(c) = t2 + tw.
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In Theorem 4.1.2 we showed that there is an isomorphism of graded algebras H∗(B(S1 ⋊

Z/2))∼= H∗(B(S1 ×Z/2)); however, Lemma 4.2.1 implies that the structure of A2-algebras1 is

not the same, as we state in the following corollary.

Corollary 4.2.2. Let G = (S1)n ⋊Z/2 and G̃ = (S1)n ×Z/2 for n ≥ 1. The mod2-cohomology

of the classifying spaces BG and BG̃ are isomorphic as F2-algebras but not as A2-algebras.

Proof. For c ∈ H2(BG) generator of degree 2, write Sq1(c) = αcw+βw3 for α,β ∈ F2. Let

H be the maximal 2-torus in G. By naturality of the Steenrod operations, we have that

i∗(Sq1(c)) = Sq1(i∗(c)) where i : H → G is the inclusion. Therefore, α(t2w+ tw2)+βw3 =

Sq1(t2 + tw) = t2w+wt2 by Lemma 4.2.1 and so α = 1,β = 0, here t is the generator in

H1(BH) which restricts from c. On the other hand, a similar argument applied to the inclusion

j : H → G̃ shows that Sq1(c) = 0 as j∗(c) = t2.

Proposition 4.2.3. H∗(BH) is a free module of rank 2n over H∗(BG); moreover, it is freely

generated by the elements of the form tε1
1 tε2

2 · · · tεn
n where εi ∈ {0,1} for all i, and the canonical

multiplicative structure of H∗(BH) as an F2-algebra induces an H∗(BG)-algebra structure

completely determined by multiplication of the elements of this basis.

Proof. Let [n] = {1,2, . . .n}, Λ = {I : [n]→{0,1}} and denote by tI = tI(1)
1 · · · tI(n)

n . Notice that

for i = 1, . . . ,n, we have that t2
i = ci ·1+w · ti and this implies that any p(t1, . . . , tn,w)∈ H∗(BH)

can be written as a linear combination ∑I∈Λ PI · tI for some PI ∈ H∗(BG). This shows that the

elements tI : I ∈ Λ generate H∗(BH) as H∗(BG)-module. It only remains to show that these

elements are linearly independent over H∗(BG). Without loss of generality, suppose that there

is a homogeneous equation

∑
I∈Λ

PI · tI = 0

1A2 denotes the Steenrod squares algebra F2[Sqi : i ≥ 0]
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of degree m where PI ∈ H∗(BG). For any I ∈ Λ, let χ(I) = ∑
n
i=1 I(i) so deg(tI) = χ(I) and

deg(PI) = m− χ(I). Also, consider the set ΓI = {σ = (σ1, . . . ,σn+1) ∈ Nn+1 : ∑
n
j=1 2σ( j)+

σ(n+ 1) = m− χ(I)}. We can write PI = ∑σ∈ΓI ασ cσ wσ(n+1) where cσ = cσ(1)
1 · · ·cσ(n)

n for

some ασ ∈ F2. Therefore,

PI · tI = ∑
σ∈ΓI

ασ tI+σ (t +w)σ wσ(n+1)

where tI+σ = tI(1)+σ(1)
1 · · · tI(n)+σ(n)

n and (t +w)σ = (t1 +w)σ(1) · · ·(tn +w)σ(n). We claim that

in the sum

∑
I∈Λ

PI · tI = ∑
I∈Λ

∑
σ∈ΓI

ασ tI+σ (t +w)σ wσ(n+1)

there are no common terms. In fact, if tI+σ (t +w)σ wσ(n+1) = tĨ+σ̃
(t +w)σ̃ wσ̃(n+1) for some

I, Ĩ ∈ Λ and σ ∈ ΓI , σ̃ ∈ ΓĨ , then σ = σ̃ and so I = Ĩ as H∗(BH) is a unique factorization

domain. Finally, this implies that ασ = 0 for all σ ∈ ΓI and I ∈ Λ and so we obtain that PI = 0

for all I ∈ Λ.

Using now that H∗(BH) is a free H∗(BG)-module we can prove the following result.

Lemma 4.2.4. In the fibration G/H → BH → BG, π1(BG) acts trivially on the cohomology of

G/H and there is an isomorphism of H∗(BG)-modules

H∗(BH)∼= H∗(BG)⊗H∗(G/H).

Proof. We first show that the local coefficient system is trivial. Consider the fibration G/H →

BH → BG which can be realized as the associated fiber bundle EG×G G/H → BG. Therefore,

it follows that the action of π1(BG) on G/H is induced by the action of π0(G) on G/H by

Proposition 2.2.5. Since π0(G) = {[(1,e)], [(1,τ)]} consists of two connected components, it

is enough to show that the multiplication on the left by (1,τ) on G/H induces the identity

map on the cohomology H∗(G/H). More precisely, for any coset (g,e)H ∈ G/H we have that

(1,τ)(g,e)H = (g−1,e)H and thus such a map coincides with the map T → T sending g 7→ g−1
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as G/H ≃ T . The induced map in cohomology is given the multiplication by −1, which is the

identity on H∗(T )∼= H∗(G/H) as we are considering cohomology with coefficients in a field

of characteristic two. Then we can apply the Eilenberg-Moore spectral sequence associated to

the fibration G/H → BH → BG with E2-term given by

E2 = TorH∗(BG)(k,H∗(BH))⇒ H∗(G/H).

Since H∗(BH) is a free H∗(BG)-module by Lemma 4.2.3, the spectral sequence collapses

and there is an isomorphism H∗(G/H)∼= k⊗H∗(BG) H∗(BH). This implies that the canonical

map H∗(BH)→ H∗(G/H) is surjective and thus there is an isomorphism of H∗(BG)-modules

H∗(BH)∼= H∗(BG)⊗H∗(G/H) by the Leray-Hirsch theorem.

Another situation where the action is trivial arises from the pullback of fiber bundles, as we

state in the following result.

Lemma 4.2.5. Let F → E → B be a fiber bundle where π1(B) acts trivially on the cohomology

of the fiber F. Then for any path-connected space X and any map f : X → B, π1(X) acts

trivially on the cohomology of the fiber F in the pullback bundle F → f ∗E → X.

Proof. Consider f : (X ,x0)→ (B,b0) as a map of pointed spaces, then f̃ : ( f ∗E, p) = (X ×B

E,(x0,z0)) → (E,z0) is the projection on the second component and z0 ∈ Eb0 . Note that

( f ∗E)x0 = {x0}×Eb0 and therefore f̃ induces the identity map on cohomology H∗(F)→H∗(F).

Now let [γ] ∈ π1(X ,x0) and let H be a solution to the HLP

F ×{0} f ∗E E

F × I X B

-

? ?

π

-
f̃

?

p

p p p p p
p p p p p

p p�
H

-
γ

-
f

Then, G = f̃ ◦H is a solution to the HLP
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F ×{0} E

F × I B

-

? ?

p

p p p p p
p p p p p

p
�

G

-
f◦γ

By assumption, g f◦γ = G|F×{1} acts trivially in the cohomology of the fiber. Let hγ = H|F×{1}.

Then we get,

g f◦γ = f̃ ◦hγ

which implies that h∗γ is the identity map on the cohomology H∗(F).

Proposition 4.2.6. Let X be a G-space, which is also an H-space under the restriction of the

action. The fibration G/H → XG → XH induces a canonical isomorphism

H∗
H(X)∼= H∗

G(X)⊗H∗(BG) H∗(BH)

of H∗(BH)-algebras natural in X, where H∗(BH) acts only on the right factor of H∗
G(X)⊗H∗(BG)

H∗(BH).

Proof. Notice that the fibration G/H → XH → XG arises as a pullback bundle of the fibration

G/H → BH → BG. Therefore, the E2-term of the associated Serre spectral sequence is given

by

E p,q
2 = H p(XG;Hq(G/H))∼= H p(XG)⊗Hq(G/H).

since π1(XG) acts trivially on the cohomology of G/H by Lemmas 4.2.4 and 4.2.5 .

Notice that the only possible non-zero differential in the Serre spectral sequence is induced by

the map d2 : E0,1
2 → E2,0

2 because H∗(G/H) is generated by H1(G/H). Recall that XH → XG



4.2 Reduction to 2-torus actions 95

can be realized as a pullback of the fibration BH → BG, hence the map of fibrations

G/H XH XG

G/H BH BG

induces a map between the respective spectral sequences giving, by naturality, a commutative

diagram

H1(G/H) H2(BG)

H1(G/H) H2(XG)

-
d̃2

?

∼=
?

-
d2

and again, from Lemma 4.2.4, d̃2 = 0 and therefore d2 = 0. We obtain that the spectral sequence

collapses at the page E2 and we get an isomorphism of Z/2-vector spaces.

H∗
H(X)∼= H∗

G(X)⊗H∗(G/H)

Moreover, from the Leray-Hirsch theorem, we get an isomorphism H∗
H(X)∼=H∗

G(X)⊗H∗(G/H)

as H∗
G(X)-modules; and again from Lemma 4.2.4 we get isomorphisms

H∗
H(X)∼= H∗

G(X)⊗H∗(G/H)

∼= H∗
G(X)⊗H∗(BG) (H

∗(BG)⊗H∗(G/H))

∼= H∗
G(X)⊗H∗(BG) H∗(BH)

as H∗
G(X)-modules. Furthermore, the collapsing of the Eilenberg-Moore spectral sequence

arisen from the pullback diagram, shows that the canonical maps H∗
G(X) → H∗

H(X) and

H∗(BH) → H∗
H(X) of H∗(BG)-algebras induces a natural isomorphism H∗

G(X) ⊗H∗(BG)

H∗(BH) → H∗
H(X) as H∗(BG)-algebras. Finally, the last claim follows from the natural-

ity of such an isomorphism by considering the map induced by the projection X → pt.

As an immediate consequence we have the following result.
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Corollary 4.2.7. Let X be a G-space such that b(X)< ∞. Then X is G-equivariantly formal if

and only if H∗
G(X) is a free H∗(BG)-module.

Proof. By Proposition 2.5.3 it is enough to show that π1(BG) acts trivially on the cohomology

of X . If H∗
G(X)∼= H∗(BG)⊗H∗(X), by Proposition 4.2.6 we have that

H∗
H(X)∼= H∗(BH)⊗H∗(X).

Corollary 2.5.6 we have that X is H-equivariantly formal; therefore H ∼= π1(BH) acts trivially

on the cohomology on X . Since the map BH → BG induces a surjective map H ∼= π1(BH)→

π0(G)∼= π1(BG), and the action of π1(BH) on X factors through π1(BG), we can conclude that

π1(BG) acts trivially on the cohomology of X and so X is G-equivariantly formal.

Now we can prove the main result of this section which is analogous to the reduction from

compact connected Lie group actions to torus actions (Theorem 1.1). However, we first need

the following lemma; here we will use the characterization of syzygies given in Theorem B.10.

Lemma 4.2.8. Let R,S be algebras over a field k such that S be a free finitely generated

R-module. Let A be an S-algebra and B an R-algebra such that A ∼= B⊗R S as S-modules. Then

A is a j-th syzygy over S if and only if B is a j-th syzygy over R.

Proof. Suppose that B is a j-th syzygy over R. Then there is an exact sequence of free R-

modules

0 → B → F1 → ·· · → Fj

Since S is a free R-module by assumption, tensoring the above sequence with S yields to an

exact sequence

0 → B⊗R S → F1 ⊗R S → ·· · → Fj ⊗R S.

Then A = B⊗R S is a j-th syzygy over S as each Fi ⊗R S is a free S-module.
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Conversely, suppose that A is a j-th syzygy over S. We will show that B is a j-th syzygy

over R by proving that every R-regular sequence of length at most j is also B-regular (see

Theorem B.10 for this equivalence). Let (r1, . . . ,rk) be a R-regular sequence with k ≤ j. We

claim that (r̄1, . . . , r̄k) is an S-regular sequence where r̄k = rk ·1S ∈ S. First, let σ1, . . . ,σn be a

R-basis of S. Let us check that the multiplication by r̄k on S/(r̄1, . . . , ¯rk−1) is injective, In fact,

if r̄ks = ∑
k−1
i=1 r̄isi and writing si = ∑

n
l=1 λ i

l σl where λ i
l ∈ R we obtain

n

∑
l=1

rkλlσl = r̄ks =
k−1

∑
i=1

r̄isi

=
k−1

∑
i=1

n

∑
l=1

riλ
i
l σl

=
n

∑
l=1

(
k−1

∑
i=1

riλ
i
l

)
σl

This implies that rkλl = ∑
k−1
i=1 riλ

i
l , and thus λl = 0 as (r1, . . . ,rk) is a R-regular sequence;

therefore, we obtain that s = 0. This shows that (r̄1, . . . , r̄k) is a S-regular sequence and thus it

is a A-regular sequence.

It remains to show that (r1, . . . ,rk) is a B-regular sequence. As above, let us consider the

multiplication map B/(r1, . . . ,rk−1)
rk−→ B/(r1, . . . ,rk−1) and let b ∈ B be such that rk · b =

∑
k−1
i=1 ri ·bi. We can write then

r̄k · (b⊗1S) = (rk ·b⊗1S)

=

(
k−1

∑
i=1

ri ·bi

)
⊗1S

=
k−1

∑
i=1

r̄i · (bi ⊗1S)

Since (r̄1, . . . , r̄k) is a A-regular sequence, we conclude that b⊗1S = 0, and so b = 0 as S is a

free R-algebra.

Combining Proposition 4.2.6 and Lemma 4.2.8 we have the following result.
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Theorem 4.2.9. Let X be a G-space. H∗
G(X) is a j-th syzygy over H∗(BG) if and only if H∗

H(X)

is a j-th syzygy over H∗(BH).

Also from Proposition 3.4.17 we obtain immediately the next corollary.

Corollary 4.2.10. Let X be a k-Poincaré duality space with an action of G. If H∗
G(X) is a j-th

syzygy for j ≥ (n+1)/2 then H∗
G(X) is free over H∗(BG).

In particular, H∗
G(X) is a free H∗(BG)-module if and only if H∗

H(X) is a free H∗(BH)-module.

As a corollary from Theorem 4.2.9 and the criterion for equivariant formality (Proposition 2.5.5)

we get the next result.

Corollary 4.2.11. Let X be a path-connected finite dimensional G-CW-complex. Recall that

b(X) = ∑i dimF2 H i(X) denotes the Betti sum of X and suppose that b(X) < ∞. Then X is

G-equivariantly formal over F2 if and only if b(X) = b(XH).

Theorem 4.2.9 shows that the H-equivariant cohomology of X is determined by the G-

equivariant cohomology of X . As in the case for compact connected Lie groups and maximal

torus for rational coefficients, we can also describe the G-equivariant cohomology of X in terms

of the Weyl invariants of the H-equivariant cohomology of X . Recall that the Weyl group of H

in G is defined as the quotient W = NG(H)/H where NG(H) denotes the normalizer of H in G.

We first prove the following proposition.

Proposition 4.2.12. Let W = NG(H)/H be the Weyl group of H in G. Then W ∼= (Z/2)n and

there is an isomorphism of algebras H∗(BG)∼= H∗(BH)W where the action on the cohomology

of H∗(BH) is induced by the conjugation action of W on H.

Proof. Write H = ⟨(g1,e), . . . ,(gn,e),(1,τ)⟩ where g2
i = 1 in the i-th factor S1 of T . We claim

that NG(H) ∼= (Z/4)n ⋊Z/2 where (Z/4)n = ⟨θ1, . . . ,θn⟩ is generated by elements θ 2
i = gi
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and Z/2 acts on Z/4 by inversion. Notice that for any (g,σ) ∈ G where g ∈ T and σ ∈ ⟨τ⟩,

(g,σ) commutes with every element in H of the form (gi,e) and so we only need to restrict to

looking at the conjugation of the element (1,e) ∈ H by (g,σ). Namely, if (g,σ) ∈ NG(H) we

have that (g,σ)(1,τ)(gσ ,σ) = (g2,τ) ∈ H and thus we get g ∈ ⟨θ1, . . . ,θn⟩. This implies that

W ∼= (Z/2)n is generated by the cosets (θi,e)H for i = 1, . . . ,n.

Recall that for any topological group the map induced in the cohomology of the classifying

space by the conjugation of a fixed element is the identity map [Adem and Milgram, 2013,

Ch.II Thm.1.9], and this shows that i∗(H∗(BG)) ⊆ H∗(BH)W . It only remains to check the

reverse inclusion to finish the proof. We now proceed to compute the induced action on the

cohomology of H∗(BH) ∼= k[t1, . . . , tn,w] where the variables ti are dual to e+gi and w is to

e+ τ in F2[H] as discussed in Section 3.4. Fix i ∈ {1, . . . ,n}, notice that any (θi,e)H ∈ W

acts trivially on the generators (g j,e) ∈ H; on the other hand, we have that (θi,e)H · (1,τ) =

(θi,e)(1,τ)(θigi,τ) = (gi,τ). Using a similar approach as in the proof of Proposition 3.4.5, we

see that the induced map ϕi by the action of (θi,e)H on the cohomology ring F2[t1, . . . , tn,w] is

given by ϕi(t j) = t j for j ̸= i, ϕi(ti) = ti +w and ϕi(w) = w.

By Proposition 4.2.3, consider an element P = ∑I∈Λ PItI ∈ H∗(BH)W where PI ∈ H∗(BG) are

uniquely determined. We will show that PI = 0 if I(k) ̸= 0 for some 1 ≤ k ≤ n. Suppose

that I ∈ Λ is such that I(k) ̸= 0, then ϕk(PItI) = PItI +wPItIk where Ik( j) = I( j) if j ̸= k and

Ik(k) = 0. Under this notation, we have that ϕk(tIk) = tIk and then the equation P = ϕk(P)

implies that PIk +wPI = PIk and so PI = 0 as desired.

Let X be a G-space. Notice that the actions of W on H induce an action on XH as well as

on equivariant cohomology. This action is given by n · [z,x] = [ fn(z),n · x] where the action

on the first factor is the one induced on EG by the conjugation of n. It is well defined as

n · [hz,hx] = [nhn−1 fn(z),(nh)(n−1n) · x] = n · [z,x]. Furthermore, since the conjugation action
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is trivial on both H∗(BG) and H∗(X), it follows that it also is on H∗
G(X). In particular, this

shows that i∗(H∗
G(X)) ⊆ H∗

H(X)W . Actually, the isomorphism of Proposition 4.2.12 can be

extended to a natural isomorphism in equivariant cohomology by using the Eilenberg-Moore

spectral sequence. We summarize it in the following result.

Theorem 4.2.13. Let X be a G-space, H the maximal 2-torus in G and W the Weyl group of H

in G. Suppose that G acts trivially on the cohomology of X. Then there is a natural isomorphism

of H∗(BG)-algebras

H∗
G(X)∼= H∗

H(X)W

induced by the inclusion H → G.

Theorem 4.2.9 is a particular case of a more general situation as follows, first we introduce the

following definition motivated by the approach done by [Baird and Heydari, 2018].

Definition 4.2.14. Let G be a compact group and let H be a closed subgroup of G. We say that

the pair (G,H) has the free extension property over k or (G,H) is a free extension pair if

the map H∗(BH;k)→ H∗(G/H;k) is surjective.

Notice that the last statement is equivalent to the local coefficient system being trivial and

the degeneracy of the Serre spectral sequence associated to the fibration G/H → BH → BG

and thus H∗(BH) becomes a free H∗(BG)-module. A similar approach as in Proposition 4.2.6

shows that for any G-space X , there is a natural isomorphism of H∗(BH;k)-algebras

H∗
H(X ;k)∼= H∗

G(X ;k)⊗H∗(BG;k) H∗(BH).

For example, if G= T is a torus and H = T2 is the maximal 2-torus in T , then (T,T2) has the free

extension property over a field of characteristic two. Furthermore, if G =U(n),SU(n),O(n)

or SO(n) and H is the unique (up to conjugation) maximal 2-torus in G, then the pair (G,H)

satisfies the free extension property over a field of characteristic two [Baird and Heydari, 2018,

Prop.6-Prop.8].
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Using these notions, we can generalize the previous results into the next corollary.

Corollary 4.2.15. Let (G,H) be a free extension pair over F2 where H is a 2-torus. For any

G-space X and 1 ≤ j ≤ n, H∗
G(X) is a j-th syzygy over H∗(BG) if and only if H∗

H(X) also is

over H∗(BH). In particular, for torus actions, X is T -equivariantly formal if and only if it is

T2-equivariantly formal.

This result shows that, considering coefficients over a field of characteristic 2, the equivariant

cohomology for actions of tori, (special) unitary or orthonormal groups are closely related to

the equivariant cohomology for the restriction to 2-torus actions.

Example 4.2.16. Let X = RPn and G = SO(n+ 1). Denote by G2 the maximal 2-torus in

G. Consider the canonical transitive action of G on Sn which descends to an action of G

on RPn. As this action is transitive, we have that X = G · x for a chosen point x ∈ RPn and

thus H∗
G(X) ∼= H∗

G(G · x) ∼= H∗(BGx). Notice that Gx ∼= SO(n)⋊Z/2 ∼= O(n) and H∗
G(X) ∼=

H∗(BO(n)). On the other hand, by Corollary 4.2.15 we have that X is G-equivariantly formal as

it is G2-equivariantly formal (XG2 is a discrete space of n+1-points and thus b(X) = b(XG2)).

Finally we get an isomorphism of H∗(BSO(n+1))-modules

H∗(BO(n))∼= H∗(BSO(n+1))⊗H∗(RPn)

where the H∗(BG)-module structure on H∗(BO(n)) is induced by the inclusion O(n)→ SO(n+

1) given by A 7→

A 0

0 det(A)

.

On the other hand, there is no apparent relation between equivariant formality for a group G and

its maximal 2-torus when the ground field is changed as we illustrate in the following example.

Example 4.2.17. There exist T -spaces X and Y such that X is T -equivariantly formal over Q

but not over F2, and Y is T -equivariantly formal over F2 but not over Q. Firstly, let X = SO(4)



4.3 Equivariant cohomology for the real locus 102

be the special orthogonal group. Identify T = S1 with the special orthogonal group SO(2). For

g ∈ T , and A ∈ SO(4) consider the action

g ·A =

g 0

0 I2

A

I2 0

0 g−1


In fact, if A=

A11 A12

A21 A22

where Ai j ∈R2×2, then g ·A=

gA11 gA12g−1

A21 A22g−1

. If A∈ XT , then

we can easily check that A11 =A22 = 0, det(A12)det(A21)= 1 and A12,A21 ∈O(2). Furthermore,

A12 commutes with all matrices in SO(2) and this implies that A12 ∈ SO(2) and so is A21.

Summarizing, we have that the fixed point subspace XT = XT2 consists of all matrices A = 0 A12

A21 0

 such that A12,A21 ∈ SO(2) and thus XT ∼= SO(2)×SO(2) = S1 ×S1. In this case

bQ(XT ) = 4. There is a homeomorphism X ∼= S3 ×RP3 [Hatcher, 2002, p.294] which implies

that bQ(X) = 4 and thus X is T -equivariantly formal over Q. On the other hand, bF2(XT2) = 4

but bF2(X) = 8; then X is not T -equivariantly formal over F2.

Secondly, consider the space Y = S1 with the action of T = S1 given by g · y = g2y. With this

action, Y is not T -equivariantly formal over Q as the action is locally free and so H∗
T (Y ;Q)∼=

H∗(Y/S1;Q) = H∗(pt;Q) (Proposition 2.3.5). On the other hand, the induced action of T2 on Y

is trivial and thus Y is T2-equivariantly formal over F2, and so it is with respect to the T -action.

4.3 Equivariant cohomology for the real locus

In this section, we generalize the notion of spaces with a torus action and a compatible

involution to a large class of groups, and we study the equivariant cohomology for the fixed

point subspace under the compatible involution to generalize Theorem 1.5 from the introduction
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into a topological setting. We first introduce this notion motivated by the case when X is a

complex variety and the involution is induced by the complex conjugation.

Definition 4.3.1. Let X be a space with involution τ . The real locus of X is defined as the fixed

point subspace Xτ .

Let G be a compact group, X be a G-space and τ be an involution on X . We say that τ is

a compatible involution on X if there is an action of Z/2 = ⟨τ⟩ on G such that τ(g · x) =

τ(g) · τ(x) for any g ∈ G, x ∈ X . Similarly to the discussion at the beginning of this chapter,

the condition of compatibility is equivalent to an action of the group Gτ = G⋊τ Z/2 on X . In

particular, the group Gτ acts on the real locus Xτ as we state in the following remark.

Remark 4.3.2. Let X be a G-space with a compatible involution τ . The action of G on X

induces a natural action of Gτ on the real locus Xτ . In fact, let g ∈ Gτ and X ∈ Xτ . Then we

have that g · x ∈ Xτ as

τ(g · x) = τ(g) · τ(x) = g · x.

Definition 4.3.3. Let X be a Gτ -space and H be a τ-invariant subgroup of G. We say that

(G,H) is a τ-free extension if both (G,H) and (Gτ ,Hτ) are free extensions.

With this notation introduced, we can proceed to prove the following theorem for generalized

syzygies over a Noetherian ring.

Theorem 4.3.4. Let G be a compact group and let X be a G-space with a compatible involution

τ . Suppose that there is 2-torus H in G such that τ acts trivially on H and (G,H) is a τ-free

extension For any splitting Hτ
∼= H ×L and for any integer j ≥ 1, if H∗

Gτ
(X) is a j-th syzygy

over H∗(BGτ), then so is H∗
Gτ (XL) as a module over H∗(BGτ). In particular, XL is the real

locus of X.
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Proof. As H is a 2-torus, (G,H) is a free extension if and only if (Gτ ,Hτ) is. In fact, it follows

from the commutativity of the diagram

H∗(BHτ) H∗(Gτ/Hτ)

H∗(BH) H∗(G/H)

where the map H∗(Gτ/Hτ)→ H∗(G/H) is an isomorphism and H∗(BHτ)→ H∗(BH) is sur-

jective. If X is a j-th syzygy over H∗(BGτ), it follows from Corollary 4.2.15 that it also is as

a module over H∗(BHτ)∼= H∗(B(H × τ)). We can use now the tools for syzygies for 2-torus

actions discussed in §3.5. In fact, from Theorem 3.5.6 applied to the subgroup L ⊆ Hτ , we

obtain that H∗
Hτ/L(X

L)∼= H∗
H(X

L) is a j-th syzygy over H∗(B(Hτ/L))∼= H∗(BHτ). Again by

Corollary 4.2.15, we get that X is a j-th syzygy over H∗(BGτ).

This theorem applies, for instance, to the groups G = T ⋊ (Z/2)n for any n ≥ 0 where each

involution τ ∈ (Z/2)n acts by inversion on T ; in particular, this generalizes torus actions and

torus actions with compatible involutions by considering H as the maximal 2-torus in G. It also

applies to SO(n) with the canonical τ-action that makes the isomorphism SO(n)⋊τ Z/2∼=O(n);

in this case, H is the maximal 2-torus in SO(n). In particular, by Theorem 4.2.9, a lot of

information of the G-equivariant cohomology comes by considering 2-torus actions and F2-

coefficients and a topological generalization of Theorem 1.5 where Hamiltonian torus actions

on symplectic manifolds (equivalently T -equivariantly formal) is discussed; since we are

weakening the geometrical assumptions, we need to strengthen our hypothesis by assuming

G-equivariantly formality on our spaces.

Theorem 4.3.5. Let G= T ⋊Z/2 and X be a path-connected finite-dimensional G-CW-Complex

where T is a torus. If H∗
G(X) is a j-th syzygy over H∗(BG), then so is H∗

T2
(Xτ) as a module over

H∗(BT2). In particular, if X is G-equivariantly formal, then the real locus Xτ is T2-equivariantly

formal.
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Example 4.3.6. Let X be a T -space. Suppose X is also a conjugation space (Definition 4.1.5)

with a compatible conjugation τ . Then from Theorem 4.3.5 and Corollary 4.1.8 we have that

the real locus Xτ is T2-equivariantly formal.

The assumptions of Theorem 4.3.5 can not be weakened. For example, If X is a G-space such

that it is simultaneously T -equivariantly formal and τ-equivariantly formal, it is not necessary

true that X is G-equivariantly formal or so its real locus Xτ is T2-equivariantly formal as the

next example exhibits.

Example 4.3.7. let X = {(u,z)∈C×R : |u|2+ |z|2 = 1}= S2, let T = S1 act on X by g ·(u,z) =

(gu,z); more precisely, by scalar multiplication in the first factor. Let τ be the involution

τ(u,z) = (ū,−z) which is compatible with the torus action. Notice that XT = {(0,1),(0,−1)}∼=

S0 and Xτ = {(−1,0),(1,0)} ∼= S0. Therefore, the action of T2 on Xτ is the multiplication by

±1 and thus it is a free T2-space, this implies that its T2-equivariant cohomology is not free over

H∗(BT2). On the other hand, H∗
T (X) is a free H∗(BT )-module since X and XT have the same

Betti sum.

One of the main issues of this example is that XG = /0, even assuming XG ̸= /0 a counterexample

can be found and its construction is motivated by [Su, 1964, Sec. 5]. We start by recalling the

following well-known construction of topological spaces.

Definition 4.3.8. Let f : X →Y be a G-map between G-spaces X and Y . The mapping cylinder

is defined as the G-space M f = (X × [0,1])⊔Y/∼ where (x,1)∼ f (x), with the action given by

g · (x, t) = (gx, t) for (x, t) ∈ X × [0,1] and the regular action on Y ; notice that it is well defined

at the points of the form (x,1) since f is a G-map.

The space M f is G-homotopic to Y , and therefore H∗(M f ) ∼= H∗(Y ). Also, the fixed point

subspace (M f )
G ∼= M f G where f G : XG → Y G. Now let g : X → Z be a G-map and Mg the



4.3 Equivariant cohomology for the real locus 106

respective mapping cylinder, then the space M f ,g = M f ∪X×{0} Mg has cohomology groups

fitting in the long exact sequence

0 → H0(M f ,g)→ H0(Y )⊕H0(Z)→ H0(X)→ H1(M f ,g)→ ·· ·

following from the Mayer-Vietoris long exact sequence. Moreover, M f ,g becomes a G-space

and (M f ,g)
G ∼= M f G,gG . In particular, we have

Proposition 4.3.9. Let m,n,r be different integers, h : Sm → Sn a map between spheres and

consider f = h× id : Sm ×Sr → Sn ×Sr and g : Sm ×Sr → Sm the projection. Then H∗(M f ,g)

is free over Z/2 where a copy of Z/2 happens in degree 0,n,m+ r+ 1,n+ r and it is zero

otherwise. In particular, b(M f ,g) = 4.

Example 4.3.10. Let X = S3 ⊆C2, Y = S5 ⊆C3 and Z = S9 ⊆C4. Let T = S1 act on X and Y

by scalar multiplication on the first component , and let T act on Z by scalar multiplication on

the first and second components and trivially otherwise. Then XT = S1, Y T = S3 and ZT = S5.

Let τ act on X and Y as the complex conjugation on the first component respectively, and on Z

as the complex conjugation on the first and second component and multiplication by −1 on the

other components. Then Xτ = S2, Y τ = S4 and Zτ = S1. Note that the induced action of T2 ⊆ T

is free on Zτ .

Let f : X×Z →Y ×Z be the map i× id where i is the inclusion i(u,z)= (u,z,0), and g : X×Z →

X the projection. Consider the T -space M = M f ,g and the induced action of τ on M becomes

a compatible involution. Then b(M) = b(MT ) = b(MT2) = b(Mτ) = 4 from Proposition 4.3.9,

but b(MG) = b((Mτ)T2) = 2.

Example 4.3.11. Let X = S3 , Y = S2 and h : X → Y be the Hopf map. This map can be

explicitly presented as h(u,z) = (2uz̄, |u|2 −|z|2) where S3 is seen as the unit sphere in C2 and

S2 as the unit sphere in C×R. Let T = S1 act on S3 and S2 as the complex multiplication in

the first component respectively, and τ be the involution on S3 and S2 given by the complex
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conjugation in the first component respectively. Then τ is compatible with the torus action

and XT ∼= S1, Xτ ∼= S2, Y T ∼= S0 and Y τ ∼= S1. Now let Z = S5 be the unit sphere in C3, let T

act on Z by multiplication in the first component and τ be the involution on Z given by the

complex conjugation in the first component, and multiplication by −1 in the second and third

component; then ZT ∼= S3 and Zτ ∼= S0, notice that the action of the 2-torus T2 ⊆ T on Zτ is

free.

Let M = M f ,g be the construction of Proposition 4.3.9 , then b(M) = b(MT ) = b(Mτ) = 4

and thus M is T -equivariantly formal; nevertheless, Mτ is not T2-equivariantly formal since

b((Mτ)T2) = 2 < b(Mτ).

We can summarize these examples into the following proposition.

Proposition 4.3.12. There is a topological space M with an action of a torus T and a compatible

involution τ such that MG ̸= /0, M is T -equivariantly formal and Z/2-equivariantly formal, but

the real locus Mτ is not T2-equivariantly formal with respect to the induced action of the 2-torus

T2 ⊆ T on Mτ .

4.4 Application: Big polygon spaces

The big polygon spaces provide remarkable examples of the study of equivariant cohomology of

T -spaces since their equivariant cohomology is not free but they realize all other possible syzygy

orders. Their non-equivariant and T -equivariant cohomology was determined by [Franz, 2015]

where an upper bound for their syzygy order was conjectured which was proved later in

[Franz and Huang, 2019]. These spaces generalize chain spaces and polygon spaces studied in

different contexts by [Farber and Fromm, 2013] and [Hausmann, 2014] for instance. The real

analogue of these spaces is also studied by [Puppe, 2018] in the case of 2-torus actions and

cohomology with F2-coefficients.
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Let a,b be positive integers and M = (S2a+2b−1)n ⊆ (Ca ×Cb)n, l = (l1, . . . , ln) ∈ Rn such that

li > 0 for all i. Consider

X =

{
(u,z) ∈ M :

n

∑
i=1

liui = 0

}

and let T = (S1)n acts on X by g · (u,z) = (u,gz), where gz = (g1z1, . . . ,gnzn) ∈ (Cb)n, gizi is

the scalar multiplication in Cb for any i = 1, . . . ,n, and set τ as the complex conjugation in all

variables. Then X is a T -space with a compatible involution and therefore it inherits an action of

G= T ⋊Z/2; furthermore, X is an orientable compact connected T -manifold of dimension (2a+

2b−1)n−2a [Franz, 2015, Lemma 2.1]. Following the notation of [Farber and Fromm, 2013],

the space of polygons of dimension d is defined as

Ed(l) = {(u1, . . . ,un) ∈ (Sd−1)n :
n

∑
i=1

liui = 0}

we obtain that XT = E2a(l), XG = Ea(l). Moreover, the real locus Xτ is the real big polygon

space studied in [Puppe, 2018].

We now focus on discussing the syzygy order of H∗
G(X) over H∗(BG), the first result is the

following.

Proposition 4.4.1. H∗
G(X) is not free over H∗(BG). In fact, H∗

G(X) is not a j-th syzygy for

j ≥ (n+1)/2.

Proof. For the first statement, we will use that XG = XH and that the Betti sum of XG is

strictly less than the Betti sum of X to conclude that H∗
G(X) is not free over H∗(BG) (Corollary

4.2.11). The integer cohomology of X is free and its Betti sum is b(X) = 2n as shown in

[Franz, 2015, Prop.3.3]. On the other hand, when a > 2, the F2-cohomology of the space

XG = Ea(l) is isomorphic to a quotient of an exterior algebra on n-generators by a non-trivial

ideal [Farber and Fromm, 2013, Prop. 4.2 ] and so b(XG)< 2n. The same bound holds when

a = 2 by using that E1(l) ∼= S1 ×E1(l)/SO(2) and the computation of the Betti sum as in

[Farber, 2008, §1.9]. This shows that b(XH)< b(X) and thus X is not G-equivariantly formal
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by Corollary 4.2.11. The last assertion of the proposition follows directly by applying Corollary

4.2.10 as X is a compact manifold and it satisfies Poincaré duality for F2-cohomology.

Now we restrict to the equilateral case of l = (1,1, . . . ,1) ∈ Rn and n = 2m+1. Under these

assumptions we have that H∗
T (X) is an m-th syzygy over H∗(BT ) but not an (m+1)-st syzygy

[Franz, 2015, Prop 5.1] with coefficients in a field of characteristic 0. We will prove that this

condition still holds when we consider the G-equivariant cohomology of X and F2-coefficients,

then from Theorem 4.3.5 we will give an alternative proof to [Puppe, 2018, Cor. 3.17] where it

is computed the syzygy order of the equilateral real big polygon spaces. By Lemma 4.2.9 we

can restrict to study the action of the 2-torus H = T2 ×Z/2 where T2 denotes the 2-subtorus

of T and Z/2 ∼= {id,τ}. In order to compute the H-equivariant cohomology of X , we will

use the equivariant Poincaré-Alexander-Lefschetz duality for 2-torus actions. Namely, let

ι : M \X → M be the inclusion and let ιH
∗ be the induced map in equivariant homology. For

simplicity set d = 2a+2b−1; Theorem 3.2.3 implies that there is a short exact sequence

0 → coker iH∗ [nd]→ H∗
H(X)→ ker iH∗ [nd −1]→ 0. (4.4.1)

For any subset J ⊆ {1,2, . . . ,n}, write Jc = {1, . . . ,n} \ J and J ∪ j = J ∪{ j}, and we define

l(J) = ∑ j∈J lJ . We say that J is short if l(J)< l(Jc). In our case with l = (1,1, . . . ,1), J is short

if and only if |J| ≤ m. Also, we define the manifolds

VJ = {(u,z) ∈ M : ∀ j /∈ J (u j,z j) = ∗}

WJ = {(u,z) ∈ M : ∀ j,k /∈ J, u j = uk,z j = zk = 0}

where ∗ ∈ S2a+2b−1 ∩ (Ca ×{0}) is a chosen base point. Notice that VJ is homeomorphic to

a product of |J| d-spheres and WJ ∼= VJ × S2a−1; these homeomorphism imply that VJ ⊆ WJ ,

dimVJ = |J|d and dimWJ = |J|d +(2a− 1). Let [VJ], [WJ] be their respective homological

orientation classes and [VJ]H , [WJ]H their equivariant lifting. Then H∗(M) is free with basis
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{[VJ] : J ⊆ {1, . . . ,n}} and H∗(M \X) is free with basis {[VJ], [WJ] : J short} [Franz, 2015, Lem.

3.2].

Analogously to [Franz, 2015, Lem. 4.5, Prop.4.6] we have

Proposition 4.4.2.

(i) HH
∗ (M) is a free H∗(BH)-module with basis {[VJ]H , J ⊆ {1, . . . ,n}}.

(ii) HH
∗ (M \X) is a free H∗(BH)-module with basis {[VJ]H , [WJ]H , J short }.

(iii) ιH
∗ ([VJ]H) = [VJ]H and ιH

∗ ([WJ]H) = ∑ j/∈J wb
j(w j +w)b[VJ∪ j]H .

Proof. Notice that b(M) = b(MH) as MH ∼= (S2a−1)n; thus M is H-equivariantly formal and

we obtain that the restriction map

HH
∗ (M)→ H∗(M)

which is the edge homomorphism of the homological spectral sequence (3.1.3) with E2-page

given by E2 = H∗(M)⊗H∗(BH) and converging to HH
∗ (M) is surjective as the basic elements

[VJ] have a lifting in H∗
H(M). Therefore, the spectral sequence collapses and so {[VJ]H , J ⊆

{1, . . . ,n}} is a basis of HH
∗ (M) over H∗(BH) as in the Leray-Hirsch Theorem (Theorem A.8)

proving then (i). The proof of (ii) follows in a similar fashion.

To prove (iii), we will use the H-equivariant Euler class (Definition 3.2.4) since it will help to

compute explicitly the map ιH
∗ on the generators of HH

∗ (M \X). Let K = K1 ×K2 where K1 =

{1,g},K2 = {1,τ} , g denotes the action induced by multiplication by −1 and τ the complex

conjugation in C, and let x,w denote the generators of H∗(BK1) and H∗(BK2) respectively.

From Example 3.2.6 we have that eK(0⊆C)= x(x+w). Let S denote the unit sphere in Ca×Cb,

let τ be the complex conjugation on Ca ×Cb and g the multiplication by −1 on Cb . Set K1, K2

and K as before. Then eK(SK1 ⊆ S) = eK(Ra×{0} ⊆Ra×Cb) = eK(0 ⊆Cb). From the above
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computation and the multiplicativity of the Euler class we get that eK(SK1 ⊆ S) = xb(x+w)b ;

or equivalently, [SK1 ]K = xb(x+w)b[S]K .

Now the proof for the case of the torus action on the big polygon space found in [Franz, 2015,

Lem.4.5] can be imitated in our situation to show that (iii) holds. Firstly, the identity iH∗ ([VJ]H)=

[VJ]H follows from the naturality of the equivariant homology, that is, from the commutative

diagram

HH
∗ (VJ)

HH
∗ (M \X) HH

∗ (M)
ιH
∗

.

To compute iH∗ ([WJ]), we need to “enlarge” the acting group. For J ⊆ [n], define τJ the involution

on M given by the complex conjugation on the variables u j : j ∈ J and z j : j ∈ J, and write

σJ = τJc . Set HJ = T2×τJ ×σJ and H → HJ the map induced by the identity on T2 and the map

which sends τ to (τJ,σJ). Thus we get a map H∗(BHJ) = k[t1, . . . , tn,wτ ,wσ ]→ H∗(BH) =

k[t1, . . . , tn,w] sending wτ and wσ to w and it is the identity in the other variables. Moreover,

we have maps in equivariant homology

HHJ
∗ (M)→ HH

∗ (M)

Notice that the HJ-action on M induces an action of H on M; such an action coincides with

the initial action of H on M described at the beginning of the section. Also, we have similar

restriction maps for the HJ-invariant submanifolds X ,M \X ⊆ M.

Let M̃ = M ∩ (Ca ×{0})n ∼= (S2a−1)n. For J ⊆ [n], let ∆J be the inclusion of S2a−1 into the

factors j ∈ J of M̃. Notice that there is a homeomorphism WJ ∼= VJ ×∆Jc; moreover, such

homeomorphism yields to an equivariant decomposition HJ = (KJ × τJ)× (KJc ×σJ) where

KJ ⊆ T2 is the 2-subtorus of non-trivial factors in the position j ∈ J. Therefore, by the Künneth

theorem for equivariant homology (Theorem 3.2.5) we have that

[WJ]HJ = [VJ]KJ×τJ × [∆Jc]KJc×σJ
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By naturality, we have that

iHJ
∗ ([WJ]HJ) = iKJ×τJ

∗ ([VJ]KJ×τJ)× iKJc×σJ
∗ ([∆Jc ]KJc×σJ) (4.4.2)

As above, it is straightforward to check that iKJ×τJ
∗ ([VJ]KJ×τJ) = [VJ]KJ×τJ , so it only remains

to compute the last term of (4.4.2). Without loss of generality we can assume that J = /0, so

∆Jc = ∆ is the diagonal of M̃, σJ = τ , τJ is trivial and HJ = H. So we need to compute iH∗ ([∆]H).

Since in H∗(M̃) we have that [∆] = ∑
n
j=1[∆ j] and M̃ is H-equivariantly formal, we have then

in equivariant homology that [∆]H = ∑
n
j=1[∆ j]H . Consider the inclusion K1 → H into the j-th

factor of T2, denote this group by K j. This map induces in cohomology an identification of x

with t j. Observe that ∆ j =V T2
j =V K j

j and thus [∆ j]H = [V K j
j ]K j×τ . We obtain by naturality of

the Euler class and the above computation that [∆ j]H = tb
j (t j +w)b[Vj]H . Finally, this implies

that

iH∗ ([∆]H) =
n

∑
j=1

tb
j (t j +w)b[Vj]H (4.4.3)

For the general case, using this computation, for any J we have again by (4.4.2) that

iHJ
∗ ([WJ]HJ) = iKJ×τJ

∗ ([VJ]KJ×τJ)× iKJc×σJ
∗ ([∆Jc ]KJc×σJ)

= [VJ]KJ×τJ × ∑
j/∈J

tb
j (t j +wσ )

b[Vj]KJc×σJ

= ∑
j/∈J

tb
j (t j +wσ )

b[VJ∪{ j}]HJ

The computation for the H-equivariant cohomology follows by naturality and using the restric-

tion map H∗(BHJ)→ H∗(BH) with maps wσ to w.

Let R = H∗(BH) = F2[t1, . . . , tn,w] and write y j = t j(t j +w). We will use the Koszul resolution

of L=R/(yb
1, . . . ,y

b
n) analogous to [Franz, 2015, §5] to identify H∗

H(X) with the Koszul syzygies

appearing in the resolution as described in Appendix B. Notice that the sequence (t1, . . . , tn,w)

is regular in R, and so the sequence (t1 +w, . . . , tn +w) is regular. By Proposition B.3 it follows
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that the sequence (yb
1, . . . ,y

b
n) is regular and so Proposition B.12 implies that there is a free

resolution of L given by

0 →
n∧

N δn−→
n−1∧

N → ··· →
2∧

N
δ2−→ N

δ1−→ R → L → 0

where N is the graded free R-module with basis {v1, . . . ,vn} each of degree 2b. We denote by

N∨ the R-dual of N generated by {ṽ1, . . . , ṽn} dual to the basis of N each of degree −2b. The

map δk is given by δk(v j1 ∧·· ·∧ v jk) = ∑
k
i=1 y jiv j1 ∧·· ·∧ v̂ ji ∧·· ·∧ vik . Set Kk = Im(δk)[−2bk]

the k-th Koszul syzygy of L. The degree shift is made so Kk is generated by elements of

degree 0. Recall that by the self-duality of the Koszul resolution, Kk can be identified with the

image of the map Im(dn−k+1)[2b(n− k)] where dk = δ∨
k :

∧k−1 N∨ →
∧k N∨, where dk(ṽJ) =

∑i/∈J yiṽJ∪ j. We are identifying the basis of
∧k N∨ with the set of elements ṽJ = ṽ j1 ∧·· ·∧ ṽ jk

for J = { j1 < · · ·< jk} ⊆ {1, . . . ,n}. In particular, Kk+1 and Kk can be identified with the kernel

and image of the map dn−k+1 up to a degree shift.

We will use this construction to prove the main result of this section.

Proposition 4.4.3. Let n = 2m+1, m ≥ 1. The H-equivariant cohomology of the big polygon

space

X =

{
(u,z) ∈ M = (S2a+2b−1)n :

n

∑
i=1

ui = 0

}
is an m-th syzygy but not an m+1-st syzygy.

Proof. The proof is similar to the case of the torus action [Franz, 2015, Prop. 5.1]. First we

compute the kernel and cokernel of ιH
∗ : HH

∗ (M \X)→ HH
∗ (M) (induced by the inclusion) in

the short exact sequence (4.4.1)

0 → coker ι
H
∗ [nd]→ H∗

H(X)→ ker ι
H
∗ [nd −1]→ 0. (4.4.4)
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From Proposition 4.4.2 (i), (ii) we have that H∗
H(M \ X) ∼=

⊕
|J|≤m

(R · [VJ]H ⊕R · [WJ]H) and

H∗
H(M)∼=⊕J⊆[n]R · [VJ]H as R-modules. By Proposition 4.4.2 (iii), the kernel of the map

ι
H
∗ :

⊕
|J|≤m

R · [VJ]H ⊕
⊕
|J|<m

R · [WJ]H → HH
∗ (M)

is the free R-submodule of HH
∗ (M \X) generated by the elements [WJ]H −∑ j∈J yb

j [VJ∪ j]H where

|J|< m since ιH
∗ ([VJ]H) = [VJ]H and ιH

∗ ([WJ]H) = ∑ j/∈J tb
j (t j +w)b[VJ∪ j]H . On the other hand,

the map

ι
H
∗ :

⊕
|J|=m

R · [WJ]H →
⊕

|J|=m+1

R · [VJ]⊆ HH
∗ (M)

can be identified with the map dm+1 in the Koszul resolution of L = R/(yb
1, . . . ,y

b
n) described

above whose kernel is the Koszul syzygy Km+2. So we obtain that

ker(ιH
∗ )∼=

⊕
|J|<m

R[−|J|d − d̄]⊕Km+2[−md − d̄ +2]

The degree shifts follow from the fact that dimWJ = |J|d+ d̄ and dimVJ = |J|d and the conven-

tion that the Koszul syzygies are generated in degree 0.

Similarly, we can see that Im(ιH
∗ )∼=

⊕
|J|≤m R · [VJ]H ⊕ Im(dm+1) and thus

coker(ιH
∗ ) = HH

∗ (M)/ Im(ιH
∗ )∼=

⊕
|J|>m+1

R · [VJ]H ⊕ coker(dm+1)

Notice that from the Koszul resolution it follows that coker(dm+1)∼= Im(dm+2) = Km the m-th

Koszul syzygy of L. Summarizing, we obtained that

coker(ιH
∗ )∼=

⊕
|J|>m+1

R[−|J|d]⊕Km[−(m+1)d].

and thus both ker(ιH
∗ ) and coker(ιH

∗ ) are m-th syzygies. To finish the proof, it is enough to

show that the sequence (4.4.4) splits. This will follow from the following lemma [Puppe, 2018,

Lem.3.12] and using the singular Cartan model as a free R-model for equivariant cohomology.
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Lemma 4.4.4. Let 0 → A α−→ B →C → 0 be a short exact sequence of free differential graded

R-modules such that H∗(A) and H∗(B) are free R-modules. Then the exact sequence 0 →

coker(α∗)→ H∗(C)→ ker(α∗)→ 0 splits.

As an immediate corollary of Proposition 4.4.3 and Theorem 4.3.5, we obtain the next result.

Corollary 4.4.5. The equivariant cohomology of the real big polygon space Xτ under the

action of the 2-torus T2 is a m-th syzygy but not an m+1-st syzygy
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Appendix A

Fibrations and spectral sequences

In this section we recall the definition of fiber bundles, fibrations and spectral sequences,

together with remarkable results and properties of these constructions. The references followed

are [Mimura and Toda, 1991] and [Davis and Kirk, 2001].

Definition A.1. Let E, B be topological spaces with B connected. A fiber bundle over B, with

total space E and fiber F is an open covering {Uα : α ∈ I} of B and a continuous map p : E → B

satisfying that for any α there exists a map ϕα : p−1(Uα)→ F ×Uα such that the diagram

p−1(Uα) Uα ×F

Uα

ϕα

p proj

is commutative.

Note that for any b ∈ B there is a homeomorphism p−1(b) ∼= F; moreover, for any α,β ∈ I

such that Uα ∩Uβ ̸= /0, the map ϕαϕ
−1
β

: (Uα ∩Uβ )×F → (Uα ∩Uβ )×F is given by (b,x) 7→

(b, tαβ (b) ·x), where tαβ : B → K is a continuous map called transition function and K is a group

acting on F called the structure group of the fiber bundle. A principal G-bundle p : E → B is a

fiber bundle with fiber G and structure group G acting on itself by g ·g′ = g′g−1.
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Definition A.2. Let X be a topological space. The fundamental groupoid of X is the category

π(X) whose objects are the elements of X and the set of morphisms between two objects

x,y ∈ X is the set mor(x,y) = { f : I → X : f (0) = x, f (1) = y}/ ≃ where ≃ denotes the

homotopy relation relative to end points.

A system of local coefficients on X is a contravariant functor A : π(X)→ AbGrp from the

fundamental groupoid of X into the category of abelian groups. In other words, for any

x ∈ X , A(x) = Ax is an abelian group , and for any equivalence class of paths f : I → X ,

A( f ) : A f (1) →A f (0) is a group homomorphism.

When Ax = A for any x ∈ X and A( f ) is the identity map on A, we say that the local system of

coefficients A is trivial.

Definition A.3. Let X be a topological space and let A be a system of local coefficients on X .

Define

Cn(X ;A) =
{
∑gi ⊗σi : σi : ∆

n → X ,gi ∈ Aσi(v0)

}
⊆
⊕
x∈X

Ax ⊗ZCn(X)

where ∆n is the standard n-simplex, v0 = (1,0, . . . ,0)∈∆n and Cn(X) is the free abelian group of

n-chains in X . We make Cn(X ;A) into a chain complex by setting dn : Cn(X : A)→Cn−1(X ;A)

as dn(g⊗σ) = ∑
n
i=1(−1)ig⊗δiσ +A(λσ )(g)⊗δ0σ , where δiσ denotes the restriction of σ

to the (n−1)-simplex as the face across the vertex vi, and λσ is the path from σ(v1) to σ(v0)

given by λσ (t) = σ(tv0 +(1− t)v1).

We define the homology of X with local coefficients A, as the homology of the chain complex

Cn(X ;A); namely, H∗(X ;A) := H∗(C(X ;A)). Analogously, we can define the cohomology

with local coefficients H∗(X ;A). Note that when A is a trivial system of local coefficients, the

(co)homology with local coefficients agrees with the ordinary singular (co)homology.

Definition A.4. Let E, B be topological spaces. A continuous map p : E → B is a fibration if

it has the homotopy lifting problem with respect to any space X ; that is, for any commutative
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diagram

X ×{0} E

X × [0,1] B

f0

i0 p

F

F̃

there is a homotopy F̃ : X × [0,1]→ E that makes the diagram commute.

In particular, if p : E → B is a fiber bundle over a paracompact space, it is also a fibration.

Now let p′ : E ′ → B′ be another fibration. A map of fibrations is a pair of continuous maps

f : B → B′ and f̃ : E → E ′ so that p′ ◦ f̃ = f ◦ p.

As in the case of fiber bundles, for any continuous map f : X → B, the pullback f ∗E of a

fibration is a fibration over X , and the projection f ∗E → E together with f induces a map

of fibrations. An important property that fibrations satisfy is given by the following theorem

[Davis and Kirk, 2001, §6.13].

Theorem A.5 (Homotopy long exact sequence associated to a fibration). Let p : E → B be a

fibration, b ∈ B and set F = p−1(b). Then there is a long exact sequence in homotopy

· · · → πn(F, f )→ πn(E,e)→ πn(B,b)→ πn−1(F,b)→ ···

· · · → π1(B,b)→ π0(F, f )→ π0(E,e)→ π0(B,b).

where f ∈ F, e ∈ E and b ∈ B are the appropriate base points. It is important to remark that

the exactness at the level of π0 refers to the exactness as pointed spaces, in the sense that the

kernel of the map (pre-image of the base point) is equal to the image.

In particular, from the fibration of the universal G-bundle EG → BG, we have that πn(G) ∼=

πn+1(BG) for n ≥ 0.

The previous theorem is independent of the chosen base point as all the spaces Fb are homotopy

equivalent. This implies that F is well-defined up to homotopy equivalence if B is path-

connected. It will follow from the following remark.
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Remark A.6. Let γ : I → B be a path in B. We associate a map hγ : Fγ(0) → Fγ(1) satisfying

• If γ ∼ γ ′ (homotopy equivalent relative to end points) then hγ ∼ hγ ′ (homotopic maps).

• If γ is the constant path hγ ∼ idF .

• hγ∗γ ′ ∼ hγ ◦hγ ′ as long as the concatenation of paths γ ∗ γ ′ is defined.

In particular, these properties imply that hγ is a homotopy equivalence. Therefore; for any b ∈ B

we have a function

π1(B,b)→{[ f ] : F → F, [ f ] is the homotopy equivalence class of f }.

Furthermore, π1(B,b) defines a system of local coefficients A on B by setting Aq
b = Hq(F ;R)

where R is a ring and Aq([γ]) = h∗γ for [γ]∈ π1(B,b) and any q∈N. In this case, the cohomology

with respect to this system of local coefficients will be denoted by H∗(B;Hq(F ;R)). Observe

that there is a canonical action of π1(B,b) on Hq(Fb;R), and we say that π1(B,b) acts trivially

on the cohomology of the fiber if this action is trivial, or equivalently, the system of local

coefficients is trivial for every q.

Remark A.7. If B is simply connected, or if E → B is a fiber bundle with path connected

structure group G, then the system of local coefficients is trivial.

When in a fiber bundle the system of local coefficients is trivial, we have the following theorem

[Mimura and Toda, 1991, Ch.III.§4] due to Leray and Hirsch who proved it independently in

1940’s. We say that a space X is of finite cohomology type if H∗(X ;R) is a finitely generated

free R-module in each degree. For example, if R = k is a field and X is compact or a finite

CW -complex, it is of finite cohomology type.

Theorem A.8 (Leray-Hirsch Theorem). Let F → E → B be a fiber bundle such that either F is

of finite cohomology type each degree, or π1(B) acts trivially in the cohomology of the fiber and
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B is of finitely cohomology type. Assume that the map i∗ : H∗(E;R)→ H∗(F ;R) induced by the

inclusion of the fiber i : F → E admits an additive section θ : H∗(F ;R)→ H∗(E;R). Then the

map

φ : H∗(B;R)⊗H∗(F ;R)→ H∗(E;R)

given by φ(b⊗ x) = π∗(b) ·θ(x) is an isomorphism of H∗(B;R)-modules.

It is important to remark that if R is a field, the above map θ exists if and only if i∗ is surjective.

Powerful computational tools in homological algebra are the spectral sequences. In algebraic

topology, the Serre spectral sequence and the Eilenberg-Moore spectral sequence arise from

fibrations. We will finish then this section with the fundamental theorems of spectral sequences

for fibrations. Here H∗(X) will denote the singular cohomology H∗(X ;R) for any space X and

a fixed commutative ring R.

Theorem A.9 (Cohomology Serre spectral sequence). Let p : E → B be a fibration with fiber

F. There exists a sequence (E p,q
r ,dr), r = 2,3, . . . of bigraded chain complexes of R-modules,

and a sequence {Dk,n−k} of subgroups of Hn(E) satisfying the following properties.

1. There is a product

E p,q
r ⊗E p′,q′

r → E p+p′,q+q′
r .

2. dr is a homomorphism of R-modules of bidegree (r,1− r), that is, dr : E p,q
r → E p+r,q−r+1

r

satisfying

dr ◦dr = 0 and dr(xy) = dr(x)y+(−1)p+qxdr(y)

such that the cohomology H∗(E p,q
r ) with respect to dr is isomorphic to E p,q

r+1, and such

isomorphism preserves the product.
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3. There is an isomorphism ϕ : E p,q
2 → H p(B;Hq(F)) such that ϕ(a ·b) = (−1)p′qϕ(a)∪

ϕ(b). The product on the left-hand side term of is given in 1, and the product on the

right-hand side is the one arising from the cohomology cup product.

4. For r > max(p,q+1), there is an isomorphism E p,q
r ∼= E p,q

r+1 and this module is denoted

by E p,q
∞ .

5. The product in H∗(E) induces a product

Dp,q ⊗Dp′,q′ → Dp+p′,q+q′.

6. Dp,q ⊇ Dp+1,q−1,Dp,q/Dp+1,q−1 ∼= E p,q
∞ where the isomorphism preserves the product.

7. Hn(E) = D0,n.

8. A map of fibrations f̃ : E → E ′, f : B → B′ induces maps fr : E ′
r → Er and fD : D′ → D

which preserve products, commute with dr, ( fr)
∗ = f ∗r+1, and ( fD)

∗ = f∞. Also, f2 and

fD : (D′)0,n → D0,n are induced by f .

In this case, we write H∗(B;Hq(F))⇒ H∗(E) and we say that the spectral sequence converges

to H∗(E). In the case where, for some r ≥ 2, ds = 0 for s ≥ r, then Er ∼= E∞ and we say that the

spectral sequence degenerates at Er. Finally if Er is concentrated in a single row or column,

then the spectral sequence degenerates and we say that it collapses at the r-th page.

See [Mimura and Toda, 1991, Ch.III.Thm.2.10] for a reference of this result. As an important

corollary the Gysin long exact sequence [Mimura and Toda, 1991, Ch.III.Thm.2.10] can be

derived.

Corollary A.10. Let p : E → B be a fibration with fiber F satisfying H∗(F)∼= H∗(Sn) for some

n ≥ 1 and suppose that π1(B) acts trivially on the cohomology of F. Then there is a long exact
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sequence

· · · −→ Hk(B)
p∗−→ Hk(E)→ Hk−n(B)

q−→ Hk+1(B)
p∗−→ ·· ·

where q is the multiplication by an element e ∈ Hn+1(B) called the Euler class of B.

The map i∗ : H∗(E)→ H∗(F) induced by the inclusion, it is closely related to the degeneracy

of the spectral sequence as the next result states [Mimura and Toda, 1991, Ch.III.Thm. 4.4].

Theorem A.11. Let F → E → B be a fibration of path-connected spaces. The system of local

coefficients is trivial and the Serre spectral sequence degenerates at E2 if and only if the edge

homomorphism i∗ : H∗(E)→ H∗(F) is surjective.

We finish this section with another spectral sequence that arises from a fibration. An approach

due to Eilenberg-Moore resulted in a tool that allows approximating the cohomology of the fiber

F from knowledge of the cohomology of E and B. Usually in the literature, the assumption of

B being simply connected is imposed in the hypothesis; however, the existence of the spectral

sequence and the (non-strongly) convergence of it still holds when the local coefficient system

is trivial as we state in the following theorem [Eilenberg and Moore, 1966],[Smith, 1967].

Theorem A.12 (Cohomology Eilenberg-Moore spectral sequence). Let F → E → B be a

fibration of connected spaces and assume that π1(B) acts trivially on the cohomology of the

fiber. Let f : X → B be a continuous map and let f ∗E denote the total space of the pullback

bundle. There is a spectral sequence with E2 term given by

E2 = TorH∗(B;k)(H
∗(X ;k),H∗(E;k))

that converges to H∗( f ∗E;k). In particular, when X = pt, then f ∗E ∼= F and we get a spectral

sequence with E2-term

E2 = Tor∗,∗H∗(B;k)(k,H
∗(E;k))

converging to H∗(F ;k). Here cohomology with coefficients over a field k is being considered.
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Appendix B

Regular sequences and syzygies

In this section, we include some generalities on the theory of Noetherian rings and modules

over them. The main reason to restrict our study to this special setting is that the equivariant

cohomology that we have been discussed in this document is a module over a polynomial ring

(with field coefficients). Therefore, some of the algebraic properties derived from modules over

Noetherian ring will be reflected over the equivariant cohomology. Most of the proofs of the

results stated in this chapter will be omitted and can be found in the main references we are

following [Bruns and Herzog, 1998] and [Bruns and Vetter, 2006].

Throughout this section R will denote a Noetherian ring satisfying either of the following

properties:

(i) R is a local ring (i.e. R has a unique maximal ideal m).

(ii) R is an N-graded ring and m is the ideal consisting of homogeneous elements of positive

degree.

The assumptions over R are needed to be able to use Nakayama’s lemma. In the case (ii), all

R-modules are assumed N-graded.
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Let M be an R-module. An element x ∈ R is said to be M-regular if for any m ∈ M we have

that xm = 0, then m = 0; that is, x is not a zero divisor en M. We say that x is regular if it is

R-regular.

Definition B.1. A sequence of elements x = (x1, . . . ,xn) ∈ Rn is said to be an M-regular se-

quence if xi is M/(x1, . . . ,xi−1)-regular for 1 ≤ i ≤ n and M/xM ̸= 0. A regular sequence is a

R-regular sequence.

Example B.2. If R = k[x1, . . . ,xn], (x1, . . . ,xn) is a regular sequence.

As a consequence of our assumptions over R, and the Nakayama’s Lemma we have the following

properties [Bruns and Herzog, 1998, Prop.1.1.6, Prob.1.1.10]

Proposition B.3. Let M be a R-module and x = (x1, . . . ,xn) an M-regular sequence. We have

1. Any permutation of x is an M-regular sequence.

2. If (x1,x2, . . . ,xi−1,yi,xi+1, . . . ,xn) is an M-regular sequence, then (x1, . . . ,xiyi, . . . ,xn) is

an M-regular sequence.

3. xk = (xk
1, . . . ,x

k
n) is an M-regular sequence for all k ≥ 1.

An M-sequence x=(x1, . . . ,xk) is called maximal (resp. maximal in an ideal I), if (x1, . . . ,xk,xk+1)

is not an M-regular sequence for any xk+1 ∈ R (resp. any xk+1 ∈ I). Now we will illustrate that

all maximal regular sequences in a given ideal I have the same length.

Recall that the annihilator of M is defined as the ideal in R, Ann(M)= {r ∈R : rm= 0 for all m∈

M}. We state the following proposition [Bruns and Herzog, 1998, pp.9]

Proposition B.4. Let M,N be R-modules. Let x = (x1, . . . ,xn) be an M-regular sequence and

set I = Ann(N). Then
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1. If I contains an M-regular element, then HomR(N,M) = 0.

2. Suppose that xi ∈ Ann(N) for 1 ≤ i ≤ n. Then

HomR(N,M/(x1, . . . ,xn)M)∼= ExtnR(N,M).

Let I be an ideal such that IM ̸= M. Let (x1, . . . ,xn) be a maximal regular sequence in I. Set

N = R/I and so Ann(N) = I. From the previous proposition, since I contains a M/(x1, . . . ,xk)-

regular element for 0 ≤ k < n, we have that

ExtkR(R/I,M) = HomR(R/I,M/(x1, . . . ,xk)) = 0

and

ExtnR(R/I,M)∼= HomR(R/I,M/xM) ̸= 0

Therefore, we have that

n = min{k : ExtkR(R/I,M) ̸= 0}

is the length of a maximal M-sequence of elements in I.

Definition B.5. For an ideal I define depthI(M) = min{k : ExtkR(R/I,M) ̸= 0}, if IM = M,then

depthI(M) = ∞ and ExtkR(R/I,M) = 0 for all k ≥ 0. Finally define

depth(M) = depthm(M) = min{k : ExtkR(R/m,M) ̸= 0}

Recall that for any ring R, dimR denotes the Krull dimension of R. It is defined as the

supremum of the lengths of all chains of prime ideals in R. For an R-module M, we define

dimM = dim(R/ann(M)). It can be shown [Bruns and Herzog, 1998, Prop.1.2.12] that the

following relation holds.

Proposition B.6. Let M be a finitely generated R-module. Then depth(M)≤ dim(M).
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We say that M is a Cohen-Macaulay module if depth(M) = dim(M). The following result

[Eisenbud, 2005, Prop.A1.16] is a characterization dimension, depth and Cohen-Macaulay

property for modules over a polynomial ring.

Proposition B.7. Let R be a polynomial ring in n-indeterminate over a field k and M be an

R-module.

1. dimM = max{i : Extn−i
R (M,R) ̸= 0}.

2. depthM = min{i : Extn−i
R (M,R) ̸= 0}.

3. M is a Cohen-Macaulay module of dimension j if and only if Extn−i
R (M,R) = 0 for all

i ̸= j.

The submodules of a Cohen-Macaulay module can be also characterized as we state in the

following proposition [Allday and Puppe, 1993, Cor.A.6.16.].

Proposition B.8. Let M be a Cohen-Macaulay R-module of dimension j. Then any non-zero

submodule of M has dimension j.

In particular, this implies that any map of R-modules f : N → M is zero if dimN < dimM.

From now R will denote a polynomial ring in n indeterminate over a field k otherwise specified.

Let M be a finitely generated R-module. The Hilbert syzygy theorem states that M is a free

R-module if and only if there is an exact sequence

0 → M → F1 → ··· → Fn

of finitely generated free R-modules Fi. It is also possible to characterize torsion freeness

through exact sequences. In fact, M is a torsion-free R-module if and only if it is a submodule

of a finitely generated free module F; in other words, there is M fits into the exact sequence

0 → M → F .
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The aim of this section is to characterize the intermediate notion between free modules and

torsion-free modules. We first state the following definition.

Definition B.9. Let R be a Noetherian ring and let M be a finitely generated R-module. We say

that M is a j-th syzygy if there is an exact sequence

0 → M → F1 → ·· · → Fj

of finitely generated free R-modules Fi.

The next result ([Bruns and Vetter, 2006, §16.E]) is a characterization of the j-th syzygy mod-

ules.

Theorem B.10. Let M be a finitely generated R-module. Denote by M∨ = HomR(M,R). The

following statements are equivalent.

(a) M is a j-th syzygy.

(b) For all prime ideals p⊆ R, depthRp
Mp ≥ min( j,depthRp

Rp).

(c) Every R-sequence of length at most j is also an M-sequence.

(d) • If j = 1. M is torsion free.

• If j = 2. M is reflexive, that is, the canonical map M → M∨∨ is an isomorphism.

• If j ≥ 3. M is reflexive and ExtiR(M
∨,R) = 0 for i = 1, . . . , j−2.

A way of constructing syzygies of a given order is using the Koszul complexes. We will review

its construction and we mainly focus on its relation with regular sequences. The references

followed are [Bruns and Herzog, 1998, §1.6] and [Weibel, 1995, §4.5].

An important example of a commutative graded R-algebra is the following
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Example B.11. Let M be an R-module. The tensor product T (M) is the graded R-algebra

given by T (M)n = M⊗n with product given by a ·b = a⊗b; However, such a product might

not be commutative graded. If we consider the ideal I generated by elements of the form

x⊗x ∈ T (M), the graded exterior algebra is defined as
∧

M = T (M)/I and the induced product

by a∧b. In this case, we have that a∧b = (−1)|b||a|b∧a. Moreover, if M is a free R-module

and {ei : i ∈ I} is a basis, then (
∧

M)n =
∧n M is generated by the elements eJ = e j1 ∧ ·· ·e jn

such that J = { j1 < · · ·< jn} ⊆ I. If M is free or rank m, then
∧n M = 0 for n > m.

Now we construct the Koszul complex for an R-module M and an R-linear map f ·M → R.

Consider the assignment

(v1, . . . ,vn) 7→
n

∑
i=1

(−1)i+1 f (vi)v1 ∧·· ·∧ v̂i ∧·· ·vn

which defines an alternating n-linear map Mn →
∧n−1 M. This map induces a linear map

dn
f :
∧n M →

∧n−1 M and we get a graded linear morphism d f :
∧

M →
∧

M satisfying

• d f ◦d f = 0.

• d f (x)∧ y+(−1)|x|x∧d f (y).

The Koszul complex K( f ) is the chain complex

· · · →
n∧

M
d f−→

n−1∧
M → ·· · →

2∧
M

d f−→ M
f−→ R → 0.

The Koszul complex satisfies many interesting properties; however, for our purposes, we will

focus on its applications to graded rings and graded algebras over a field k.

Let R be a graded ring. For any x ∈ R, x is a regular element if and only if the sequence

0 → R x−→ R → R/(x) → 0 is exact, where (x) denotes the ideal generated by x. The latter

sequence is equivalent to say that R x−→ R → R/(x) is a free resolution of R/(x) as R-module. In

fact, this resolution may be obtained as a Koszul complex in the following way: Let M be the

free R-module generated by an element m of degree |x|. Consider the R-linear map f : M → R
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given by f (m) = x, then the Koszul complex K( f ) in this case is given by the chain complex

0 → M
f−→ R → 0. The degree shift on M is done so the map f is a map of degree 0. Since

Im( f ) = (x), the Koszul complex give rise to an exact sequence 0 → M x−→ R → R/(x) → 0

which coincides with the above sequence by identifying M ∼= R as ungraded rings.

Now we can take a look at the general case. Let (x1, . . . ,xn) be a regular sequence of homo-

geneous elements in R and M be an R-module of rank n generated by elements v1, . . . ,vn. We

regard M as a graded R-module by setting |vi| = |xi|. Consider the R-linear map f : M → R

defined in the basis elements as f (vi) = xi. Then the differential d f = δ in the Koszul complex

K( f ) = K(x1, . . . ,xn)

δk :
k∧

M →
k−1∧

M

given by δk(v j1 ∧·· ·∧ v jk) = ∑
k
i=1(−1)i+1x jiv j1 ∧·· ·∧ v̂ ji ∧·· ·∧ vik .

The main result out of this construction is summarized in the following result [Bruns and Herzog, 1998,

Cor 1.6.14].

Proposition B.12. Let (x1, . . . ,xn) be a sequence in R. The Koszul complex K(x1, . . . ,xn)

provides a free resolution of the R-module R/(x1, . . . ,xn) if and only if (x1, . . . ,xn) is a regular

sequence.

The complex K(x1, . . . ,xn) will be called the Koszul resolution of R/(x1, . . . ,xn). From the

exactness of the Koszul resolution, we have that the R-module Kk = Im(δk) = ker(δk−1) is a

k-th syzygy, and it is called the k-th Koszul syzygy of R/(x1, . . . ,xn).

The k-th Koszul syzygy also arises from the dual of the Koszul resolution K(x1, . . . ,xn) given

explicitly in the following way. Let {ṽ1, . . . , ṽn} be a basis of M∨ = HomR(M,R) dual to the

basis {v1, . . . ,vn}. This basis induces a basis for the exterior algebra ṽJ = ṽ j1 ∧ ·· · ∧̃v jk dual

to vJ . So we have an isomorphism (
∧

M∨) ∼= (
∧

M)∨. Under this identification, the map
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dk = δ∨
k :

∧k−1 M∨ →
∧k M∨ is given by dk(ṽ j1 ∧ ·· ·∧ ṽ jk−1) = ∑

n
i=1 xiṽ j1 ∧ ·· ·∧ ṽ jk−1 ∧ ṽi. If

we write J = { j1 < .. . < jk−1} then the map can be written as dk(ṽJ) = ∑i/∈J(−1)(J,i)xiṽJ∪i

where (J, i) is the number of elements j ∈ J such that j > i. Let us denote the dual complex by

K∨(x1, . . . ,xn).

Now consider the isomorphism φn :
∧n M →R such that φn(v1∧·· ·∧vn) = 1. This isomorphism

induces an isomorphism φk :
∧k M →

∧n−k M∨ by setting φk(v)(w) = φn(v∧w). We have then

an isomorphism φ : K(x1, . . . ,xn)→ K∨(x1, . . . ,xn), that fits into a commutative diagram

0
∧n M

∧n−1 M · · ·
∧2 M M R 0

0 R M∨ · · ·
∧n−2 M∨ ∧n−1 M∨ ∧n M∨ 0

δn

φn

δn−1

φn−1

δ2

φ2

δ1

φ1 φ0

d1 d2 dn−1 dn

Therefore, we can identify the k-th Koszul syzygy Kk = Im(dn−k+1) = ker(dn−k+2).
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