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Abstract

In this investigation, we examined the interaction of phages and bacteria in bacterial biofilm colonies, the evolution of prophages (viral genetic material inserted into the bacterial genome) and their genetic repertoire. To study the synergistic effects of lytic phages and antibiotics on bacterial biofilm colonies, we have developed a mathematical model of ordinary differential equations (ODEs). We have also presented a mathematical model consisting of a partial differential equation (PDEs), to study evolutionary forces acting on prophages. We fitted the PDE model to three publicly available databases and were able to show that induction is the prominent fate of intact prophages, with an average prophage loss of only 1% of its genome before induction. We also demonstrate that there is a tipping point at which the relation between prophage and bacteria transforms from being parasitic to mutualistic. Lastly, we investigated annotated prophages from two well-studied prophage databases. These genes were accessed using PHASTER, a bioinformatics tool to identify prophages in bacterial genomes. From this analysis, we observed that genes involved in phage lytic function are preferentially lost, while integrase and transposase are preferentially enriched in smaller prophages. We have also developed an ODE model and have carried out gene-level simulations to get more insight into the genetic repertoire of prophages. The results of our ODE model and gene-level simulations are in agreement with prophage repertoire data.

Keywords: Bacteriophage, Bacteria, Biofilm, Phage therapy, Mathematical model, Prophage & domestication, Genome evolution, Individual-based model, Genetic repertoire, Defective prophages.
Summary for lay audience

Bacteriophages are viral predators of bacteria. Upon infecting bacteria, bacteriophages either kill the host bacteria or enter a long-term genetic association with the bacterial host. The ability of bacteriophages to kill bacterial cells is used as a therapeutic strategy to cure bacterial infections, called phage therapy. If the bacteriophage enters a long-term association with the host, the viral genome integrated into the host bacterial genome is called a prophage. In this investigation, using mathematical modeling approaches, we study the synergistic effects of phage therapy and antibiotics on bacterial biofilm colonies, the evolution of prophages and the genetic composition of prophages.
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Chapter 1

Introduction

1.1 Introduction

Bacteria were one of the first life forms to appear on earth and have a profound and diverse impact on our lives [1]. It has been shown that the ratio of human cells to bacterial cells, in the human body, is close to 1:1 [100], an update of the popular estimate that bacterial cells outnumber human cells in our body by the ratio 10:1 [75, 96]. In 1915, the British microbiologist Fredrick Twort [114] observed the phenomenon of clearing in a solution of bacteria and thought that it was caused by an enzyme responsible for killing bacteria [121]. In 1917, the French physician Felix d'Herelle observed the same clearing phenomenon and speculated that an organism, which he called bacteriophage (phage for short) or “bacteria eater”, was responsible for killing the bacteria [37]. After the direct visualization of these bacteria eaters under the electron microscope, it was established that these bacteria eaters are organisms [17], the bacteriophages. Phages outnumber their bacterial hosts by a ratio of approximately 10:1 [11], making them the most abundant microorganisms in the biosphere [93, 32] and have been
critical players in the evolutionary history of bacteria [106].

1.2 Bacteriophages

1.2.1 Phage life cycle

Although some viruses do not exclusively depend on their host for replication and carry with them genes needed for the processes thought to be the distinguishing characteristic of life [92], most viruses require a host for their replication. A phage starts its life cycle by attaching to a specific receptor on the surface of the bacterial host. Once attached, the phage injects its viral genome into the host cell. After injection, these viral genomes can take several possible pathways, of which the most well-known are: (1) the viral genome takes over the host’s cellular machinery, the viral genome is replicated and the structural components are produced, ultimately leading to the death of host cell and release of progeny virions into the environment, known as the lytic life cycle; and (2) the viral genome once inside the cell is integrated with the host bacterial genome, known as the lysogenic life cycle.

Phages that can follow only the lytic life cycle are called lytic phages whereas phages which follow either the lytic or lysogenic life cycle are called temperate phages. The majority of the identified temperate phages are double-stranded (ds) DNA viruses [109], with the exception of a few single-stranded (ss) DNA temperate phages [63]. Integrated viral DNA of a temperate phage is referred to as a prophage and the bacterial cell carrying prophage or prophages is called a lysogen [77]. These prophage sequences are transmitted vertically with the genome of the bacterial host as the host cell divides into daughter cells [43].
1.2. Bacteriophages

Since the discovery of phages, the ability of lytic phages to eradicate a bacterial population has been used to treat bacterial infectious diseases in humans, animals, and plants [2, 83]. After the advent of antibiotics to treat infectious diseases, phage therapy was confined to particular regions of the world [83]. Recently, due to the emergence of antibiotic-resistant bacteria, attention has been refocused on phage as a weapon against bacterial infectious diseases [2, 23].

1.2.2 Bacterial genome sequencing

Bacterial genomes are compact as compared to eukaryotic genomes in a sense that bacterial genomes contain less noncoding DNA, see Figure 1.1. Bacterial genomes vary in size by at least an order of magnitude [12] and may be up to 30 Mb in size [20]. Bacterial genomes are dynamic and are exposed to various events dominated by insertions and deletions of genetic elements [99]. To understand the role of bacteria in shaping our environment and to eliminate various bacterial diseases, a complete understanding of the bacterial genome is important.

The year 1995 is marked as the year when the first two human pathogenic bacterial genomes, *Haemophilus influenzae* [44] and *Mycoplasma genitalium* [48], were sequenced. Since then bacterial genome sequencing has undergone substantial development. From 1995 – 2009 only 2010 sequenced bacterial genomes were submitted to NCBI, this number has increased with the advent of modern technologies and 213,581 bacterial genomes have been sequenced and submitted to NCBI (as of November 2019), see Figure 1.2. The process of extracting biological information from sequenced bacterial genome data and providing descriptive information to these features is called bacterial genome annotation.
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1.2.3 Prophage abundance and detection in bacterial genomes

In the event of lysogeny, temperate phages can integrate their genome into different chromosomal sites of a bacterial genome. Phage λ DNA integrates at a unique site in the bacterial genome [110], phage P2 integrates its genome at at least 10 different sites in the host bacterial genome [8], whereas phage Mu can integrate randomly into the host bacterial genome [22].

Bacterial genome sequencing has revealed that prophages are not only frequently identified in pathogenic bacterial strains [26], but are abundant in many bacterial genomes. Prophages may constitute up to 20% of a bacterial genome [30]. The distribution of prophages in a bacterial
1.2. Bacteriophages

Figure 1.2: The number of bacterial genome sequences submitted to NCBI is growing rapidly. These data were downloaded from NCBI in November 2019.

The genome is variable, ranging from no prophage to several prophages per bacterial genome [112]. For example, the sequenced *Escherichia coli* O157:H7 strain Sakai has been shown to contain 18 prophages which make up 16% of its total genome content.

Temperate phages, after integration with the bacterial genome, repress their lysis genes [66] and are subject to mutations that are biased towards deletions [30]. This mutational degradation may eliminate the ability of a prophage to enter into the lytic life cycle by deleting or damaging genes required for lysis and re-infection. Prophages lacking the ability to enter into the lytic life cycle are called defective or cryptic prophages [25]. It has been shown that defective prophages are abundant in bacterial genomes, for example, *Escherichia coli* K-12 contains nine cryptic prophage elements in its genome [120].

A prophage, after insertion into the bacterial genome, becomes a part of the bacterial genome. This relation between prophages and host bacterial cells is usually stable but intact.
prophage may initiate the lytic life cycle spontaneously [46, 59], or in response to some envi-
ronmental cues, or DNA damaging agents [7, 73], resulting in the killing of the host and release
of progeny virions into the environment. This process is called the induction of a prophage and
is very common in the bacterial world [4]. Some prophages, like λ, excise from the bacterial
chromosome to initiate the lytic life cycle, while others, like Mu, produce viral particles before
excision from the host bacterial genome [101].

Prophage sequences bring with them many genes, making prophage a prominent source of
genetic diversity within bacterial populations [45]. Amongst the changes caused by prophages
of particular interest has been the contribution of prophages to bacterial virulence and antibiotic
resistance [119, 45, 52].

Prophages can be identified in a bacterial genome using experimental or computational
approaches. In the experimental approach, bacteria are usually exposed to UV light or other
DNA-damaging conditions to cause the induction of prophages present in the bacterial genome.
This technique clearly overlooks the presence of defective prophages as well as other prophages
that could not induce. Since a large number of sequenced bacterial genomes are publicly
available, computational approaches to identify prophages are preferred.

Since the early 2000s many computational approaches have been developed to find prophages
in bacterial genomes. Different computational programs used to identify prophages include
Dinucleotide abundance [85, 105], Phage_Finder [47], Prophage Finder [18], Prophinder [71],
PHAST (PHAge Search Tool) [123], PHASTER (PHAge Search Tool – Enhanced Release), an
improved version of PHAST [6], PhiSpy [3], VirSorter [95], VRprofile [70] and others. Using
these computational tools it has been shown that prophages are abundant in bacterial genomes.
PhiSpy [3], written in Python and C++, was used to identify 36,488 prophages from the anal-
ysis of over 11,000 bacterial genomes; 83% of the bacterial genomes contained at least one prophage [60]. In another study, PHAST [123] was used to identify 4122 prophages in 795 Acinetobacter baumannii genomes, for an average of 5 prophages per bacterial genome [34]. Of these prophages 78% were identified as defective. Using PHASTER, Mottawea et al. were able to identify 11,297 prophages in 1760 Salmonella enterica genomes [82].

1.2.4 Previous studies of phage-bacteria interaction

Phages contribute to maintaining bacterial diversity [21], alter competition between bacterial species [16] and mediate the exchange of genetic material among bacteria through horizontal gene transfer [104 28]. Bacteria are constantly evolving to evade phage infection and phages are acquiring new strategies to infect their bacterial hosts; for details see [94 61]. To elaborate the population dynamics of phage-bacteria interactions, both experimental and theoretical studies have been undertaken.

The population interaction between phages and bacteria in laboratory setting has been studied by many authors [56 69 67 14]. These studies have considered the interaction between E. coli B with T2 phages and mixed species of bacteria with T2 and T3 phages. These investigations reported long-term coexistence of bacterial and viral populations in laboratory cultures. In 1977 Levin et al. investigated the interaction between phages and bacteria by considering a culture of E. Coli B (T2 sensitive) and K12 (T2 resistant) with virulent phage T2 [69]. Figure 1.3 illustrates the results of [69] and Figure 1.4 illustrates the results of a related, later study [15].

In the Lotka-Volterra model, introduced by Lotka in 1925 [74] and Volterra in 1926 [117],
(a) Density of glucose-limited populations with a T2-sensitive strain of *E. coli* B and the bacteriophage T2.

(b) Glucose-limited continuous culture populations with a T2-sensitive strain of *E. coli* B, a T2-resistant strain of *E. coli* K12, and the bacteriophage T2.

Figure 1.3: Population dynamics of sensitive, resistant bacteria and virulent phage. These data were extracted from Figure 5A and Figure 8 of Levin et al. (1977) [69], using PlotDigitizer.

The consumption of prey follows the law of mass action, i.e. the consumption of prey by a predator is proportional to the product of the population density of predator and prey. The prey population grows exponentially in the absence of a predator, and the predator population declines exponentially in the absence of the prey. The associated system of differential equations:

\[
\frac{dx}{dt} = rx - gxy \\
\frac{dy}{dt} = \gamma gxy - \mu y
\]

(1.1)

gives the classical Lotka-Volterra model. Here, *x* corresponds to the population density of the prey, *y* corresponds to the population density of predator, *r* is the rate of increase of prey
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Figure 1.4: Dynamics of T4 sensitive *Escherichia coli* (green), T4 resistant *Eschericia coli* (red), and bacteriophage T4 (blue) in chemostats supplied with media containing glucose, showing oscillating dynamics. Resistant *E. coli* emerges approximately after 78 hours. The population of T4 phage and sensitive bacteria oscillate. The data was extracted from Figure 2B of Bohannan et al. (1999) [15] using PlotDigitizer.

population, \( g \) is the predation rate, \( \gamma \) is the reproduction rate of predators and \( \mu \) is the mortality rate of predators. With appropriate parameter values, this model predicts the coexistence of predator and prey, see Figure 1.5.

This model has been further improved, for example, by introducing a logistic growth term \( r(1 - \frac{x}{K}) \), where \( K \) is the carrying capacity of the prey population, instead of the exponential growth term \( rx \) [86]. The linear functional response \( F(x) = gx \) in System 1.1 called the Holling Type I response, can also be replaced by more realistic functional responses (Holling Type II, Holling Type III and Holling Type IV) [36].

Based on the nature of the interaction between phages and bacteria and the qualitative
Figure 1.5: Lotka-Volterra model showing long-term existence of both predator and prey populations.

behaviour of such predator-prey models, predator-prey type models were the natural choice for modelling the interaction between phages and bacteria. In 1961 Campbell [24] presented the following model

\[
\frac{dB}{dt} = r_B B \left( 1 - \frac{B}{K} \right) - a B - k PB
\]
\[
\frac{dP}{dt} = k_B B (t - l) P(t - l) - k B P - a P - d P,
\]

(1.2)

where \( B \) and \( P \) are population densities of bacteria and free phages, respectively. The parameters \( r_B, a, k, d \) represent the growth rate of bacteria, the flow rate constant, the absorption rate and the rate of spontaneous inactivation of phages, respectively. Each infected bacterial cell yields \( b \) phage particles (burst size) at a time \( l \) seconds after infection. The author performed a local steady-state analysis of this model, concluding that phages will maintain bacteria at a low but non-zero level if they grow rapidly; otherwise phages will die out. In System [1.2] the functional response is \( F = k_B \).
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Building on the Campbell model and to account for the relationship between prey growth and the availability of resources, a chemostat model with constant inflow of nutrient solution and outflow of culture was proposed by Levin et al. in 1977 [69]. Multiple resources and multiple species of bacteria and phages were considered. Therefore, phages compete in addition to bacterial competition. The behaviour of the model developed was compared with that of experimental populations of *E. coli* and its virulent virus T2, see Figure 1.3.

Campbell did not discuss the stability analysis at all, whereas Levin et al. investigated the model by integrating the equations numerically but did not carry out stability analysis analytically. Bremermann [19] presented a relatively simpler model by assuming that time delays were negligible on the timescale of consideration. He did not use delay differential equations. If *S* denotes the density of susceptible hosts, *I* denotes the density of infected hosts and *P* the density of phages, then the equations for this model are given as:

\[
\begin{align*}
\frac{dS}{dt} &= r_s S \left(1 - \frac{S}{K}\right) - \beta S P \\
\frac{dI}{dt} &= \beta S P - \lambda I \\
\frac{dP}{dt} &= b I - \mu P.
\end{align*}
\]

Here *r*<sub>s</sub> is the bacterial growth rate, *K* is its carrying capacity, *β* is the rate of adsorption, *λ* is the death rate of infected bacterial hosts, *b* is the rate at which new phages are produced (burst size) and *μ* is the death rate of phages. By carrying out stability analysis of system 1.3 the author was able to show that the existence of phages depends on the carrying capacity of the bacteria, *K*. If the carrying capacity falls below a certain threshold \( \left(\frac{\lambda \mu}{b \beta}\right) \) the phage population and infected hosts will die out and they uninfecte host population will approach its carrying capacity *K*. 
Later, several authors modified the above models. For example Lenski et al. [67] included mutational events into the Levin et al. model [69]. These authors also compared model predictions with the results of experiments with *E. coli* and virulent phage and the evolutionary constraints for *E. coli* and virulent phage. In 1997, Bohannan and Lenski [14] model was a modification of the Levin model. This model ignored the dynamics of infected cells by considering them to instantaneously become dead. The authors solved the model analytically and examined the behaviour of the system numerically. The dynamics of the T4 and *E. coli* populations were also shown, see Figure 1.4. A model, similar to Bremermann’s model, was proposed by Beretta and Kaung in 1998 [10] for marine bacteriophages. A rich literature about phage-bacteria interactions is now available, for detail see [87, 51, 103].

### 1.3 Mobile genetic elements

Mobile Genetic Elements (MGEs) are DNA segments that encode enzymes or other proteins that mediate DNA movements within genomes or between bacterial cells [50]. MGEs are involved in all aspects of genome organization, function, and evolution [35, 5]. Horizontal gene transfer (HGT) is the intercellular movement of DNA that allows transfer of genes from one bacterium (donor) to another bacterium (recipient) by means other than vertical transmission. This transfer of genetic material can take place through: (1) transformation, where bacteria take DNA from their environment; (2) conjugation, where DNA is exchanged between two bacteria; or (3) transduction, which is bacteriophage-mediated exchange of genetic material between two bacteria [104]. The role of HGT in bacterial evolution has long been recognised [57, 104].
1.3. Mobility genetic elements

1.3.1 Overview of mobile genetic elements

The discovery of MGEs is attributed to McClintock for her work on the maize chromosome, where the existence of jumping genes in maize chromosomes was reported [79]. The genomes of both prokaryotes and eukaryotes carry abundant MGEs [98, 78]. In this investigation, we will focus only on MGEs in prokaryotic genomes.

MGEs can be categorized into different classes; we outline four important classes here. (1) Bacteriophages (lytic/lysogenic/prophages) are one of the most important classes of MGEs which help bacterial cells to exchange genetic material with each other through HGT [27]. (2) Plasmids are extra-chromosomal genetic material and are very common in bacterial genomes [88]. Plasmids are transformed from donor bacterium to recipient bacterium through conjugation, a form of horizontal gene transfer in which bacteria exchange genetic material directly [88]. Plasmids usually carry genes that bring genotypic changes to its bacterial host, for example, antibiotic resistance genes [108]. (3) Transposable elements (TEs) are ubiquitous DNA sequences in bacterial genomes that move within their host bacterial genome [111]. (4) Insertion sequences (ISs), a type of TE [29], are the simplest of MGEs and can move around within genomes or horizontally as a part of other MGEs [116].

1.3.2 Evolutionary forces affecting mobile genetic elements

Mobile genetic elements are either intracellular (inserted from within the cell) or intercellular (inserted from another cell) and are typically considered to be genetic parasites or junk DNA. The insertion of these new genetic materials comes with some cost to the bacterial host. The cost incurred by these MGEs to the host varies significantly and depends on the nature of the
inserted element. Bacteriophages kill their host to release progeny virions but other mobile
genetic elements like plasmids or TEs do not kill their host cell. However, to maintain these
elements in its genome the host bacteria must exert some extra energy, making them costly [38]. These MGEs can also disrupt important functions by disrupting a bacterial gene upon insertion [102, 84].

On the other hand, these inserted genetic materials can also endow some benefits to their
bacterial host by carrying genes that are beneficial to the host [116]. Frost et al., in [50], called
mobile genetic elements “the agents of open source evolution”. Mobile genetic elements may
also have a positive impact on the bacterial host’s neighbours by producing proteins that are
beneficial for neighbours [72] or a negative impact by producing proteins that harm the host’s
neighbours [41]. The relationship between mobile genetic elements and their host and host’s
neighbours is further explained by Rankin et al. in [91].

Once inserted into the bacterial genome, MGEs are faced with several evolutionary forces:

(1) The rate of insertion of these MGEs into the bacterial genome is an important factor in
determining their future distribution in the host population. For example, an important factor in
determining the prophage distribution in bacterial genomes is the lysogeny [13], the integration
of the phage genome with the bacterial genome after it enters into the bacterial cell.

(2) Mutation occurs randomly and is a change in the nucleotide sequence of a short region
of a genome. Mutation is considered to be an important force in shaping bacterial genome
evolution [54]. It has been shown that mutation in the bacterial genome is biased toward
deletion [64]. Mutations have important and profound affects on these MGEs, for example,
mutation can impair genes required for the excision of prophage from a bacterial genome,
resulting in domestication of these prophages in bacterial genomes [30, 120].
(3) MGEs, inserted into bacterial genomes, are part of the bacterial host genome and are transmitted vertically from parent to offspring. If these MGEs contain genes that can help its host to proliferate this will, in turn, help these MGEs to proliferate in the host population.

(4) Many MGEs have the ability to invade host genomes horizontally. As described before, this horizontal transfer of genes between bacterial genomes is considered to be a very important factor in the evolution of bacterial genomes and may occur through conjugation, transformation or transduction [104].

(5) MGEs usually have a stable relationship with their host’s genome and are transmitted vertically as a part of the bacterial genome to the daughter cells. However some MGEs, like prophages, can excise from the bacterial genome, in response to environmental signals or spontaneously, and kill the host bacterium [73].

1.3.3 Mathematical modelling of mobile genetic elements

Since the discovery of mobile genetic elements there have been many theoretical approaches to explain the nature of these DNA segments. Most of these approaches deal with a particular class of MGEs. The initial mathematical models of MGEs were mostly focused on understanding the mechanisms that prevent the unlimited expansion of MGEs in host populations, despite their tendency for proliferation. These studies also focused on obtaining the equilibrium copy number distribution under diverse evolutionary scenarios. Below we provide some overview of these models aimed at the evolution of MGEs in prokaryotic genomes.

Stewart and Levin, in 1977, developed an ODE model for the population dynamics of horizontally transmitted plasmids in bacterial genomes [107] and argued that plasmids could
not persist if there is a low rate of HGT. They also argued that if plasmids persist, then cells carrying them will maintain high frequencies in bacterial populations, even if the cells carrying them are less fit. In 1980, Levin and Stewart presented an ODE model for the population dynamics of nonconjugative plasmids [68]. Here they concluded that nonconjugative plasmids could be maintained even when the bacteria carrying them have a lower reproduction rate than other bacteria and it is highly unlikely that they will be maintained without conferring to the host some selective benefit. The above mentioned models assume that random encounters occur between members of the plasmid-bearing population and plasmid-free population, at a rate that is proportional to the densities of these populations, that is, the law of mass action. Several variants of these models were presented over the years, for details see [49, 76, 122, 113]. To capture the dynamics of the plasmid in spatially structured habitats other techniques have been applied, for example, computational models [62, 65, 89, 80, 33].

The evolution of TEs in prokaryotic genomes has been studied by many authors [53, 9, 81, 39, 118, 40, 90]. All these authors used the branching process method to study the evolution of TEs in prokaryotic genomes. In a Markov process the outcome of a state is independent of past states and depends only on the present state. A branching process is a special type of Markov process. Using these methods, Sawyer and Hartl, in 1986, developed a model for the distribution of TEs in prokaryotic genomes [97]. The model assumed that TEs are entering prokaryotic genomes at a constant rate and can reduce the fitness of the host in proportion to their numbers in the host genome. A model in which the TEs can convey a selective advantage to the host was also considered. The equilibrium distributions of copy numbers for these models were determined. Relevant parameters were estimated using data regarding the distribution of insertion sequences in natural isolates of *Escherichia coli*. In another study, Hartl
and Sawyer (1988) used a branching process to model the insertion sequences in *E. coli* and concluded that horizontal gene transfer is essential in maintaining bacterial insertion sequences [53].

Basten and Moody formulated a model to analyze the spread of transposable genetic elements in prokaryotic genomes, in 1991 [9]. The authors incorporated selection, transposition and deletion in their model. They concluded that TEs can spread through a population despite selection against them. In [42], the effect of a fluctuating environment on the spread and persistence of TEs was studied.

Van Passel et al. developed a birth–death–diversification model for mobile genetic elements subject to sequence diversification [115]. They applied the model to putative mobile promoters, a type of MGE, and quantified the relative importance of duplication, loss, horizontal gene transfer (HGT), and diversification to the maintenance of the PMP reservoir.

Finally, in 2018, Iranzo and Koonin developed an ODE model and carried out comparative genomic study to explain the roles of selection, horizontal gene transfer, gene duplication and gene loss in the spread and persistence of MGEs [58]. By quantifying the fitness of MGEs to the bacterial hosts they showed that these MGEs are deleterious at evolutionary timescales and characterized them as parasites.

### 1.4 Motivation and outline of the thesis

Due to the alarming spread of antibiotic resistance and its consequences to public health, the evolution of antibiotic resistance genes has been a topic of interest for many scientists [55]. Experimental results have shown that the synergistic use of antibiotics and phages has a promising
effect against antibiotic resistance bacteria, especially those in biofilms [31]. In Chapter 2, we have developed an ODE model to study the effect of antibiotics and phages on the bacterial population in a biofilm. We have exploited the idea of a group defense mechanism by assuming that as the biofilm becomes more and more mature, the harder it becomes for phages to kill bacteria in the biofilm colony. Here we show that the synergistic use of phages and antibiotics, especially using phages first and then antibiotics, can incur maximum damage to the biofilm bacteria. We also show that neither phages nor antibiotics, alone, can eliminate the biofilm completely. Complete elimination of biofilm bacteria is possible only if we could stop the further attachment of planktonic bacteria to the biofilm colony.

The advent of modern technologies has resulted in huge databases about MGEs and has opened new ways to investigate the evolution of MGEs and their role in the evolution of bacteria. Although a substantial literature is available about the evolution of MGEs, these studies are lacking the evolution of an important player responsible for the evolution of bacterial genomes and hence antibiotic resistance genes, the prophages. In Chapter 3 we attempted fill this void. Here, we have developed a PDE model to mimic the prophage size distribution in bacterial genomes. The basic question we investigate here is “Why is the prophage size distribution in bacterial genomes bimodal?” We fitted our PDE model to the three publicly available data sets and were able to quantify various evolutionary forces acting on prophages.

The next question we investigated is “Which genes are enriched in defective prophages?”. In Chapter 4, we study the genetic repertoire of prophages, especially, which genes are enriched in defective prophages. We downloaded data describing prophages in two well-studied data sets from GenBank and examine their genetic repertoires. Here we developed an ODE model to investigate possible steady states of prophages genes. We also developed a gene-level
model to get more insight into the genetic repertoire of prophages.

In Chapter 5, we present conclusions and possible future work.
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Chapter 2

Phage therapy and antibiotics for biofilm eradication: a predictive model

Bacteria that make up the complex physical structures known as biofilms can be 10-1000 fold more resistant to antibiotics than planktonic (free-living) bacteria. In this chapter we develop a mathematical model to analyze therapeutic techniques that have been proposed to reduce and/or eradicate biofilms, specifically, antibiotics and phage therapy. In this context, the biofilm can be understood as a group defense mechanism, such that the functional response of phages to the biofilm bacterial density is reduced as the biofilm approaches carrying capacity. To capture this mechanism we introduce the function \( f(x) = \left( \kappa - \frac{x}{K} \right) x \), where \( x \) is biofilm density, \( K \) is biofilm carrying capacity and \( 1 < \kappa < 2 \) is the group defense parameter. The model predicts that two therapeutic strategies of recent experimental interest (phage therapy followed by antibiotics, or antibiotics followed by phage therapy) can reduce but not eradicate the biofilm. In contrast, we predict that complete elimination of biofilm bacteria can be achieved by mechanisms that block the attachment of planktonic bacteria to the biofilm.
2.1 Introduction

Bacteria are ubiquitous unicellular organisms, with critical importance in both human health and disease [1]. Bacteria can exist as planktonic (free-living) cells, or in complex communities known as biofilms. In the biofilm state, the bacterial colony is attached to a surface; within the biofilm each cell is sessile and surrounded by extracellular polymeric substances (EPS), substances produced by bacteria in the colony that determine the physical and chemical properties of the biofilm [18]. Biofilms are responsible for a variety of problems in water distribution systems [11], the food industry [27], and medical treatment [25, 8]. Most importantly, biofilms have been implicated as a key factor in two-thirds of human infections [17].

Bacteria are able to rapidly develop resistance against agents employed to eradicate them. In particular, bacteria in a biofilm have been shown to increase resistance to antibiotics by factors of ten to 1000 [9]. Amongst the reasons for enhanced resistance in the biofilm state is the EPS structure surrounding the biofilm colony, which can completely block the infiltration of antibiotics, and the presence of persister cells in the biofilm colony, which are in a metabolically inactive state and thus protected from antibiotic action [9].

The goal of reducing or eradicating biofilm populations has been the focus of research over many years, and there has been much experimental work in this regard [14, 8, 12]. Many agents have been employed for this purpose, which include but are not limited to natural inhibitors of biofilm, for example honey [21], drugs (antibiotics, biofilm-degrading components) [23, 24], bacteriophages and phage-derived enzymes [5, 13, 2] or combinations of some of these [7].
While phage therapy has been proposed as possibly the most effective of these agents, phages alone may not be sufficient to completely eradicate a biofilm [2]. Most recently, experimental work demonstrated that using phage therapy first, followed by antibiotics, maximized the killing of bacteria in an established biofilm.

In this chapter, we develop a mathematical model to study these therapeutic strategies in detail. In section 2.2, we develop the model, tracking biofilm and planktonic bacteria in two linked compartments. In section 2.3, we explore therapeutic strategies including: phage followed by antibiotics; antibiotics followed by phage; and a novel strategy we propose which may have the potential to eradicate the biofilm. In section 2.4, we derive some conclusions from our analysis.

2.2 Mathematical model

We model the interaction between bacteria and bacteriophages (viruses that infect bacteria) using an established predator-prey approach [22]. Our model considers cells of a single bacterial species in either a biofilm or planktonic compartment. The model studies the population dynamics of biofilm cells, $B$, planktonic cells, $P$ and phage, $V_B$ and $V_P$, in the biofilm and planktonic compartments respectively. The parameters of the model are described as follows.

The bacterial populations (biofilm or planktonic) are modeled as cell densities per unit volume, cells/cm$^3$. The biofilm population can increase logistically with a maximum growth rate $r$, but is limited by a fixed number of available attachment sites in the biofilm matrix,
given by carrying capacity $K_B$ cells/cm$^3$. Similarly, planktonic bacteria can grow logistically with maximum growth rate $r$ but are limited by carrying capacity $K_P$. The planktonic bacteria join the biofilm at rate $\mathcal{A}(B, P)$ and biofilm bacteria leave the biofilm with detachment rate $\mathcal{D}(B, P)$. It has been shown that T4 can diffuse fairly through biofilm channels [10]; in the model, phages enter the biofilm compartment at rate $p$ and leave at rate $q$. In addition, as described above, bacteria in a mature biofilm present substantial resistance to bacteriophages. The expression $f(B)V_B$ gives the number of adsorption events per unit time in the biofilm, where $f(B)$, the phage response function, will model this group defense mechanism. The number of adsorption events per unit time in the planktonic compartment is given by $g(P)V_P$, where $g(P)$ is the phage response function in the absence of group defense. We neglect the time delay between infection and lysis and assume that each adsorption event instantaneously produces $b$ daughter phages, resulting in new $bf(B)V_B$ and $bg(P)V_P$ bacteriophages in the biofilm and planktonic compartments respectively. Bacteriophage are cleared or denatured at rate $c$. These assumptions yield the following system:

\[
\begin{align*}
\frac{dB}{dt} &= r \left(1 - \frac{B}{K_B}\right) B - f(B)V_B + \mathcal{A}(P, B) - \mathcal{D}(B, P) \\
\frac{dP}{dt} &= r \left(1 - \frac{P}{K_P}\right) P - g(P)V_P - \mathcal{A}(P, B) + \mathcal{D}(P, B) \\
\frac{dV_B}{dt} &= bf(B)V_B - cV_B + pV_P - qV_B \\
\frac{dV_P}{dt} &= bg(P)V_P - cV_P + qV_B - pV_P.
\end{align*}
\]

We note that the attachment and detachment rates, $\mathcal{A}(B, P)$ and $\mathcal{D}(B, P)$, satisfy $\mathcal{A}(B, 0) = 0$ and $\mathcal{D}(0, P) = 0$. More generally, system [2.1] can also be considered as a two-patch predator-prey model, with group defense acting in one patch only, as illustrated in Figure 2.1.
2.3 Therapeutic strategies

Recent experimental work has addressed approaches for minimizing or eradicating bacterial biofilms [7]. In particular, Chaudhry et al. compared two therapeutic strategies: applying antibiotics and then phages, or applying the same two agents in the reverse order. Treatment with phages first followed by antibiotics resulted in maximum killing of biofilm bacteria. Here we predict that although these strategies can indeed reduce the biofilm, neither strategy can eradicate the biofilm completely.

2.3.1 Using antibiotics first and then phages

Given that planktonic bacteria are many-fold more sensitive to antibiotics than biofilm bacteria, we assume that an appropriate antibiotic is administered such that planktonic bacteria can be effectively eliminated before phage therapy. We also assume that $\mathcal{A}(B, P) = \mathcal{D}(B, P)$. After the
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Application of antibiotic we will arrive at the following system

\[
\begin{align*}
\frac{dB}{dt} &= r \left(1 - \frac{B}{K_B}\right)B - f(B)V_B \\
\frac{dV_B}{dt} &= bf(B)V_B - cV_B.
\end{align*}
\] (2.2)

This is a standard predator-prey system with group defense, as studied in [28, 15, 30, 6]. In particular, \(f(B)\) must satisfy \(f(0) = 0\), \(f(B) > 0\) for all \(B > 0\), and if there exists a constant \(M > 0\), such that \(f'(B) > 0\) if \(B < M\) and \(f'(B) < 0\) if \(B > M\), then the system models group defence [15]. The function \(f(B) = \frac{mB}{\alpha B^\beta + B + 1}\), called the Holling Type-IV or the Monod-Haldane function, was introduced in [4] and satisfies these properties. System (2.2) has been previously studied with the above functional response for \(\beta > -2 \sqrt{\alpha}\) [30, 19], and with \(f(B) = \alpha e^{-\beta B}\) [29].

In this study, we consider biofilm bacteria that cannot exceed their carrying capacity, such that \(B \leq K_B\) at all times. Hence we replace the property \(f(B) > 0\) for all \(B > 0\) by \(f(B) > 0\) for all \(0 < B \leq K_B\). To model this phenomenon, we propose a relatively simple functional response \(f(B) = \alpha \left(\kappa - \frac{B}{K_B}\right)B\). The rationale for this function is similar to the rationale underpinning logistic growth: we assume that as the biofilm population approaches carrying capacity, the ability of phage to penetrate the biofilm is reduced, linearly. The resulting functional response has the same properties as that of \(f(B)\) defined in [30, 29] for \(0 < B \leq K_B\). Here \(\alpha\) is proportional to the adsorption rate of phages to bacteria, \(1 < \kappa < 2\) is the group defense parameter, and \(K_B\) is the carrying capacity of the biofilm bacteria. A convenient feature of this model is that the group defense mechanism can be controlled through the parameter \(\kappa\); \(\kappa = 1\) corresponds to a perfect group defense mechanism (no phage adsorption when the biofilm is at carrying capacity) and \(\kappa = 2\) corresponds to the absence of effective group defense (\(f(B)\))
increasing on $0 < B \leq K_B$.

System (2.2) has a maximum of four equilibria. Two boundary equilibria are: $E_0 = (0, 0)$, which represents the complete extinction of biofilm bacteria and phages; and $E_{K_B} = (K_B, 0)$, which represents the extinction of phages while the biofilm bacteria reaches carrying capacity.

In addition, two positive equilibria are: $E_{\mu_1} = (\mu_1, \mathcal{F}(\mu_1))$ and $E_{\mu_2} = (\mu_2, \mathcal{F}(\mu_2))$ subject to some conditions of existence. Here $\mathcal{F}(B) = \frac{r(1 - \frac{B}{K_B})}{\alpha(K - \frac{B}{K_B})}$ and $\mu_1$ and $\mu_2$ are solutions to the equation $\hat{f}(B) = \hat{c}$, where $\hat{f}(B) = (\kappa - \frac{B}{K_B}) B$ and $\hat{c} = \frac{c}{b \alpha}$ and $\mu_1 < \frac{K_B}{2} < \mu_2 < K_B$. The existence of the two positive equilibria $E_{\mu_1}$ and $E_{\mu_2}$ depend on the positioning of the prey isocline $V_B = \mathcal{F}(B)$ and predator isoclines $B = \mu_1$ and $B = \mu_2$. As we increase $\hat{c}$ in the interval $(0, \hat{c}_M)$, $\mu_1$ and $\mu_2$ become closer to each other; when $\hat{c} = \hat{c}_M$ the two equilibria coincide and we get $E_{\mu_1} = E_{\mu_2} = \left(\frac{\kappa K_B}{2}, \frac{r(1 - \frac{\hat{c}}{2})}{\alpha(K - \frac{\hat{c}}{2})}\right)$. Equilibria and their existence can be summarized in the following theorem.

**Theorem 2.3.1.** System (2.2) has four equilibria $E_0$, $E_{K_B}$, $E_{\mu_1}$, and $E_{\mu_2}$ if $\hat{c} \in (\hat{c}_m, \hat{c}_M)$, three equilibria $E_0$, $E_{K_B}$ and $E_{\mu_1}$ if $\hat{c} \in (0, \hat{c}_m)$, three equilibria $E_0$, $E_{K_B}$ and $E_{\mu_1} = E_{\mu_2} = E_{\mu} = \left(\frac{\kappa K_B}{2}, \frac{r(1 - \frac{\hat{c}}{2})}{\alpha(K - \frac{\hat{c}}{2})}\right)$ if $\hat{c} = \hat{c}_M$, only two equilibria $E_0$ and $E_{K_B}$ if $\hat{c} > \hat{c}_M$, where $\hat{c} = \frac{c}{b \alpha}$, $\hat{c}_M = \frac{c^2}{4 K_B}$ and $\hat{c}_m = (\kappa - 1)K_B$.

**Stability analysis**

It can be easily shown that $E_0 = (0, 0)$ has eigenvalues $\lambda_1 = r > 0$, $\lambda_2 = -c < 0$ showing that $E_0 = (0, 0)$ is a saddle point. The equilibria $E_{K_B} = (K_B, 0)$ has $\lambda_1 = -r$, $\lambda_2 = b \alpha (\hat{c}_m - \hat{c})$, as eigenvalues, showing that $E_{K_B}$ is an attractive node, if $\hat{c} > \hat{c}_m$, and is a saddle point if $\hat{c} < \hat{c}_m$. 

To study the stability of the other two equilibria, if they exist, we write the model (2.2) as

\[
\frac{dB}{dt} = f(B) (\mathcal{F}(B) - V_B)
\]

\[
\frac{dV_B}{dt} = b f(B) V_B - c V_B. \tag{2.3}
\]

The eigenvalues for \( E_{\mu_1} \) are \( \lambda_{1,2} = \frac{\xi_1 \pm \sqrt{\xi_1^2 - 4\Delta_1}}{2} \), where \( \xi_1 = f(\mu_1) \mathcal{F}'(\mu_1) \) is the trace of Jacobian matrix of (2.3) at \( E_{\mu_1} \). Since \( \mathcal{F}'(B) < 0 \), hence \( \xi_1 < 0 \) and \( \Delta_1 = b \alpha^2 \mu_1 \left( k - \frac{\mu_1}{K_B} \right) \left( k - \frac{2\mu_1}{K_B} \right) \) is the determinant of the Jacobian matrix at \( E_{\mu_1} \). As \( \mu_1 < \frac{k K_B}{2} \), hence \( \Delta_1 > 0 \). This demonstrates that \( E_{\mu_1} \) is an attracting point. Similarly, the eigenvalues corresponding to \( E_{\mu_2} \) are \( \lambda_{1,2} = \frac{\xi_2 \pm \sqrt{\xi_2^2 - 4\Delta_2}}{2} \), where \( \xi_2 = f(\mu_2) \mathcal{F}'(\mu_2) < 0 \) is the trace of Jacobian matrix at \( E_{\mu_2} \) and \( \Delta_2 = b \alpha^2 \mu_2 \left( k - \frac{\mu_2}{K_B} \right) \left( k - \frac{2\mu_2}{K_B} \right) < 0 \) is the determinant of the Jacobian matrix at \( E_{\mu_2} \). We conclude that \( E_{\mu_2} \) is a saddle point. Since only one equilibrium corresponds to the extinction of biofilm bacteria, and it is a saddle point for all feasible parameter values, we conclude that complete eradication of the biofilm is not possible using this therapeutic strategy. This conclusion is consistent with the view, as discussed in an extensive review \[3\], that phage action is not sufficient for complete eradication of biofilms.

### 2.3.2 Using phages first and then antibiotics

In order to understand phage therapy, we return to model (2.1), approximating the complicated processes of attachment and detachment by simpler functions to gain tractability. Specifically, we assume biofilm bacteria detach at constant per capita rate \( n \); this assumption has a long history in the literature, extending back to Freter’s influential research on bacterial colonization of the intestinal tract \[16, 20\]. We further assume that planktonic bacteria attach at constant per capita rate \( m \). In Freter’s original biofilm model, attachment is also proportional to the number
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of planktonic bacteria, but is further restricted by the number of available “wall attachment sites” \[16\]. In our model, we restrict biofilm growth by the number of attachment sites, \( K_B \), but take a linear attachment rate. Since \( B \) and \( P \) are densities (cells per unit volume), the net transfer of cells between compartments must be scaled, yielding \( \mathcal{A}(B, P) = \left( \frac{vol_P}{vol_B} \right) m P \) and \( \mathcal{D}(B, P) = \left( \frac{vol_B}{vol_P} \right) n B \), where \( vol_B \) and \( vol_P \) are the volumes of the biofilm and planktonic compartments respectively. After the substitution of these function into system (2.1), it can be shown by direct calculation that the resulting system has three equilibrium solutions: the trivial equilibrium, an equilibrium with both classes of bacteria only, and the all-existing equilibrium (exact expressions omitted for brevity). Out of these equilibria the only equilibrium which corresponds to the complete eradication of biofilm bacteria is \( E_0 \). It can be shown by a direct calculation that this equilibrium \( E_0 \) is a saddle point for all feasible parameter values. This demonstrates that phage therapy will not eradicate the biofilm. Since the biofilm bacteria are resistant to antibiotics, we can conclude that even phage therapy followed by antibiotics will not remove the biofilm.

2.3.3 A novel therapeutic strategy: blocking attachment

The model developed here allows us to address the following question: is there a therapeutic strategy, in principle, that could eradicate the biofilm? Since attachment of planktonic bacteria is critical to biofilm maintenance, we investigated the model assuming this attachment is negligible, and phage therapy is also applied. In this case it can be shown by direct calculations that system (2.1), with the substitutions \( \mathcal{A}(B, P) = 0 \) and \( \mathcal{D}(B, P) = \left( \frac{vol_B}{vol_P} \right) n B \), has five equilibrium
solutions:

$E_0: \ (B, P, V_B, V_P) = (0, 0, 0, 0)$

$E_1: \ (B, P, V_B, V_P) = (0, K_P, 0, 0)$

$E_2: \ (B, P, V_B, V_P) = (0, \frac{c(c+p+q)}{\alpha b(c+q)}, \frac{M_P r}{b a(c+q)^2 K_P} \left(\frac{\text{vol}_P}{\text{vol}_B}\right), \frac{M_P r}{b a^2 K_P})$, \hspace{1cm} (2.4)

$E_3: \ (B, P, V_B, V_P) = (B^*, P^*, 0, 0)$,

$E_4: \ (B, P, V_B, V_P) = (B^{**}, P^{**}, V_B^{**}, V_P^{**})$,

where

$$M = bq\alpha K_P - c(c + p + q - b\alpha K_P). \hspace{1cm} (2.5)$$

Three of these equilibria, $E_0, E_1$ and $E_2$, represent complete eradication of the biofilm. The equilibria $E_0$ and $E_1$ exist for any positive parameter values, while $E_2$ exists only for $M \geq 0$, i.e. $\alpha \geq \frac{c(c+p+q)}{bK_P(c+q)}$. The equilibrium $E_0$ is a saddle point for all feasible values of parameters. The equilibrium $E_1$ is asymptotically stable if $n > r$ and $\alpha < \frac{c(c+p+q)}{bK_P(c+q)}$. This implies that if the detachment rate is greater than the birth rate of bacteria in the biofilm and adsorption rate is less than $\frac{c(c+p+q)}{bK_P(c+q)}$, then elimination of biofilm bacteria is possible; in particular, planktonic bacteria will reach their carrying capacity and there will be no biofilm or planktonic viruses. Using the Hurwitz criterion, it can be shown that the equilibrium $E_2$ is stable if $M > 0$, i.e. $\alpha > \frac{c(c+p+q)}{bK_P(c+q)}$ (which guarantees its existence), and $n > \max(0, \bar{N}_1)$, where

$$\bar{N}_1 = r - \frac{rK_P \left(\frac{\text{vol}_P}{\text{vol}_B}\right) M}{b\alpha(c + q)^2 K_P}.$$

If $\bar{N}_1$ is negative, the conditions for elimination of the biofilm become $n > 0$ and $\alpha > \frac{c(c+p+q)}{bK_P(c+q)}$. Thus, the model predicts that biofilm eradication is possible if the attachment of planktonic bacteria to the biofilm, $\mathcal{A}(B, P)$ can be blocked. Although an analysis of realistic numerical parameter values is outside the scope of this contribution, we note that the rate at which the
biofilm could be eliminated depends on the difference between the logistic growth rate, \( r \), and the loss rate of biofilm \( (f(B)V_B - D(B, P))/B \).

### 2.4 Summary and Conclusions

Biofilm formation starts with the attachment of planktonic (free-living) bacteria to a surface. As these bacteria become sessile and start producing the extracellular matrix (EPS) which defines the biofilm, other bacteria from the planktonic state continue to attach. In this way the bacteria develop a colony that can minimize the infiltration of antibacterial agents. In particular, antibiotics are often ineffective against biofilms, both due to the extracellular structure and the presence of persister cells, which are metabolically inactive. Phages (viruses that infect bacteria) offer the most promising alternative strategy for removing biofilms. Some phages such as T4 can easily infiltrate the EPS structure and can also infect and kill persister cells [18].

A range of experimental studies have shown that phages, antibiotics or other agents alone are not enough to eradicate a biofilm completely, hence a combination of these agents is typically recommended [7, 26]. In this study we derive a mathematical model which predicts that a combination of antibiotics and phage therapy cannot eradicate a biofilm, whether applied as antibiotics followed by phage, or in the reverse order, as studied in [7].

In subsection 2.3.3 we investigate a novel, hypothetical therapeutic strategy. In particular, we demonstrate that if further attachment of planktonic bacteria to the biofilm can be blocked (even if the biofilm is already mature), complete elimination of the biofilm is possible using phages. After eliminating the biofilm, antibiotics can be used to eliminate any remaining
planktonic bacteria. This result suggests that blocking attachment, perhaps by blocking EPS production, is a promising avenue for biofilm eradication. Interestingly, the genetic pathways associated with quorum sensing may in fact be the targets of several natural biofilm inhibitors [21].

Mathematically, the model we derive is a two-patch predator-prey system with group defense by the prey in one patch. Our analysis was made tractable by proposing a simple, novel functional response describing group defense. While this function is invalid (become negative) for biofilm densities that exceed an upper bound, in reality physical constraints limit the density of cells in biofilms, and this limitation did not impede analysis. We expect that this functional form may have further uses in the study of group defense mechanisms, particularly when other aspects of the model become more complex.
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Chapter 3

Quantifying the Forces that Maintain

Prophages in Bacterial Genomes

Genome sequencing has revealed that prophages, viral sequences integrated in a bacterial chromosome, are abundant, accounting for as much as 20% of the bacterial genome. These sequences can confer fitness benefits to the bacterial host, but may also instigate cell death through induction. Several recent investigations have revealed that the distribution of prophage lengths is bimodal, with a clear distinction between small and large prophages. In this chapter we develop a mathematical model of the evolutionary forces affecting the prophage size distribution, and fit this model to three recent data sets. This approach offers quantitative estimates for the relative rates of lysogeny, induction, mutational degradation and selection acting on a wide class of prophage sequences. The model predicts that large prophages are predominantly maintained by the introduction of new prophage sequences through lysogeny, whereas shorter prophages can be enriched when they no longer encode the genes necessary for induction, but still offer selective benefits to their hosts.
3.1 Introduction

Bacteriophages (phages), the viral predators of bacteria, are the most abundant microorganisms in the biosphere [13] and have been critical players in the evolutionary history of bacteria [53]. Many phages reproduce exclusively through the lytic life cycle: after attachment to a bacterial cell surface, the phage infects the bacterium, uses bacterial machinery to produce progeny virions, and then kills the cell, through lysis, to release these viral particles into the environment. In contrast, temperate phages are defined by their ability to switch between the lytic and lysogenic life cycles. In the lysogenic life cycle, after infecting the bacterial cell, the phage DNA is integrated into the bacterial chromosome, and does not produce progeny virions [30]. Prophage refers to phage DNA which has been integrated into the bacterial chromosome in this way, and bacterial host cells containing prophages are referred to as lysogens [61]. Prophage sequences are then transmitted vertically with the host bacterial genome as the host cell divides into daughter cells.

Prophages are frequently identified in sequenced bacterial genomes and contribute up to 20% of a bacterial DNA sequence [11]. The number of prophages in a bacterial genome is extremely variable, ranging from zero to more than a dozen prophages per genome [55]. The identity of these prophages also varies both within and among species [45], with prophage content being particularly high in bacterial pathogenic strains [10].

While integrated in the bacterial genome, many temperate virus genes are not expressed and are thus not under selection for function [36]. Prophages are thus subject to loss-of-function mutations or deletions [11] which are hidden from purifying selection. This sequence degradation may affect genes required for lysis and may render the prophage defective, that is, unable
to enter the lytic life cycle. Defective or “cryptic” prophages are abundant in bacterial genomes, for example *Escherichia coli* K-12 contains nine cryptic prophage elements [60]. Some defective prophages are able to re-enter lysis with the help of co-infecting phages [41].

Recently, using PhiSpy, a bioinformatics tool for identifying prophages [2], 36,488 prophages were identified from the analysis of over 11,000 bacterial genomes; 83% of the bacterial genomes contained at least one prophage [32]. In a similar study [14], 4,122 prophages were identified in 795 genomes of *Acinetobacter baumannii*, for an average of 5 prophages per bacterial genome; PHAge Search Tool (PHAST) [63] was used for the identification of these prophages. Of these prophages, 78% were identified as defective [14]. Using PHASTER (PHAge Search Tool - Enhanced Release) [3], 11,297 prophages were identified in 1,760 *Salmonella enterica* genomes, for an average of 6.4 prophages per bacterial genome [45]. Due to this abundance of lysogeny in the bacterial world, it has been suggested that for temperate phages, the amount of viral genetic material encoded in prophages likely surpasses the total amount of viral DNA in free phage particles [59].

The relationship between bacteria and prophage is complex and multifaceted. Integration of the phage genome into a bacterial genome may be a survival strategy for the phage [49], at the risk of abandoning an independent, predatory existence. The acquisition of viral genomes comes with obvious costs for the bacterial host cell, most importantly the risk of future lysis [47], as well as the energy costs of maintaining extra genetic material in the bacterial genome [43]. But prophage often carry beneficial genes and may confer novel adaptive traits to their bacterial hosts, which in turn helps the prophages themselves to proliferate [6].

Table 3.1 lists several such benefits, conferred by prophages to their bacterial hosts. These traits are often interrelated, for example, prophages can enhance the host’s capacity to form
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Table 3.1: Beneficial traits that bacterial hosts may acquire from integrated prophages.

<table>
<thead>
<tr>
<th>Beneficial trait</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>protection from infection by the same phage (super infection exclusion)</td>
<td>[10, 29]</td>
</tr>
<tr>
<td>protection from phagocytosis</td>
<td>[42]</td>
</tr>
<tr>
<td>increase in cell growth rate</td>
<td>[60]</td>
</tr>
<tr>
<td>increase in antibiotic resistance</td>
<td>[26, 60]</td>
</tr>
<tr>
<td>increase in tolerance to environmental stress</td>
<td>[19, 60]</td>
</tr>
<tr>
<td>enhanced ability to form biofilm</td>
<td>[60, 24]</td>
</tr>
<tr>
<td>virulence factors</td>
<td>[27, 21, 4]</td>
</tr>
<tr>
<td>suppression of metabolic activity to increase survival in harsh environments</td>
<td>[46]</td>
</tr>
<tr>
<td>activation/deactivation of regulatory switches</td>
<td>[20]</td>
</tr>
<tr>
<td>adaptation to new host</td>
<td>[18]</td>
</tr>
</tbody>
</table>

biofilm and biofilm can enhance antibiotic resistance. Biofilm bacteria are 500 – 1000 times more resistant to antibiotics as compared to planktonic (free-living) bacteria [28].

Although prophages are quite stable within bacterial genomes, intact prophages are able to initiate the lytic life cycle. Induction results in the death of the bacterial host cell and release of progeny virions. Some prophages, like λ, excise from the bacterial chromosome to initiate the lytic life cycle, while for others, like Mu, the original prophage sequence remains in the bacterial host genome while viral particles are produced [50]. Induction can be triggered spon-
taneously [22, 31] or by DNA damaging agents, including external stimuli such as exposure to UV light or antibiotics [5, 40].

Prophage sequences are the single most prominent source of genetic diversity within bacterial populations [21], and prophage-encoded genes contribute to many aspects of bacterial physiology. The contribution of prophages to bacterial virulence, as well as to antibiotic resistance, have been particularly well-studied [58, 21, 26]. Understanding the spread and maintenance of prophage sequences in bacterial genomes is thus an important first step in estimating the impact of phage populations on these critical public health issues. Our aim is to make use of the wealth of recent data regarding the distribution of prophages in bacterial genomes to shed light on the evolutionary forces responsible for maintaining prophage sequences. We seek answers to basic questions about prophage evolution, such as: how does the rate at which prophage enter bacterial genomes through lysogeny compare with the induction rate; how does loss through induction compare with loss through mutational degradation; can we quantify the magnitude of the selective benefit conferred by prophages to their hosts?

### 3.1.1 The prophage size distribution

When a prophage is first integrated into a bacterial genome, its length is determined by the sequence length of the corresponding viral genome. Random mutation in the bacterial genome, however, is strongly biased toward deletions [35, 44, 16]. In addition, intact prophages may be lethal to the host cell, thus there should be strong selection for inactivation. Hence in a random sample of prophage sequences, one might expect a few large prophages, corresponding to fully inducible sequences, followed by a gradient of smaller and smaller prophages that have been
subject to degradation over evolutionary timescales [6]. In other words, assuming prophage sequences enter bacterial genomes at a relatively constant rate, we might expect a unimodal distribution with a peak on the right and a long tail to the left (negative skewness).

In contrast with this expectation, three recent datasets – available in public databases and discussed in greater detail below – suggest that the distribution of prophage lengths, across a wide variety of bacterial species, is multimodal [6, 15, 8, 37]. In the sections to follow, we will use each of these datasets to determine the simplest evolutionary model that is consistent with these data; in other words, which forces or processes are, at a minimum, necessary to recover these distributions?

The data sets we analyze further are:

**Data Set 1** [6]: Bobay et al. identified 624 prophages (474 from *E. coli* and 150 from *S. enterica*) and recovered a bimodal distribution of prophage lengths; see Figure 1A. Note that prophages that had no resemblance to core phage genomes from this study were discarded.

**Data Set 2** [15]: 128 prophages in *Desulfovibrio*, the sulphate-reducing bacteria, were shown to have a bimodal or possibly trimodal distribution; see Figure 1B.

**Data Set 3** [37]: The ACLAME database (http://aclame.ulb.ac.be) contains 760 prophage sequences. These data were retrieved using Prophinder [38], a prophage detection algorithm. Note that this data set includes a sparse tail of prophages with a length greater than 60 kb; in the data fitting described below, we neglect these outliers, reducing the data set from 760 to 737 prophages; see Figure 1C.

A further summary of these data sets is provided in Table 3.2.

In addition to these three publicly-available datasets, further evidence regarding the distribution of prophage lengths has recently appeared in a study of the molecular epidemiology of
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_Pneumococci_ [8]: 482 prophages were collected from clinical isolates that spanned 36 countries and nearly a century (1916-2008). Although the lengths of individual prophages in these data are not publicly available, overall the lengths exhibit a bimodal distribution, as shown in Figure 1D.

---

Figure 3.1: Prophage size distributions. (A) Prophages identified in _E. coli_ and _S. enterica_ [6]. (B) Prophages identified in _Desulfovibrio_ [15]. (C) Prophages across a range of sequenced bacterial genomes [37]. (D) Prophages identified in _Pneumococci_ [8].
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### Data Set Prophage number

<table>
<thead>
<tr>
<th>Data Set</th>
<th>Prophage number</th>
<th>Min (kb)</th>
<th>Max (kb)</th>
<th>Average (kb)</th>
<th>Bacterial Species</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>624</td>
<td>4.348</td>
<td>66.345</td>
<td>33.268</td>
<td><em>E. coli, S. enterica</em></td>
<td>[6]</td>
</tr>
<tr>
<td>2</td>
<td>128</td>
<td>3.603</td>
<td>57.140</td>
<td>25.580</td>
<td><em>Desulfovibrio</em></td>
<td>[15]</td>
</tr>
<tr>
<td>3</td>
<td>737</td>
<td>3.918</td>
<td>58.560</td>
<td>26.450</td>
<td>Diverse</td>
<td>[37]</td>
</tr>
</tbody>
</table>

Table 3.2: Summary of the three data sets analyzed in this study.

3.1.2 **Our approach**

The natural question that arises is: why are prophage size distributions so often bimodal? In a preliminary investigation, [6] arrived at the conclusion that the bimodal distribution in their data is neither due to taxonomic biases nor due to large neutral deletions of genetic material. In addition, if there were substantial heterogeneity in the prophage integration rate over evolutionary time, we might expect greater diversity in the multimodal distributions observed across a range of bacterial species; in other words, it seems unlikely that the peak at shorter lengths in four datasets is due to a single historical “burst” of prophage integration. The aim of our study is to investigate these prophage distributions in more detail and, using the available data, determine which evolutionary processes are necessary to explain these observations.

The organization of this article is as follows: in Section 3.2, we derive a partial differential equation that models the time evolution of the prophage distribution, including expressions for the effects of mutation, selection, horizontal gene transfer and induction. In Section 3.3, we describe our analysis of the model, including model selection and fitting the model to the
available data sets. In Section 3.4 we present the results of data fitting. Finally, in Section 3.5 we discuss the conclusions derived from this analysis and suggest further directions.

3.2 Model Derivation

To better understand the observed distributions of prophage lengths, we seek an expression for the expected frequency of prophages of length $x$, $P(x)$, in a population of bacterial genomes. Here $x$ is prophage length in kb, with $x_0 < x < x_M$ ($x_0$ and $x_M$ are the minimum and maximum prophage length, respectively). We begin by considering the processes that change the distribution of prophages over time, and then solve for the expected steady state (long-term behavior) of the model. Let $Q(x, t)$ be the frequency of prophages of length $x$ at time $t$. After time step $\delta t$, this distribution may change due to: (1) new temperate viral genomes entering the bacterial genome; (2) horizontal gene transfer (HGT) adding new prophages or partial prophages to the existing prophage pool; (3) mutational degradation reducing prophage lengths; (4) selection promoting the proliferation of the bacterial population, and therefore the prophage population; and (5) induction removing prophages from the population .

Taking into account these five possible processes, we arrive at the following partial differential equation describing the time evolution of the prophage size distribution:

$$
\frac{\partial Q(x, t)}{\partial t} = \alpha f(x) + \beta g(x) + \frac{\partial}{\partial x} \left[ D(x) Q(x, t) \right] + r_S S(x) Q(x, t) - r_I I(x) Q(x, t).
$$

The five terms on the right describe the influx of new prophage via lysogeny, influx via HGT, mutational degradation, selection, and induction respectively. The distribution of interest, $P(x)$, if it exists, is the steady state solution of $Q(x, t)$, i.e., $P(x) = \lim_{t \to \infty} Q(x, t)$. In the following
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subsections we explain each of the terms in Equation 3.1 in greater detail, and derive mathematical expressions for the underlying functions. For this purpose, in subsection (3.2.1), we show that there is a linear relationship between the length of a prophage and the number of genes it contains.

<table>
<thead>
<tr>
<th>Function</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$Q(x, t)$</td>
<td>frequency of prophages of length $x$ (kb) at time $t$</td>
</tr>
<tr>
<td>$P(x)$</td>
<td>steady state solution of $Q(x, t)$</td>
</tr>
<tr>
<td>$f(x)$</td>
<td>length distribution of prophage sequences entering via lysogeny</td>
</tr>
<tr>
<td>$g(x)$</td>
<td>length distribution of phages transferred by HGT</td>
</tr>
<tr>
<td>$D(x)$</td>
<td>mutational degradation rate</td>
</tr>
<tr>
<td>$S(x)$</td>
<td>expected fraction of $r_S$ conferred by prophage of length $x$</td>
</tr>
<tr>
<td>$I(x)$</td>
<td>probability that prophage carries genes required for induction</td>
</tr>
<tr>
<td>$\alpha$</td>
<td>rate of lysogeny</td>
</tr>
<tr>
<td>$\beta$</td>
<td>rate of horizontal gene transfer (HGT)</td>
</tr>
<tr>
<td>$r_S$</td>
<td>selection coefficient (intact prophage)</td>
</tr>
<tr>
<td>$r_I$</td>
<td>rate of induction</td>
</tr>
</tbody>
</table>

Table 3.3: Model functions and parameters.

3.2.1 Number of genes and length of prophage

Genome size and number of genes are strongly correlated in prokaryotes [25]. We used data available in the ACLAME database (http://aclame.ulb.ac.be), to confirm that this relationship between sequence length and the number of genes extends to prophage sequences in bacterial genomes, as illustrated in Figure 3.2. We find that the length of a prophage, $x$, and the number
of genes it carries, $m$, are highly correlated (correlation coefficient $r = 0.912$). We model this correspondence as the simple linear relation $m = \kappa x$, with $x$ in kb and $\kappa = 0.808$ genes per kb, corresponding to 1.2 kb per gene.

Figure 3.2: Data from ACLAME database (http://aclame.ulb.ac.be), showing the strong correlation between length of prophage and the number of genes on that prophage. All prophages in the database of length up to 85 kb were considered.

3.2.2 Lysogeny

The function $f(x)$ in Equation 3.1 represents the length distribution of prophages which enter bacterial genomes through lysogeny. In other words, in the event that a phage genome will be integrated into a bacterial genome through lysogeny, $f(x)$ gives the probability density for the length of the phage genome to be integrated. Thus, $f(x)$ captures not only the distribution of autonomous temperate phage genome lengths, but also any potential differences in lysogeny probabilities among these phages (see Appendix C for further details).

Most temperate phages are double-stranded (ds) DNA viruses [54], although several single-
stranded (ss) DNA phages have also been identified as temperate [34]. We therefore expect that $f(x)$ might resemble the distribution of dsDNA phage lengths in nature. Consistent with results reported for dsDNA phage (see Figure 1 in [6]), we assume that the length distribution of these active phages may be multimodal, and that the minimum length for an autonomous phage is longer than the minimum length for a (possibly degraded and cryptic) prophage. For convenience, we describe the multimodal distribution of active phages as the sum of $g = 1$ to 3 Gaussian probability density functions (i.e. a mixed distribution with up to three components):

$$f(x) = \begin{cases} \sum_{i=1}^{g} p_i e^{-\frac{(x-\theta+\mu_i)^2}{2\sigma_i^2}} & x \geq \theta \\ 0, & x < \theta. \end{cases}$$  \hspace{1cm} (3.2)

where $p_i > 0$, $\mu_i > 0$, $\sigma_i > 0$ for $i = 1$ to $g$ represent relative weights (in the convex combination), means and standard deviations of the component distributions, respectively. Note that $\theta$ in this expression gives the length of the smallest autonomous temperate phage. Temperate dsDNA phages have diverse genomes, with the smallest reported size of about 15 kb (*Bacillus phage Bam35c*) [48, 23]; [6] report that the smallest autonomous dsDNA phage that can infect enterobacteria is 30 kb. Here we assume that the smallest autonomous dsDNA phage that may successfully lysogenize a host has a genome size of $\theta = 20$ kb, however our results were not sensitive to this choice of threshold parameter (see Appendix B).

### 3.2.3 Horizontal gene transfer (HGT)

HGT describes several processes by which genetic material is transferred from a donor bacterium to a recipient bacterium. The transfer of genetic material can be accomplished through *conjugation*, *transformation* and *transduction*. Although it has been inferred that transduc-
tion is 1000 times less likely than conjugation to transfer antibiotic resistance genes [57], we note that transduction might be especially relevant to the HGT of chromosomal prophages. In specialized transduction, a prophage erroneously excises from the bacterial genome, taking a neighboring piece of the host chromosome and possibly integrating an incomplete prophage sequence into the new bacterial host; in generalized transduction, DNA from elsewhere in the host chromosome (not necessarily adjacent to the prophage) is packaged into the viral capsid and transmitted to a new host [56]. Since, for example, prophages can encode packaging-recognition sites (pac signals) [12], transduction could play a significant role in the prophage size distribution.

The function \( g(x) \) in equation 3.1 represents the transfer of prophage sequences, or partial prophage sequences, into host genomes by any of these processes of HGT. We reasoned that shorter DNA sequences should be transferred with higher probability than larger ones, therefore, we assume that \( g(x) \) must be a non-negative decreasing function, i.e., \( g(x) \geq 0 \) and \( g'(x) \leq 0 \) for all \( x \in [0, x_M] \) (recalling that \( x_M \) is the size of the largest prophage in the dataset). The simplest function which satisfies these properties is a decreasing linear function, \( g(x) = -x + x_M \). The slope of this line is scaled by the free parameter \( \beta \) representing the maximum rate of prophage integration via HGT. We also investigated more complex functions describing HGT (data not shown) but these were not justified in data fitting.

### 3.2.4 Degradation

Mutational processes in bacterial genomes exhibit a strong bias toward deletion [35], and mutational degradation may render intact prophages cryptic, i.e. incapable of induction or unable
to form plaques. Under the assumption that the probability of deletion is constant along the genome, we recover a linear relation between prophage sequence length and the rate of loss, $D(x) = r_D x$, where again $x$ is the length of the prophage sequence in kb, and $r_D$ is the rate of degradation (kb of prophage sequence lost, per bacterial generation, per kb of prophage sequence). Degradation from larger to smaller prophages depends on the gradient of the prophage length distribution, thus this process introduces an advective term.

### 3.2.5 Selective advantage

Integrated prophage often confer fitness benefits to their bacterial hosts [7]. Longer prophage sequences may encode a greater number of beneficial genes, conferring greater advantage to host cells and increasing the prophage population in turn. Let $n_b$ be the total number of potentially beneficial genes carried by phage. If $L$ is the number of genes in a prophage as it attaches to the bacterial genome, suppose after degradation $m$ intact genes remain. Then the probability, $P(i)$, where $0 < i \leq m$, that the prophage of length $m$ carries $i$ beneficial genes is

$$P(i) = \binom{n_b}{i} \frac{(L-n_b)}{m-i} \binom{L}{m}^{-1},$$

which is a Hypergeometric distribution, with expected value $\sum_{i=1}^{m} iP(i) = \frac{n_b m}{L}$. Converting this expectation to units of sequence length, a prophage degraded to length $x = m/\kappa$ from initial length $x_L = L/\kappa$ is expected to carry fraction $x/x_L$ of all possible beneficial genes (a result we will use in Equation 3.4).

The probability that a prophage of length $x$ is a degraded version of an active phage of length $x_L$ is given by the proportion of active phages that have length $x_L$, as a fraction of all the
active phages that might have given rise to this prophage:

\[
A(x, x_L) = \begin{cases} 
0, & x > x_L \\
\frac{f(x_L)}{\sum_{y=x}^{x_M} f(y)}, & x \leq x_L.
\end{cases}
\] (3.3)

We assume that an active prophage confers an overall selective advantage \( r_S \) per bacterial generation. For mathematical tractability, we assume that the magnitude of this maximum selective effect does not vary with the initial length of the active phage sequence; this is a simplification that should be relaxed in future work. We can then deduce \( S(x) \), the expected fraction of \( r_S \) that will be conferred by a prophage of length \( x \), by conditioning and summing over all possible active phages that may have produced this prophage:

\[
S(x) = \sum_{x_L=x}^{x_M} A(x, x_L) \frac{x}{x_L}.
\] (3.4)

Thus, the term \( r_S S(x) \) gives the change in the intrinsic growth rate conferred on average by a prophage of length \( x \).

Finally, we note that along with potential fitness benefits, prophage genes may also impose fitness costs on their hosts [33]. The parameter \( r_S \), which could be positive or negative, reflects the sum total of these costs and benefits. Thus for example if the best-fit value of \( r_S \) were negative, the model would predict that independent of induction, the carriage of prophage genes comes at a net cost to the host cell.

### 3.2.6 Induction

Prophage may re-instantiate the lytic life cycle, either spontaneously or in response to some stress, resulting in the death of the host cell and release of progeny phages. As before, we let
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$L$ denote the number of genes in an active phage, while $m$ is the number of genes retained on a (possibly degraded) prophage. Assume $n_l$ is the number of phage genes required for the loss of prophage from the bacterial genome through induction. (Since the model tracks only the frequency of bacterial hosts carrying prophages of a given length, this loss could reflect either the excision of prophage from the bacterial genome, or the death of the bacterial host through lysis.) The probability that a prophage carries the genes required for induction, given that after degradation it carries $m$ out of $L$ genes is:

$$
\begin{cases}
0, & m < n_l \\
\frac{(L-n_l)}{(m-n_l)}, & n_l \leq m \leq L.
\end{cases}
$$

We again use the parameter $\kappa$ to convert between gene number and sequence length, and make use of Stirling’s approximation to simplify factorial terms. We thus approximate the probability that a prophage, initially of length $x_L$ but degraded to length $x$, contains the genes required for induction as:

$$
R(x, x_L) \approx \begin{cases}
0, & x < x_n \\
\frac{x^x (x_L - x_n)^{(xL-x_n)}}{x_L^x x_L(x - x_n)^{(x-x_n)}}, & x_n < x \leq x_L,
\end{cases}
$$

(3.5)

where $x_n = n_l/\kappa$ is the length of the genes required. The probability that a prophage of length $x$ is a degraded version of prophage of length $x_L$ is given by (3.3). Thus, the overall probability that the prophage contains the genes required for induction (excision from the host genome), after conditioning and summing over all possible active phages that may have produced this prophage is given as:

$$
I(x) \approx \sum_{x_L = x}^{xM} A(x, x_L) R(x, x_L).
$$

(3.6)
The parameter \( r_I \) gives the induction rate, that is, the rate per prophage per bacterial generation at which prophages are lost from bacterial genomes due to induction. Finally, we note that because prophages lost to induction may or may not contain the genes required for re-infection, we do not expect that the product \( I(x)P(x) \) will directly yield the distribution of lysogenizing phages, \( f(x) \) (but see Appendix C).

Typical geometries of these five functions – lysogeny, HGT, degradation, selection and induction – are illustrated in Figure 3.3.

### 3.2.7 Closed-form solution

If we consider \( \lim_{t \to \infty} Q(x, t) = P(x) \) and \( D(x) = r_D x \) then the differential equation generating the steady state solution of equation 3.1 is given by

\[
\frac{dP(x)}{dx} + \left( \frac{1}{x} + F(x) \right) P(x) + \frac{\alpha}{r_D x} f(x) + \frac{\beta}{r_D x} g(x) = 0
\]

where \( F(x) = (r_S S(x) - r_I I(x))/r_D x \). Equation (3.7) is first order linear ordinary differential equation and its solution is given by

\[
P(x) = -e^{-\int F(x)dx} \int \left( \alpha f(x) + \beta g(x) \right) e^{\int F(x)dx} dx + \frac{C}{x} e^{-\int F(x)dx},
\]

where \( C \) is a constant of integration. Although in general a numerical approach is required to evaluate \( P(x) \) due to the complexity of the functions \( S(x), I(x) \) and \( f(x) \), the form of this solution will prove valuable in eliminating some solutions during model selection (see Table 3.4 below).
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Figure 3.3: Example geometries of the influx distributions via lysogeny and HGT (top panel, left and right axes respectively), as well as the degradation, selection and induction functions, plotted against prophage size. To illustrate the shapes of these functions, we have used parameters corresponding to the best fit to Data Set 1 (see Results to follow). Parameter values are $p_1 = 17.95$, $\mu_1 = 18.37$, $\sigma_1 = 4.73$, $p_2 = 64.19$, $\mu_2 = 28.06$, $\sigma_2 = 4.93$, $p_3 = 16.57$, $\mu_3 = 41.54$, $\sigma_3 = 2.32$, $r_D = 0.0069$. 
3.3 Model selection and data fitting

Although lysogeny, HGT, degradation, selection and induction may all contribute to the maintenance of the prophage population in nature, we performed rigorous model selection to determine which of these processes are statistically justified in modeling the data. This approach allows us to identify the key evolutionary processes underlying the prophage distribution, and to estimate the relative magnitude of their effects.

Since lysogeny is a necessary prerequisite for the prophage distribution, we considered models that included incoming prophage \((f(x))\) but included or excluded HGT, degradation, induction and selection in all possible combinations. Thus in total, we tested all \(2^4 = 16\) possible models. For brevity, Table 3.4 lists the full model, as well as all possible models that exclude HGT; analogous models including HGT were also tested.

The first step in analyzing these models was to exclude models that are qualitatively unable to capture the prophage size distribution data. From the analytical solutions of models 3 (with both induction and selection present), 7 (with only induction present), and 8 (with only selection present), we see that in these cases, the steady-state solution \(P(x) = 0\) wherever the incoming phage distribution \(f(x) = 0\). Thus these models predict the absence of prophage with lengths smaller than \(\theta = 20\) kb. These models are clearly unable to capture the distributions illustrated in Figure 3.1 and were excluded from further analysis. This result makes intuitive sense: the three excluded models do not include degradation, and therefore cannot explain prophage with lengths shorter than the lengths of autonomous temperate phage.

We proceeded with model selection using the remaining five models (models 1, 2, 4, 5 and 6), fitted to each data set. For each model, we also allowed the function \(f(x)\) (the incoming
### 3.3. Model selection and data fitting

#### Table 3.4: A detailed description of the models considered. Each model includes or excludes terms on the right-hand side of Equation 3.1 as indicated. The analytical forms for the steady-state solutions, as shown in the right-most column, allow us to eliminate several models from further analysis (see text for details). Here $\mathcal{F}(x) = \frac{r_g S(x)}{r_D x} - \frac{r_I I(x)}{r_D x}$ and $C$ is an arbitrary constant.

<table>
<thead>
<tr>
<th>Model</th>
<th>Processes</th>
<th>Steady-state solution, $P(x)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>✓ ✓ ✓ ✓ ✓</td>
<td>(-e^{-\int \mathcal{F}(x) dx} \int (\alpha f(x) + \beta g(x)) e^{\int \mathcal{F}(x) dx} dx + \frac{C}{x} e^{-\int \mathcal{F}(x) dx})</td>
</tr>
<tr>
<td>2</td>
<td>✓ ✓ ✓ ✓</td>
<td>(-e^{-\int \mathcal{F}(x) dx} \int f(x) e^{\int \mathcal{F}(x) dx} dx + \frac{C}{x} e^{-\int \mathcal{F}(x) dx})</td>
</tr>
<tr>
<td>3</td>
<td>✓ ✓ ✓ ✓</td>
<td>(-\frac{\alpha f(x)}{S(x) - I(x)}) where $S(x) \neq I(x)$</td>
</tr>
<tr>
<td>4</td>
<td>✓ ✓ ✓ ✓</td>
<td>(-\frac{\alpha}{r_D} x e^{-\int \frac{r_g S(x)}{r_D x} dx} \int e^{\int \mathcal{F}(x) dx} dx + \frac{C}{x} e^{-\int \mathcal{F}(x) dx})</td>
</tr>
<tr>
<td>5</td>
<td>✓ ✓ ✓ ✓</td>
<td>(-\frac{\alpha}{r_D} x e^{-\int \frac{r_g S(x)}{r_D x} dx} \int e^{\int \mathcal{F}(x) dx} dx + \frac{C}{x} e^{-\int \mathcal{F}(x) dx})</td>
</tr>
<tr>
<td>6</td>
<td>✓ ✓ ✓ ✓</td>
<td>(-\frac{\alpha}{r_D} x \int e^{\int \mathcal{F}(x) dx} dx + \frac{C}{x})</td>
</tr>
<tr>
<td>7</td>
<td>✓ ✓ ✓ ✓</td>
<td>(-\frac{\alpha f(x)}{I(x)},) where $I(x) \neq 0$</td>
</tr>
<tr>
<td>8</td>
<td>✓ ✓ ✓ ✓</td>
<td>(-\frac{\alpha f(x)}{S(x)},) where $S(x) \neq 0$</td>
</tr>
<tr>
<td>9</td>
<td>✓ ✓ ✓ ✓ ✓</td>
<td>no steady-state solution</td>
</tr>
</tbody>
</table>
phage distribution) to be described by a mixed distribution incorporating one to three Gaussian distributions. While the data sets included between \( n = 128 \) and \( n = 737 \) data points, the tested models included between \( k = 4 \) and \( k = 15 \) free parameters. We used a finite difference scheme to obtain, numerically, the steady-state solution to the model, and compared this steady-state solution to the data, optimizing the log-likelihood to identify the best fit parameter values. The log-likelihood is defined as 
\[
\log(L) = \sum \log P(x_i),
\]
where \( x_i \) are the \( n \) observed lengths of prophage sequences in the data set, \( P(x) \) is the numerically obtained steady-state solution, and the sum is taken for \( i = 1 \) to \( n \). To select the best model among the candidate models, we used the Akaike Information Criterion (AIC) \[1\], defined as:
\[
AIC = 2k - 2 \log(\hat{L})
\]
where \( k \) is the number of free parameters, and \( \log(\hat{L}) \) is the maximum log-likelihood.

While the lowest AIC value corresponds to the best fit, it is possible that several candidate models may offer equivalently good fits; these correspond to models that cannot be rejected, statistically. To address this issue, we compute the relative probability. If \( AIC_{\text{min}} \) is the lowest AIC value obtained for one of the candidate models, the relative probability \[9\] is defined for each candidate model as 
\[
R = \exp\left(\frac{AIC_{\text{min}} - AIC}{2}\right).
\]
The best fit model will thus have relative probability 1. If we imagine adding a single “dummy” variable to the best fit model, that is, we add an additional parameter that has no effect on the fit, the AIC will increase by 2 and the log-likelihood will not change. Thus the relative probability of the best fit model including an extra dummy parameter will be \( \exp(-1) = 0.368 \). We therefore reject candidate models with \( R \leq \exp(-1) \). If candidate models have relative probability values that exceed \( \exp(-1) \), we are unable to reject them and consider them as possible “best fits” to the data.
3.4 Results

We fit models 4, 5 and 6 to each of the three data sets, including in each model the possibility of up to three components in the incoming phage distribution, \( f(x) \), and including or excluding HGT, \( g(x) \). A full summary of the model-fitting results is provided in Appendix A.2 (Table A.1, Table A.2, Table A.3 for Data Sets 1, 2 and 3, respectively).

Despite the reduced number of free parameters in the simpler models (an attribute rewarded by the AIC criterion), in no case did models 4 (degradation and selection), 5 (degradation and induction) or 6 (degradation) achieve the best fit to any of the data sets. To illustrate, we have reproduced the fits obtained to Data Set 1 with these three models in Figure 3.4.

For all three data sets, then, model 2, as described by Equation 3.1 with \( \beta = 0 \), provided the best fit, with varying degrees of complexity in the function describing the incoming phage distribution (\( f(x) \)). We describe and illustrate these results below.

3.4.1 Data Set 1

The best fit to these data from \( E. coli \) and \( S. enterica \) was obtained using the full model without HGT (model 2), with the distribution of incoming phages described by a mixture of three
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underlying Gaussian distributions ($g = 3$). This model has 14 free parameters (see Figure 5A).

The second-best fit is the same model with HGT; this fit has relative probability 0.372 and thus cannot be rejected. We note however that the contribution of HGT in this second-best fit is very small (see Table 3.5). The best fits are illustrated in Figure 5B and 5C. Detailed results of data fitting are provided in Table A.1, Appendix A.2.

3.4.2 Data Set 2

The prophage length distribution from *Desulfovibrio* was best described by the full model without HGT, and a single Gaussian describing the incoming phage lengths ($g = 1$, 8 parameter model), see Figure 6A. This fit is illustrated in Figure 6B. Details are provided in Table A.2 in Appendix A.2.
3.4. Results

Figure 3.6: Model fitting results for Data Set 2. (A) The relative probability of candidate models for Data Set 2, plotted as a function of the number of parameters in that model. (B) The best fit predicted by the model ($P(x)$, blue curve), to Data Set 2 (histogram). The best model includes 8 free parameters and has relative probability 1.

3.4.3 Data Set 3

The prophage length distribution from the ACLAME database was also best described by the full model with a single Gaussian describing incoming phage ($g = 1$, 8 parameter model), see Figure 7A. The best fit is illustrated in Figure 7B. Model fitting details are provided in Table A.3 in Appendix A.2.

Figure 3.7: Model fitting results for Data Set 3. (A) The relative probability of candidate models for Data Set 3, plotted as a function of the number of parameters in that model; crosses indicate relative probabilities $\leq 10^{-6}$. (B) The best fit predicted by the model ($P(x)$, blue curve), to Data Set 3 (histogram). The best model includes 8 free parameters and has relative probability 1.
Table 3.5 provides a summary of the best-fit parameter values obtained for the three data sets. A sensitivity analysis, using Data Set 1, indicates a high degree of confidence in the parameter values, that is, all parameters are well-constrained by the data (see Appendix B). However some care must be taken in interpreting these numerical values. We present these rates in comparable units and address the implications of the quantitative results further in the Discussion.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Data Set 1</th>
<th>Data Set 2</th>
<th>Data Set 3</th>
<th>Mean†</th>
</tr>
</thead>
<tbody>
<tr>
<td>α Relative rate of lysogeny</td>
<td>0.1301</td>
<td>0.1982</td>
<td>0.1191</td>
<td>0.0734</td>
</tr>
<tr>
<td>r_D Relative rate of degradation</td>
<td>0.0069</td>
<td>0.01361</td>
<td>0.0051</td>
<td>0.0052</td>
</tr>
<tr>
<td>r_S Relative selection coeff. (intact prophage)</td>
<td>0.3137</td>
<td>0.7276</td>
<td>0.2397</td>
<td>0.2249</td>
</tr>
<tr>
<td>r_I Relative rate of induction</td>
<td>0.6169</td>
<td>1.1139</td>
<td>0.5291</td>
<td>0.4713</td>
</tr>
<tr>
<td>n_I Number of genes required for induction</td>
<td>2.440</td>
<td>1.9512</td>
<td>2.440</td>
<td>2.5856</td>
</tr>
<tr>
<td>β Relative rate of horizontal gene transfer</td>
<td>—</td>
<td>8.76 × 10⁻¹³</td>
<td>—</td>
<td>—</td>
</tr>
</tbody>
</table>

Table 3.5: Parameter values for the best fits. †Mean across all data sets, weighted by relative probability for Data Set 1.

3.5 Discussion

Because we can only fit the steady-state solution of Equation 3.1 to the data, the resulting rates are only meaningful relative to other rates in the model. Thus, although the time units of the best-fit rates are an arbitrary number of generations, we can express each of these rates relative to the induction rate. This allows us to compare the evolutionary forces at play in terms of what
we will call the “expected prophage lifetime”, that is, the average time between lysogeny and induction, for prophages that retain all the genes necessary for induction. We find that the time between lysogeny events (new prophages entering the genome) is about 5 prophage lifetimes, while the selection coefficient, for an intact prophage, is approximately 0.5 per prophage lifetime. If a prophage remains in the host genome for 100 bacterial generations before induction, for example, this selection coefficient would correspond to a selection coefficient $s = 0.004$ per bacterial generation. Finally, we predict that degradation of the prophage genome occurs at a rate of about 0.01 kb per kb in the prophage genome, per prophage lifetime. Thus on average the model predicts that prophages have lost only 1% of their genome to degradation at the time of induction. These normalized rates are presented in summary in Table 3.6.

<table>
<thead>
<tr>
<th>Rates expressed per expected prophage lifetime</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Lysogeny</strong></td>
<td>0.20</td>
</tr>
<tr>
<td>rate at which new prophage enters genome</td>
<td></td>
</tr>
<tr>
<td><strong>Degradation</strong></td>
<td>0.01</td>
</tr>
<tr>
<td>kb lost per kb of prophage genome</td>
<td></td>
</tr>
<tr>
<td><strong>Selection</strong></td>
<td>0.52</td>
</tr>
<tr>
<td>overall selection coefficient per prophage lifetime</td>
<td></td>
</tr>
<tr>
<td><strong>Induction</strong></td>
<td>1.00</td>
</tr>
<tr>
<td>rate at which fully competent prophage induces</td>
<td></td>
</tr>
</tbody>
</table>

Table 3.6: Rates of the processes in the model, normalized by the induction rate. Induction rate and selection coefficient are provided for fully intact (non-degraded) phage. See text for details.

From these normalized rates, a picture emerges in which induction is the dominant fate for active prophages, occurring at a much higher rate than any other process. New prophages enter the bacterial genome, on average, at a rate that is about one fifth of the induction rate. These new sequences degrade very slowly relative to their induction rate, an observation that seems reasonable given that prophages would be unable to induce if degradation were rapid.
Despite the slow degradation rate, over evolutionary time smaller and smaller prophages accrue in host genomes. These are maintained due to the balance between two effects: induction and selection. In particular, short prophage sequences typically lack the genes required for excision or induction, but may still confer some benefit to their host.

Thus, our model predicts that the peak on the right of the prophage size distribution is due to the contribution of autonomous free phage, entering bacterial genomes via lysogeny, the term $\alpha f(x)$ in our model. In contrast, the peak on the left is maintained in the region for which $r_s S(x) > r_I I(x)$, that is, where the benefits of selection outweigh the costs of induction, as illustrated in Figure 3.8.

![Figure 3.8: Components of the best-fit model prediction for Data Set 1 (histogram, left axis). The distribution of autonomous temperate phages ($f(x)$, solid curve) is plotted along with the induction curve ($r_I I(x)$, dash-dotted, right axis) and the selection curve ($r_S S(x)$, dotted, right axis); induction and selection intersect near 30 kb.](image)

An unexpected result of our analysis is that a process that preferentially adds prophages of shorter lengths to bacterial genomes (the process we describe as HGT in the model derivation) was not required to provide a fit to any of the three data sets. For Data Set 1, HGT was included
in the second-best fit, but the overall rate of HGT was extremely small relative to other rates in the model. These results of course do not preclude a role for HGT in the maintenance of prophages in bacterial genomes, but indicate that HGT is not required to explain the empirical data currently available. As mentioned previously, it seems likely that transduction may be the most important HGT process for prophages, and transduction rates are inferred to be low relative to other modes of HGT [57].

Our findings suggest that a minimum of two to three prophage genes are required to enable prophage excision from the bacterial chromosome. The excision of phage $\lambda$, for example, requires at least two enzymes, an integrase and exonuclease, which are produced from a single transcript encoding the $xis$ and $nit$ genes [62]. We would of course expect wide variability in these steps across phage-host systems. For example, phage Mu replicates first and then excises from the host chromosome [39], and would presumably require further intact genes for excision.

The relation between prophage and their bacterial hosts may either be parasitic or mutualistic depending on the balance between the cost the bacterial host incurs due to the integration of foreign DNA into its genome, and benefits conferred by the foreign DNA to the bacterial host [51]. The biggest cost is incurred by induction, although due to the compactness of bacterial genomes, small insertions of foreign DNA may result in significant energy costs as well [33]. Our results predict a tipping point between parasitism and mutualism, the point at which $r_I(x) = r_S(x)$. Shorter prophage sequences are unlikely to maintain all the genes required for induction, and our model predicts that they persist at high frequencies in host genomes because of the selective benefits they still confer. Thus the peak on the left of the bimodal prophage distributions may correspond to predominantly mutualistic prophage, consistent with high levels
of purifying selection inferred for prophage genes using comparative genomics [6]. Metage-nomic data, that is, prophage distributions obtained from environmental samples of bacterial populations, could help clarify the role of positive selection in maintaining prophage sequences.

Although an active body of research addresses the comparison and refinement of algorithms for prophage identification [52, 17], short prophage remnants can be difficult to detect and are likely underrepresented in the available data. For example, prophage remnants with sequence similarity to short mobile genetic elements were excluded from Data Set 1 [6], and a minimum of six phage-like genes are required to identify phage gene clusters in the PHAST search tool [63]. Most algorithms to date rely on homology-based techniques to identify prophages, making it difficult to detect prophages that are not similar to known phages (but see [2]), and making the identification of shorter sequences more challenging. This detection bias likely shifts the position of the lower peak in bimodal prophage distributions – the true peak in the data might occur at even shorter prophage lengths – but would not affect our conclusions regarding the underlying mechanisms in play.

We note that for one of the three data sets in this analysis, the best fit to the data was obtained using 14 of 15 possible parameters, that is, the best fit supported a relatively complex model. This implies that as richer data sets become available, further features could, and should, be added to the model to better describe the prophage distribution. As mentioned previously, two assumptions that could clearly be relaxed are that all phage genomes, irrespective of their length, offer the same average selective benefit to their host, and require the same number of genes for induction. In reality, longer active phages presumably have the capacity to encode further beneficial functions and more complex excision mechanisms. Another assumption, inherent in our approach, is that degraded prophage have lost the genes required for induction,
or the genes conferring benefit to the host, in proportion to their total gene loss. Thus the selection or induction rates depend only on prophage length. A more nuanced (but less tractable) approach will be to follow the loss and enrichment of specific classes of genes in degraded prophage sequences.
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Chapter 4

The genetic repertoire of prophages

Bacterial genome sequencing has revealed that prophages – the functional or cryptic genome sequences of temperate bacteriophages – are far more numerous than previously recognized. Prophages are subject to mutational degradation, but they may also be maintained by selection if they confer benefits to their bacterial hosts; these evolutionary forces will have different effects on prophage genes of different function. In this chapter, we examine the distributions of 53,356 annotated prophage genes identified in 1384 prophage sequences, comparing the gene repertoires of intact and incomplete prophages. These data indicate that genes involved in the replication, packaging, and release of phage particles have been preferentially lost in incomplete prophages, while transposase and integrase genes are significantly enriched. In this chapter, we also developed mathematical and computational models to test how evolutionary forces affect prophage gene repertoires. These approaches demonstrate that genes involved in phage lytic function are preferentially lost, resulting in shorter prophages that often retain genes that benefit the host. Meanwhile, the model suggests that the enrichment of transposase sequences in shorter prophages is likely due to their role in disruption of phage lysis genes and generation of cryptic prophages that cannot harm their hosts. Overall, we show that variation in positive and negative selection on different prophage gene classes explains the diversity of
prophage genome structures, including the evolution and maintenance of cryptic and domesticated prophage sequences.

4.1 Introduction

Bacteriophages, viruses that infect bacteria, are the most prevalent life form on the planet, vastly outnumbering both their bacterial hosts and all other life forms combined [3, 26, 8]. As lethal pathogens, lytic bacteriophages typically reproduce in large numbers, causing the death of their hosts in the process. Temperate phages, however, are so-named because they also have the ability to integrate their genetic code into the host cell DNA, leaving the host cell unharmed. Once integrated, these viral sequences can persist as prophages for many bacterial generations, being replicated as part of the host cell genome during cellular fission.

While integrated in the bacterial genome, prophage sequences are subject to selection, mutation, and horizontal gene transfer (HGT). A wealth of recent evidence argues for the role of positive selection in the maintenance of prophages which confer benefits such as immunity against other infecting phages, antibiotic resistance, resistance to environmental stress and numerous virulence factors [17]. Mutation in bacterial genomes is biased toward deletion [19, 22, 12], and thus prophage sequences are subject to mutational degradation over long time scales. In addition, some families of prophages carry transposase genes, enabling replicative (copy-and-paste) transposition of the prophage sequence to other locations in the bacterial genome.

If a prophage retains the functional genes required for replication, packaging and cellular lysis, the prophage sequence can initiate induction, a process in which the prophage resumes its role as a lethal pathogen, produces a large number of daughter phage, and kills the host.
Spontaneous induction rates are in the range of $10^{-5}$ to $10^{-3}$ per bacterial generation [21, 31], but can be substantially increased if the bacterial host cell is in stress [1].

Genome sequencing and comparative genomics have recently revealed that prophages are far more numerous and more widely-shared across bacterial genomes than previously recognized [10, 23]. In addition, four recent studies have independently reported that the distribution of prophage lengths is bimodal [4, 5, 11, 20], a phenomenon that may be explained by the balance between selection for prophage maintenance (via beneficial effects of prophage genes) and selection against prophage (via harmful effects of induction and cell lysis) [18]. These fundamental evolutionary forces will differentially affect prophage genes of different function. For example, while short deletions might affect all prophage genes, positive selection will affect only those prophages that carry genes of benefit to their host; negative selection (via induction) will affect only prophages that carry functional induction genes. Thus, prophages of differing lengths, or differing degrees of integrity when compared to the ancestor phage genome, may carry different genetic repertoires – signatures of the evolutionary forces in play. Indeed, tail fiber and integrase coding sequences are significantly enriched in small prophages (Figure S1, [4]), but little else is understood about the gene repertoires of intact or degraded (incomplete) prophage sequences.

In this contribution, we examine the distributions of prophage genes identified in publicly available genome sequences, comparing the gene repertoires of intact and incomplete prophages. To better understand these results, we also develop both a mathematical and computational model describing the fates of distinct gene classes in prophages. Our results support the roles of both positive and negative selection in maintaining prophage sequences with diverse genetic repertoires, and offer explanations for both the enrichment and loss of specific
gene functions in cryptic prophages.

4.2 Gene repertoire of sequenced prophages

We investigated bacterial genomes studied in two previously published data sets [4, 20], using the PHASTER interface [2] for rapid prophage identification and gene annotation. Data Set 1, originally studied by Bobay et al. [4], includes 624 prophages from 85 bacterial genomes; these prophage sequences contain 24,877 annotated genes. Data Set 2, as studied by Leplae et al. [20], includes 760 prophages from 306 bacterial genomes, with 28,479 annotated genes. For the 13 phage gene functions listed in Table 4.1, we tracked the number of prophages identified as containing at least one gene of that class. We further partitioned these data based on whether the prophage sequence was classified as “intact”, “questionable” or “incomplete” by the PHASTER algorithm.

Figure 4.1 plots the frequency of each gene class in intact ($f_{\text{int}}$), questionable and incomplete ($f_{\text{inc}}$) prophages. The genes are ordered left to right according to their degree of enrichment in incomplete prophages; due to small numbers, gene types that constituted less than 1% of the data have been excluded. These results are summarized in the lower panels of Figure 4.1, which show the percent change in gene frequency between incomplete and intact prophages, that is:

$$
\% \text{ change} = \frac{100(f_{\text{inc}} - f_{\text{int}})}{f_{\text{int}}}
$$

Positive values of % change thus indicate genes that are relatively enriched in incomplete prophages, while negative values indicate genes that are preferentially lost.

To evaluate the statistical significance of these results, for each gene type we use the same number of identified genes (e.g. $317+25+14 = 356$ for terminase in Data Set 1), and ran-
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### Table 4.1: The genetic repertoire of prophages in Data Set 1 and Data Set 2.

<table>
<thead>
<tr>
<th>Gene</th>
<th>Count in Data Set 1</th>
<th></th>
<th></th>
<th>Count in Data Set 2</th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Intact</td>
<td>Questionable</td>
<td>Incomplete</td>
<td>Intact</td>
<td>Questionable</td>
<td>Incomplete</td>
</tr>
<tr>
<td>terminase</td>
<td>317</td>
<td>25</td>
<td>14</td>
<td>292</td>
<td>53</td>
<td>58</td>
</tr>
<tr>
<td>portal</td>
<td>277</td>
<td>9</td>
<td>3</td>
<td>283</td>
<td>67</td>
<td>48</td>
</tr>
<tr>
<td>head</td>
<td>299</td>
<td>16</td>
<td>25</td>
<td>281</td>
<td>79</td>
<td>86</td>
</tr>
<tr>
<td>injection</td>
<td>14</td>
<td>0</td>
<td>2</td>
<td>4</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>tail</td>
<td>413</td>
<td>46</td>
<td>86</td>
<td>419</td>
<td>116</td>
<td>141</td>
</tr>
<tr>
<td>protease</td>
<td>82</td>
<td>3</td>
<td>5</td>
<td>72</td>
<td>12</td>
<td>22</td>
</tr>
<tr>
<td>transposase</td>
<td>195</td>
<td>32</td>
<td>75</td>
<td>190</td>
<td>173</td>
<td>144</td>
</tr>
<tr>
<td>integrase</td>
<td>346</td>
<td>54</td>
<td>85</td>
<td>312</td>
<td>94</td>
<td>165</td>
</tr>
<tr>
<td>lysis</td>
<td>226</td>
<td>19</td>
<td>11</td>
<td>52</td>
<td>6</td>
<td>6</td>
</tr>
<tr>
<td>plate</td>
<td>121</td>
<td>5</td>
<td>0</td>
<td>143</td>
<td>20</td>
<td>28</td>
</tr>
<tr>
<td>capsid</td>
<td>225</td>
<td>14</td>
<td>18</td>
<td>233</td>
<td>50</td>
<td>40</td>
</tr>
<tr>
<td>lysin</td>
<td>235</td>
<td>17</td>
<td>19</td>
<td>165</td>
<td>32</td>
<td>22</td>
</tr>
<tr>
<td>flippase</td>
<td>2</td>
<td>0</td>
<td>20</td>
<td>0</td>
<td>1</td>
<td>4</td>
</tr>
<tr>
<td><strong>Total</strong></td>
<td>2752</td>
<td>240</td>
<td>363</td>
<td>2446</td>
<td>603</td>
<td>764</td>
</tr>
</tbody>
</table>
Figure 4.1: Changes in prophage gene frequencies, for intact, questionable and incomplete prophages. (A) The frequency of each gene class identified in Table 4.1 in prophages from Data Set 1 [4], for prophages identified as intact, questionable or incomplete. Gene classes that constituted less than 1% of the data have been excluded. Gene classes are ordered by the percent change in frequency (degree to which they are enriched in incomplete prophages, see panel C.) (B) Gene frequencies as in panel A, but for Data Set 2 [20]. (C) Percent change in gene frequency; the frequency of each gene class in incomplete prophages is compared to the baseline frequency of that class in intact prophages. Frequencies that were significantly lower (red) or higher (green) than expected by chance with a two-sided 5% significance threshold are indicated by stars. Thus red stars indicate gene classes that are preferentially lost, while green stars indicate classes that are enriched in short prophages. (D) Percent change in gene frequency for Data Set 2.
4.2. Gene repertoire of sequenced prophages

<table>
<thead>
<tr>
<th>Number of transposase genes identified</th>
<th>Count in Data Set 1</th>
<th>Count in Data Set 2</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Intact</td>
<td>Questionable</td>
</tr>
<tr>
<td>IS transposase</td>
<td>174</td>
<td>34</td>
</tr>
<tr>
<td>non-IS transposase</td>
<td>278</td>
<td>37</td>
</tr>
<tr>
<td>All phage proteins</td>
<td>21054</td>
<td>2271</td>
</tr>
</tbody>
</table>

Table 4.2: The distribution of transposase genes identified in Data Set 1 and Data Set 2.

Randomly assign the genes to one of the three prophage classes. Because intact prophages in the dataset contain more genes than incomplete prophages, we also preserve the proportion of genes assigned to each class. Thus in randomly assigning genes to prophage classes, we assign \( \frac{2752}{2752+240+363} = 82\% \) of genes to intact prophages in Data Set 1, for example, while only \( \frac{363}{2752+240+363} = 11\% \) are assigned to incomplete prophages.

We computed the percent change in gene frequency for these bootstrapped data as described above, and repeated this procedure 10,000 times. Stars in the lower panels of Figure 4.1 indicate % change values in the data that were lower than the 2.5 percentile or higher than the 97.5 percentile in the bootstrapped distributions.

These results reveal several features that are conserved between data sets. We note that lysis or lysin genes, as well as portal and terminase proteins, are preferentially lost in incomplete prophages. In contrast, transposase and integrase genes are substantially enriched. We explore these results further in both the computational and mathematical models described in the sections to follow.

In light of the striking enrichment of transposase genes in incomplete prophages, we ex-
examined the transposase annotations in greater detail. For each prophage in the dataset, we
downloaded the coding sequences and the BLAST hits identified for each coding sequence by
PHASTER [2]. We counted the number of coding sequences with a BLAST hit annotated as
an insertion sequence (IS) transposase (e.g. “IS3 transposase B”), as well as those annotated as
a transposase but without a BLAST hit to an IS. As a control, we also counted the total number
of proteins identified as a “phage hit protein” by PHASTER in each data set.

As shown in Table 4.2, IS transposases account for 41.4% of the transposase sequences
identified in Data Set 1, and 49.8% of those in Data Set 2. In Data Set 1, the frequency of IS
transposases (calculated as the fraction of all phage proteins identified) is enriched 4.9-fold in
incomplete prophages as compared to intact prophages; the frequency of non-IS transposases
also increased but to a lesser degree (3.3-fold). In Data Set 2, the frequency of IS transposases
increased by 10% in incomplete prophages, while non-IS transposases were reduced by 0.6%.
Thus in both data sets, the frequency of IS transposases is enriched in incomplete prophages,
and enriched to a greater degree than non-IS transposases. As discussed further below, this
suggests that the enrichment of transposase sequences in incomplete prophages may be due to
the disruption of essential prophage functions due to IS insertion; in other words, the presence
of the IS transposase has rendered the prophage cryptic.

4.3 Analytical model of prophage gene content

To investigate the preferential loss or maintenance of specific classes of phage genes in prophage
sequences over time, we developed a mathematical model. The model, although simplified, al-

ows us to predict the effects of key parameters on the longterm genetic repertoire of prophages.

The model tracks a population of bacterial genomes, which contain prophages with genes
in three possible types – beneficial genes, excision genes and re-infection genes. Beneficial genes are genes that confer a selective advantage to the host, thus increasing the prophage population through vertical transmission. Biological examples of beneficial genes include host virulence factors that help the bacterial cell during colonization of its host (for example phage lambda’s lom gene). In contrast, excision genes are the genes involved in prophage induction into the lytic cycle, which leads to the death of the host cell. Examples of excision genes include lambda’s O and P genes, which switch on the lytic cycle by commandeering the host’s DNA polymerase. Phage induction will typically lead to bacterial cell death regardless of the quantity or quality of phage progeny. Phage progeny success is determined by the phage’s re-infection genes, comprising the genes required for phage genome replication, packaging, lysis, transmission to a new host, and reestablishment of lysogeny. This re-infection class, in particular, includes a large number of genes of different function; yet their net effect, taken together, is to increase the prophage population through horizontal transmission.

In the simplified model, we consider a full prophage as one containing just three ‘genes’, one of each class. Here, we can think of a ‘gene’ as a full functional complement of the underlying sequences required for each function. We denote the frequency of full prophages in the population at time $t$ as $P_{111}(t)$. More generally, we use the notation $P_{ber}$ to represent the frequency of prophages with (1) or without (0) the beneficial, excision or re-infection genes respectively. For completeness, the model also includes a population $P_{000}$ corresponding to bacterial genomes in which the prophage has been completely lost. Note that in the computational model to follow, we will both expand these gene classes and include multiple genes per class.

The analytical model includes the following processes:
**Degradation:** Each gene in each prophage in the population is lost (gene deletion) at rate \( r_D \). For example, the frequency of \( P_{111} \) is lost at overall rate \( 3r_D \), contributing at rate \( r_D \) to each of the populations \( P_{011}, P_{101} \) and \( P_{110} \).

**Induction:** If a bacterial genome contains a prophage which carries the excision gene, the prophage induces at rate \( r_I \) and the bacterium is lost from the population.

**Re-infection:** Prophages that carry both the excision and re-infection genes (\( P_{111} \) and \( P_{011} \)) reproduce (create copies of themselves in new bacterial genomes), through lysis, re-infection and lysogeny, at rate \( r_L \).

**Selection:** To model the potential selective benefit conferred by the prophage, we assume that bacterial populations that carry the beneficial prophage gene grow at per capita rate \( r_S \).

These assumptions yield the following system of ordinary differential equations, illustrated as a schematic in Figure 4.2:

\[
\begin{align*}
\frac{dP_{111}}{dt} &= (r_L + r_S - 3r_D - r_I)P_{111} - \phi P_{111} \\
\frac{dP_{011}}{dt} &= (r_L - 2r_D - r_I)P_{011} + r_D P_{111} - \phi P_{011} \\
\frac{dP_{101}}{dt} &= (r_S - 2r_D)P_{101} + r_D P_{111} - \phi P_{101} \\
\frac{dP_{110}}{dt} &= (r_S - 2r_D - r_I)P_{110} + r_D P_{111} - \phi P_{110} \\
\frac{dP_{001}}{dt} &= (-r_D)P_{001} + r_D P_{011} + r_D P_{101} - \phi P_{001} \\
\frac{dP_{010}}{dt} &= (-r_D - r_I)P_{010} + r_D P_{011} + r_D P_{110} - \phi P_{010} \\
\frac{dP_{100}}{dt} &= (r_S - r_D)P_{100} + r_D P_{101} + r_D P_{110} - \phi P_{100} \\
\frac{dP_{000}}{dt} &= r_D(P_{100} + P_{010} + P_{001}) - \phi P_{000}.
\end{align*}
\] (4.1)
Here, terms involving $\phi$ simply ensure that the frequencies sum to unity at all times, with $\phi$ defined as:

$$\phi = (r_L + r_S - r_I)P_{111} + (r_L - r_I)P_{011} + r_S P_{101} + (r_S - r_I)P_{110} - r_I P_{010} + r_S P_{100}.$$  

Figure 4.2: Schematic diagram of the mathematical model.

A detailed analysis of the equilibria and stability of this 8-dimensional model is provided in the Supplementary Material. From this analysis, we find four possible longterm outcomes:

1. equilibrium $E_0$, in which all prophage genes are lost;
2. equilibrium $E_B$, in which both excision and re-infection genes are lost, but beneficial genes persist. This equilibrium reflects complete domestication of the prophage;
3. equilibrium $E_{ER}$, in which beneficial genes are lost but both excision and re-infection genes persist. This corresponds to a virulent prophage that does not contribute to host fitness;
4. equilibrium $E_A$, in which all three types of genes persist.

As described in the Supplementary Material, two critical conditions are sufficient to deter-
Table 4.3: Conditions determining which classes of prophage genes persist longterm.

<table>
<thead>
<tr>
<th>Condition</th>
<th>B genes do not persist</th>
<th>B genes persist</th>
</tr>
</thead>
<tbody>
<tr>
<td>ER genes do not persist</td>
<td>$r_S &lt; r_D$</td>
<td>extinction $E_0$</td>
</tr>
<tr>
<td></td>
<td></td>
<td>domestication $E_B$</td>
</tr>
<tr>
<td>ER genes persist</td>
<td>virulence $E_{ER}$</td>
<td>persistence $E_A$</td>
</tr>
<tr>
<td>$r_L &gt; 2r_D + r_I$</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

mine the long-term behaviour of the prophage gene distribution.

Condition 1: $r_S > r_D$. Note that $r_S$ is the rate at which a beneficial gene produces a new copy of itself, while $r_D$ is the rate at which a beneficial gene is lost, which occurs through mutational degradation. Thus $r_S > r_D$ implies that on average, a beneficial gene makes more than one copy of itself before it is lost: beneficial genes persist.

Condition 2: $r_L > 2r_D + r_I$. Similarly, the combination of an excision and a re-infection gene, co-occurring on a prophage, is able to produce a new copy of itself at rate $r_L$. These genes may be lost through induction, but also lost if either gene is degraded by mutation, so the total rate of loss is $2r_D + r_I$. Thus this gene combination can persist if $r_L > 2r_D + r_I$.

The predicted behaviour of the mathematical model can therefore be summarized as shown in Table 4.3

In Figure 4.3, we illustrate the approach of System 4.1 to each of these four equilibrium states, for appropriate parameter values. To simplify the presentation, we plot the average number of genes of each type carried per prophage, where for example the average number of beneficial genes per prophage is given by $P_{111} + P_{110} + P_{101} + P_{100}$. Equivalently, this is the fraction of prophages that carry the beneficial gene.
4.4 Gene Repertoire Simulations

We also developed a computational model which is able to describe the gene content of prophage sequences in greater detail. Here, we assume that prophages exist in a population of bacterial genomes that are linked by both cellular reproduction (vertical transmission of the prophage) and horizontal gene transfer (horizontal transmission). We can vary the initial conditions such
that all or only some of the bacterial genomes initially carry prophages. Bacterial genomes that carry inducible prophage sequences may be lost through induction and lysis, whereas bacterial genomes that carry beneficial prophage sequences may be preferentially copied to the next generation. We describe these steps in detail below.

Each prophage sequence may contain genes of the following four types: excision genes, re-infection genes, beneficial genes and neutral genes. A full prophage carries $n_E$ excision genes, $n_R$ re-infection genes, $n_B$ beneficial and $n_N$ neutral genes. We include mutational degradation and also include the possibility that an insertion sequence (or other transposable element) could disrupt the prophage genome.

We track the presence or absence of each gene in each prophage sequence. A discrete timestep in the simulation corresponds to a bacterial generation time. The rates of the underlying processes, however, are expressed in units of the “prophage generation time”, that is, the average time that a single prophage sequence is maintained in a bacterial genome before induction [18]. Since the bacterial generation time, $\Delta t$, is much shorter than the prophage generation time, if a process occurs at rate $r$ per prophage generation, the probability that it occurs in timestep $\Delta t$ is small and well-approximated by $r\Delta t$.

The following processes are included in the model, with parameters as described in Table 4.4:

**Degradation**: In each time step, each gene in each prophage in the population is removed (gene deletion) with probability $r_D\Delta t$.

**Induction**: If a prophage carries all $n_E$ excision genes, it may induce with probability $r_I\Delta t$. When a prophage induces, it is removed from the population. We thus assume that all $n_E$ excision genes are required for excision and death of the host cell. Note that we ignore
polylysogeny, that is, we make the simplifying assumption that excision and cell death affect only the excising prophage.

**Re-Infection:** To simulate the process of lysis followed by re-infection and lysogeny, a copy of any prophages that carry all \( n_E \) excision genes and all \( n_R \) re-infection genes may be added to the prophage pool with probability \( r_L \Delta t \). Thus, full complements of both the excision and re-infection genes are required to reinfect. In addition, in some simulations new (full length) prophages are added to the prophage pool with probability \( r_F \Delta t \). This might occur for example if there is an influx of prophages to the local population from an external pool.

**Selection:** Copies of existing prophages are also added to the population at rate \( r_S \Delta t n_b/n_B \). Here \( n_b \) is the number of beneficial genes carried by the prophage, and \( r_S \) is the maximum selective benefit provided to the host cell if the prophage contains all \( n_B \) beneficial genes.

**Population regulation:** We consider a pool of prophages that exists within a bacterial population that cannot grow unbounded. To regulate the population size, if the current population size \( N \), is greater than the bacterial carrying capacity, \( K \), each bacterial genome is copied into the subsequent generation with probability \( K/N \).

While all of our simulation studies include the processes described above, in some simulations we also explored the impact of disruption by transposable elements (TEs, such as bacterial insertion sequences) as follows.

**TE disruption:** Motivated by the observed frequencies of IS transposase sequences in incomplete prophages, we include the possibility of TE disruptions in prophage genes. For each gene in each timestep, a TE disruption may occur with probability \( r_T \Delta t \). When this occurs, we assume that gene function has been disrupted: if a beneficial gene has been disrupted, the gene confers no benefit to the host thereafter; if a gene required for excision or re-infection
is disrupted, the prophage is no longer able to kill the host or re-infect respectively. Thus TE disruptions have the same effect as gene deletions, but leave a signature of TE sequences in the prophage genome.

We wondered whether it was reasonable to include TE disruptions in the model, since their rates might be negligible relative to mutational degradation. Rates of base pair substitutions in \textit{E. coli} K12 have been estimated to be on the order of $2 \times 10^{-10}$ per nucleotide, per generation \cite{14}. Multiplying by 1.2 kb per prophage gene \cite{18} yields an estimate of $2.4 \times 10^{-7}$ base pair substitutions, per prophage gene, per bacterial generation. Presumably only a fraction of base pair substitutions result in loss of function. In addition, small indels are estimated to occur at about one tenth of this rate \cite{14}. Thus taking \textit{E. coli} as a model organism, rates of prophage gene degradation through mutation (base pair substitution and short indels) might occur on the order of $10^{-7}$ or $10^{-8}$ per gene per generation.

In comparison, rates of transposition, for 5 insertion sequences in \textit{E. coli} K12, have been estimated to be about $1 \times 10^{-5}$ per element per generation \cite{28}; this includes both copy-and-paste and cut-and-paste transpositions. The ancestral genome in this mutation accumulation study carried a total of 33 copies of these ISs, yielding an overall transposition rate of $3.3 \times 10^{-4}$ transpositions per generation. Given that a typical prophage gene comprises 1.2 kb \cite{18} of a 4.6 Mb \textit{E. coli} genome, we arrive at an estimated transposition rate of $8.6 \times 10^{-8}$ per prophage gene, per bacterial generation, similar to our estimate for gene loss through mutational degradation.
### Table 4.4: Parameters of the computational model.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$n_B$</td>
<td>number of beneficial genes</td>
</tr>
<tr>
<td>$n_E$</td>
<td>number of genes necessary for excision</td>
</tr>
<tr>
<td>$n_R$</td>
<td>number of genes necessary for re-infection</td>
</tr>
<tr>
<td>$n_N$</td>
<td>number of neutral genes</td>
</tr>
<tr>
<td>$r_D$</td>
<td>rate of loss through mutational degradation</td>
</tr>
<tr>
<td>$r_I$</td>
<td>rate of loss through induction, excision and host death</td>
</tr>
<tr>
<td>$r_L$</td>
<td>rate of increase through lysis, reinfection and lysogeny</td>
</tr>
<tr>
<td>$r_T$</td>
<td>rate of loss through TE disruption</td>
</tr>
<tr>
<td>$r_S$</td>
<td>selective advantage to host cell if prophage carries all beneficial genes</td>
</tr>
</tbody>
</table>
4.4.1 Gene content of active temperate phage

We used phage lambda’s genome architecture as a model for the number of excision, beneficial, and reinfection genes in a temperate phage genome (see Figure 1 in [25]). Lambda has long been a model system for the study of lytic-lysogeny cycles, phage genome arrangement, and phage evolution [6].

Excision genes: Lambda’s excision genes are those that switch phage gene expression to the lytic cycle. Corresponding to the early right operon (6.5 kb), these excision genes make up approximately 13.3 percent of the phage genome.

Beneficial genes: Lambda carries several genes thought to confer benefit to the bacterial host during lysogeny. These include $cI$, $rexA$, $rexB$, $sieB$, $lom$, and $bor$, comprising 3.7 kb total, about 7.6 percent of the genome.

Reinfection genes: The rest of the lambda genome contains genes that allow a phage to form viable progeny capable of reinfecting other cells: phage particle production, packaging, lysis, and lysogeny. These genes include about 38.4 kb, 79 percent of the genome. Most of these genes are contained in the late Operon (27 kb, phage particle production) and the early left operon (13 kb, lysogeny). The host-beneficial genes encoded in those operons ($sieB$, $lom$, $bor$, 1.6 kb total) are included instead in the beneficial genes category discussed above.

We note that not all lambda genes have been fully characterized. For example, $lom$ and $bor$ are thought to be host-beneficial during lysogeny, but more work is needed to establish the host fitness components. We also note that not all excision and reinfection phage genes are likely essential.

Taken together, these gene frequencies motivated the choice to model a full prophage...
4.4. Gene Repertoire Simulations

... genome in the ratio 1:1:8 for beneficial:excision:re-infection genes. In addition to these genes, in some simulations we also included neutral genes as a control.

4.4.2 Computational Model Results

Figure 4.4 illustrates that like the analytical model, the long-term behaviour of the simulation predicts four possible outcomes for the prophage: extinction, domestication, virulence (loss of genes that benefit the host but retention of genes necessary for virulent function) or persistence (of all gene types). Although omitted for brevity, it is straightforward to derive conditions similar to those provided in Table 4.3 which predict the loss or retention of each gene type. For example with 1 excision gene and 8 re-infection genes, the ‘ER’ function can be lost by a mutation in any of these 9 genes, so the overall rate of loss is $9r_D + r_I$, while the rate of gain is $r_L$.

We further examined the qualitative features of the prophage population at the persistence equilibrium. To do this, we simulated the prophage population with parameter values as described in panel D of Figure 4.4 for 200 generations, and then compared the gene content of prophages of different lengths. We define all prophages as either “intact” or “incomplete”: an intact prophage carries all the genes necessary for excision and re-infection, whereas if any of these genes is missing, the prophage is incomplete. Figure 4.5A shows the frequency of each type of gene in intact and incomplete prophages; the percent change in incomplete prophages, as compared to the baseline of an intact prophage, is shown in panel B. We find that genes involved in excision and re-infection are preferentially lost in incomplete prophages.

These results are clarified in Figure 4.5C, which shows a histogram of prophage lengths...
Figure 4.4: Simulations results showing the approach to four possible long-term outcomes: (A) **Extinction** ($r_S = 0.01$, $r_D = 0.1$, $r_L = 0.2$); (B) **Domestication** ($r_S = 0.52$, $r_D = 0.01$, $r_L = 0.2$); (C) **Virulence** ($r_S = 0.02$, $r_D = 0.1$, $r_L = 2.0$); (D) **Persistence** ($r_S = 1.5$, $r_D = 0.05$, $r_L = 1.5$). In all cases, $r_I = 1$, $r_T = 0$, $n_B = 1$, $n_E = 1$ and $n_R = 8$. The average number of genes of each type, per prophage, is plotted against time.

(grey bars), along with the gene frequency for each gene type, for prophages of each length. Thus for example full prophages have 10 genes and have 80% re-infection genes, 10% excision genes and 10% beneficial genes. We see a bimodal distribution of prophage lengths, with the smallest prophages becoming domesticated, that is, retaining only the gene that benefits the host.
Figure 4.5: Gene frequencies in intact and incomplete prophages. (A) Frequency of genes of each type in intact and incomplete prophages, for the computational model simulated at the persistence equilibrium (see text for details); (B) Percent change in gene frequency from intact to incomplete; (C) A histogram of prophage lengths (grey bars), as well as the frequency of gene classes at each length. We find a bimodal distribution of prophage sizes, with smaller prophages losing the excision and re-infection genes but retaining the beneficial gene.

Fig. 4.6 illustrates the effect of adding transposable element disruptions to the computational model. In panel A, despite TE disruptions, the prophage population persists and retains all genes. Here we have also added a single neutral gene, which has no effect on fitness, for comparison (grey line). Panel D shows the average number of TE disruptions sustained in each type of gene; TEs accumulate in neutral genes but their presence in functional genes is minimized by purifying selection. Panels B through F show similar results, except that the rate of TE disruption, $r_T$, and the selective advantage, $r_S$, are altered. Increasing the transposition rate has the same qualitative effect as increasing the mutation rate, $r_D$, in Table 4.3; the long-term outcome can change from persistence (panel A) to either virulence (panel B) or domestication, depending on the value of $r_S$, and then ultimately to extinction (panel C) as $r_T$ increases.
Figure 4.6: The effect of TE disruptions on the long-term outcome for prophage sequences. In panels A through C, the average number of genes of each type per prophage is plotted against time. As the transposition rate is increased, the long-term prediction for the prophage changes from persistence (panel A) to virulence (panel B) and finally to extinction (panel C). Panels D through F show the average number of TE disruptions sustained in genes of each type versus time. TEs accumulate in neutral genes but are limited in functional genes due to purifying selection. Parameter values are: (A and D) $r_S = 0.52, r_T = 0.009$; (B and E) $r_S = 0.01, r_T = 0.01$; (C and F) $r_S = 0.002, r_T = 0.1$. In all cases, $r_I = 1, r_L = 1.2, r_D = 0.001, n_B = 1, n_E = 1, n_R = 8$ and $n_N = 1$.

Again, we simulated the prophage population with parameter values as described in panel D of Figure 4.4 for 5000 generations, but including TE disruptions ($r_T = 0.002$), comparing the gene content of intact and incomplete prophages. Using the strict definition of “intact” or
“incomplete” described above, transposase genes were enriched nearly 400-fold in incomplete prophages (see Supplementary Material).

This result may be artificially inflated by the fact that only the single beneficial gene can sustain a TE disruption in an intact prophage in our simulations. In reality, algorithms such as PHASTER are not able to classify prophages as intact based on the certainty that they contain a full complement of functional phage genes. Instead, approximate metrics are used, based for example on the number of identified phage genes in close proximity in the sequence [2]. For a better comparison with the data shown in Figure 4.1 we therefore classified prophages as “intact” if they contained 80% of more of the possible prophage genes; prophages with less than 80% were classified as incomplete.

Figure 4.7A shows the frequency of each type of gene in intact and incomplete prophages classified in this way; the percent change in incomplete prophages, as compared to the baseline of an intact prophage, is shown in panel B. Again we see that genes involved in excision and re-infection are preferentially lost, beneficial genes are preferentially maintained, and transposase genes are substantially enriched in shorter prophages.

Figure 4.7C shows a histogram of prophage lengths (grey bars), along with the gene frequency for each gene type, for prophages of each length. A bimodal distribution of prophage lengths is again demonstrated, with the smallest prophages becoming domesticated, that is, retaining only the gene that benefits the host. We note that transposase genes accumulate in prophages of intermediate length, but are absent from the smallest prophages.
4.5 Summary and Discussion

We bring three lines of evidence to bear on the diverse genetic repertoire of active and cryptic prophages. First, we examine over 50,000 gene annotations from sequenced prophages to demonstrate that genes involved in lytic function – structural genes such as plate, capsid and portal genes, as well as lysis, lysin and terminase genes – are preferentially lost in incomplete (presumably cryptic) prophages. In contrast, three gene classes are enriched: tail fiber, integrase and transposase genes (Fig. 1c, d).

Secondly, a simplified mathematical model predicts that depending on the balance among dynamic processes such as the rates of lysis and infection, selection and mutational degra-
Four long-term outcomes are predicted for prophage sequences: the maintenance of an active prophage that also carries host-beneficial genes, the maintenance of an active but virulent prophage, domestication, or extinction (Fig. 3 and Table 3).

Thirdly, a more complex computational approach examines the genetic repertoires of prophages of differing lengths. The computational model predicts a bimodal distribution of prophage lengths, as observed in a number of recent studies [4, 20, 5, 11], and consistent with our recent predictions regarding the interplay of selection and mutation on the prophage length distribution [18]. The computational model also demonstrates that genes involved in excision and re-infection are preferentially lost in shorter prophages (Fig. 5, 7), consistent with the loss of lytic-cycle specific genes observed in our bioinformatic analysis (Fig. 1). This result is intuitively appealing since selection at the level of the host favors loss of intact lytic-cycle alleles, which contribute to greater rates of host lysis and death.

As summarized above, our bioinformatic analysis supported a previous finding [4] that some genes are significantly enriched in shorter prophages; in our data these enriched genes included transposases, phage tail protein-encoding genes, and integrases. Consistent with these data, transposases preferentially accumulated in shorter prophages in our simulation studies, which assumed that transposable elements disrupted gene function and left an identifiable transposase gene sequence as a signature.

Tail fibre genes, in contrast, would be classified as re-infection genes, and thus were not predicted to be enriched in cryptic prophages in our simulations. Bobay et al. [4] hypothesize that tail genes may be domesticated by bacterial hosts through the longer-term processes of co-option and evolution of novel function, for example the evolution of bacterial tailocin toxins from phage tail ancestors. For domestication of tail genes in this way, such processes
would presumably require a specific combination of multiple accumulated mutations and the appropriate selective environment for a novel function to emerge. These conditions were well beyond the scope of our models here, but modeling the additional complexity of domestication via the accumulation of *de novo* adaptive mutations is an interesting idea for future work.

The enrichment of integrase genes in short prophages was an interesting and unexpected result of our bioinformatic analysis. Prophages typically possess integrase genes, facilitating chromosomal integration, and excision in conjugation with excisionase [16, 7, 15, 24]. Prophage integrase genes have been used as recognized diagnostic markers for prophages within bacterial genomes [30, 29], as markers to identify temperate phage genomes [27], and as signature genes to measure prophage diversity, and hence, host genome diversity [9]. Based on these facts we were expecting that integrase genes may be missing in incomplete prophages (as suggested for example in [9]), yet the opposite trend was observed.

We suggest that integrase genes may be maintained through the evolution of phage-like genetic selfish elements, such as satellite phages and molecular parasites that don’t require the full complement of phage lytic cycle genes but benefit from horizontal transfer among hosts. Integrase genes are commonly found on mobile genetic elements [13]; when foreign DNA enters a host cell through horizontal transfer, integrase acts as a catalyst to mediate the process of recombination, thus integrases may facilitate the horizontal transfer of prophage-derived elements. The horizontal transmission of integrase genes along with their neighboring prophage genes would then result in significant enrichment of integrase genes in incomplete prophages. Although our computational model has not yet incorporated horizontal transmission of full or partial prophages, this hypothesis could be explored more fully in an expanded model that includes horizontal gene transfer.


Chapter 5

Discussion & Conclusions

The study of phage-bacteria interactions involves gigantic numbers [1]: if all the viruses on earth were laid end to end they would stretch for 100 million light years; there are $13 \times 10^{28}$ bacteria in the oceans (100 million times more than the number of stars in the known universe); $1 \times 10^{31}$ viral infections occur per second in the ocean environment which results in the removal of 20% to 40% of the bacterial mass in the oceans per day; one gram dental plaque contains approximately $1 \times 10^{11}$ bacteria; a teaspoon of soil contains $1 \times 10^9$ microorganisms; bacteria present in the human gut weigh about 1 kg; 8% of human DNA is of viral origin; we have only sequenced $1 \times 10^{-22}$% of the total DNA on earth.

These quantities, along with the importance of the microorganisms to our ecosystem [12, 13], public health [24], food, and the possible discovery of new life on distant planets [18], have transformed our views about phage-bacteria interaction from being a simple system to a complex and important set of interactions. The intriguing dynamics of phage-bacteria interactions and the urgency of these global issues have invited us to dive deep into this ocean of knowledge. Once immersed in this study, we realized that there are more surprising facts, such
as: the amount of temperate phage DNA in bacterial genomes surpasses the amount of DNA in free-living phage [26]; and pathogenic bacteria, responsible for the death and miseries of millions of people, are domesticating these viral genomes with high frequency [11]. In this thesis, we contributed to this vast field. Our contribution is in the form of three projects, called Chapter 2, Chapter 3 and Chapter 4, in this investigation. Below we provide details of these projects and the conclusions derived from them.

Here, we started with a topic directly related to public health, “Phage therapy and antibiotics for biofilm eradication: a predictive model” (Chapter 2). In that chapter, we developed a simple predictive model to capture the effect of the synergistic use of phages and antibiotics in biofilms. For this study, we assumed that bacteria are offering structural resistance (by grouping together, constructing biofilm and developing an EPS structure around the biofilm) to the antibiotic. In this model, we also used the idea of a group defense mechanism, that is, a phage functional response to bacteria resembling a Holling type IV functional response. We were able to show that neither antibiotic nor phages alone can eliminate the biofilm completely, and the synergistic effect of applying phages first and then antibiotics works better.

Prophages, being the main source of bacterial genome diversity and important factors in bacterial genome evolution, are more abundant in bacterial genomes than previously thought [6, 20]. In Chapter 3, we developed a mathematical model to study the effect of various evolutionary forces acting on prophages. We investigated the model in detail, fitting against some publicly available datasets, and were able to quantify the relative rates of these evolutionary forces in time units expressed in terms of the “expected prophage lifetime”, that is, the average time between lysogeny and induction (see Table 3.6). From these rates, we conclude that: (1) the time between lysogeny events is about 5 prophage lifetimes, that is, new prophages enter
into bacterial genomes at a rate one-fifth of the induction rate; (2) the selection coefficient is 0.5 per prophage lifetime; (3) on average a prophage has lost only 1% of its genome at the time of induction; (4) a minimum of two to three prophage genes are required to excise prophage from the bacterial genome. The relation between prophages and their bacterial hosts is defined to be parasitic or mutualistic depending on the balance between the cost and benefits of the integration of foreign DNA [23]. The biggest cost due to prophage integration is the possibility of induction, which results in the killing of the bacterial host, although there are other small costs as well, such as energy costs [15]. Our results predict a tipping point between parasitism and mutualism, the point at which cost equals benefit. Our model predicted that the bimodal prophage size distribution is due to the balance between selective advantage (benefit) and induction (cost). The peak on right is due to the lysogeny of new prophages and the peak on left is due to the accumulation of smaller prophages, conferring more benefits to the bacterial hosts than their cost, as shown in Figure 3.8.

The domestication of defective prophages, the retention of defective prophages that confer some benefit to their hosts, is a common phenomenon in bacterial populations [3]. We believe that these defective prophages have a prominent role in shaping bacterial genome evolution. The genetic material of domesticated defective prophages may also serve as a tool-box for other prophages to use for repair through recombination [7]. In Chapter 4, “The genetic repertoire of prophages” we focus on genes enriched in smaller prophages and the role of evolutionary forces. First, we downloaded data regarding the genetic repertoire for two well-studied prophage databases [3 17], using PHASTER [2]. The distributions of 53,356 annotated prophage genes identified in 1384 prophage sequences were examined, showing that: (1) genes involved in the lytic life cycle were preferentially lost in smaller prophages; (2) transposes
and integrases are significantly enriched in smaller prophages. We also developed an ODE model and computational model to study the effect of these evolutionary forces on the genetic repertoire of prophages. While the models were able to explain many interesting features of the data, we were unable to explain the enrichment of integrase genes in smaller prophages.

5.1 Future Work

We believe that the ODE model representing phage-bacteria interaction in bacterial biofilm colonies may have some rich dynamics. We are planning to extend this work further and carry out further detailed bifurcation analysis of the system. In our model, phages and bacteria interact with each other according to the law of mass action and we ignore spatial structure. Several studies have concluded that ignoring the spatial structure of a biological system may lead to inaccuracies, and bacterial biofilms have a complex and interesting structure. The inclusion of spatial structure in this model is needed to better understand the dynamics of interaction between phages and bacteria in bacterial biofilm colonies.

Prophages are abundant in bacterial genomes and are particularly prominent in pathogenic bacterial genomes. Prophages from pathogenic bacteria have been shown to encode virulence factors. The insertion of these extra genes in bacterial genomes may increase the bacterial genome size. But studies have shown that pathogenic bacteria have smaller genomes and fewer genes than their closest non-pathogenic relatives. Gene acquisition and deletion may be the events underlying the emergence and evolution of bacterial pathogens. The fact that despite having more prophages in their genomes, pathogen genomes are smaller than the closest non-pathogen relative gives rise to a question: what is the relation between
prophages and rates of gene gain and loss, acting on the whole host genome?. The availability of a huge amount of data regarding bacterial pathogens and the usefulness of mathematical modeling can give insights into this question.

Similarly, mutational deletion is a prominent evolutionary force acting on prophages. Such mutations make these prophages shorter, eventually resulting in domestication or deletion from the bacterial genome [3]. Prophages can excise from the bacterial genome randomly or due to some DNA damaging agent, resulting in free life as a temperate phage [21]. Does this mutational deletion cause a reduction, over evolutionary time, in the genome size of temperate phages? If not, how can temperate phage keep their genomes intact in the presence of mutational deletions as an important evolutionary force acting on prophages? In other words, what is the role of mutational deletions in the evolution of temperate phages?

One of the strongest signals obtained from the genetic repertoire data of prophages, in Chapter 4, was the significant enrichment of integrase genes in incomplete prophages (see Table 4.1 and Figure 3.1). Full and partial prophage sequences are frequently transferred horizontally through transduction [9] and related processes such as molecular parasitism by GTAs [16]. Once foreign DNA enters a host cell through HGT, it needs to recombine with the host genome; integrase acts as a catalyst to mediate the process of recombination, resulting in an increased rate of recombination. Therefore, integrases likely help prophage-derived elements with recombination into the host genome during horizontal transmission. The horizontal transmission of integrase genes along with their neighboring prophage genes may have caused significant enrichment of integrase in incomplete prophages. From this, we hypothesize that in the event of horizontal transmission, a mobile genetic element containing the integrase gene may have a selective advantage over a mobile genetic element lacking the integrase gene. We are
5.1. Future Work

planning to explore this hypothesis in much more detail, through an individual-based model like the one developed in Chapter 4, but including more detail such as horizontal gene transfer.
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Appendix A

Appendix for Chapter 3

A.1 Derivation of the PDE 3.1 and its steady state solution

Let $Q(x, t)$ be the length distribution of prophages of length $x$, at a time $t$. Then after time step, $\delta t$, we have

$$Q(x, t + \delta t) = Q(x, t) + D(x + \delta x) P(x + \delta x, t) \frac{\delta t}{\delta x} - D(x) Q(x, t) \frac{\delta t}{\delta x} + r_S S(x) Q(x, t) \delta t$$

$$- r_I I(x) Q(x, t) \delta t + \alpha f(x) \delta t + \beta g(x) \delta t.$$

Using Taylor’s series expansion and after simplification we arrive at the following

$$\frac{Q(x, t + \delta t) - Q(x, t)}{\delta t} = \left( D(x + \delta x) - D(x) \right) \frac{\delta t}{\delta x} Q(x, t) + D(x) \frac{\partial Q(x, t)}{\partial x} + O(\delta x)$$

(A.1)

Now taking $\lim_{\delta t \to 0}$ and $\lim_{\delta x \to 0}$, we arrive at

$$\frac{\partial Q(x, t)}{\partial t} = \frac{\partial D(x)}{\partial x} Q(x, t) + D(x) \frac{\partial Q(x, t)}{\partial x} + r_S S(x) Q(x, t) - r_I I(x) Q(x, t) + \alpha f(x) + \beta g(x)$$

$$= \frac{\partial}{\partial x} \left[ D(x) Q(x, t) \right] + \left[ r_S S(x) - r_I I(x) \right] Q(x, t) + \alpha f(x) + \beta g(x).$$

(A.2)
If we consider \( \lim_{t \to \infty} Q(x, t) = P(x) \) and \( D(x) = r_D x \) then the differential equation generating steady state solution, of the PDE \([3.1]\) is given by

\[
\frac{dP(x)}{dx} + \left( \frac{1}{x} + \mathcal{F}(x) \right) P(x) + \frac{\alpha}{r_D x} f(x) + \frac{\beta}{r_D x} g(x) = 0 \tag{A.3}
\]

where \( \mathcal{F}(x) = \frac{r_0 \bar{S}(x)}{r_D x} - \frac{r_J \bar{R}(x)}{r_D x} \). Equation \((3.7)\) is first order linear ODE and its solution is given by

\[
P(x) = -e^{-\int \mathcal{F}(x) dx} \int \left( \alpha f(x) + \beta g(x) \right) e^{\int \mathcal{F}(x) dx} dx + \frac{C}{x} e^{-\int \mathcal{F}(x) dx}, \tag{A.4}
\]

where \( C \) is a constant of integration.

### A.2 Results from model selection and data fitting

The AIC value is the measure of loss of information for the model under consideration and is an ordinal number, used for ranking models. The lowest AIC value corresponds to the best fit.

If the number of data points are small enough compared to the number of parameters then the AIC value is not penalized enough. To remedy this problem a second order Akaike Information criteria, the corrected Akaike Information Criteria (AICc), is defined. The corrected Akaike Information Criteria (AICc) is given as \([2]\):

\[
AIC_c = AIC + \frac{2k(k + 1)}{n - (k + 1)}. \tag{A.5}
\]

As the number of data points becomes large enough, AICc values converge to AIC values and either of these criteria can be used to determine the best fit model amongst the candidate models \([2]\). In the tables to follow, we provide both AIC and AICc values, and compute relative probabilities using the AICc values.
### A.2.1 Data Set 1

<table>
<thead>
<tr>
<th>#</th>
<th>Parameters</th>
<th>AIC</th>
<th>AICc</th>
<th>Log-likelihood</th>
<th>Relative probability (AICc)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>15</td>
<td>4884.1734</td>
<td>4884.9642</td>
<td>-2427.0867</td>
<td>0.3719</td>
</tr>
<tr>
<td>2</td>
<td>14</td>
<td>4882.2952</td>
<td>4882.9860</td>
<td>-2427.1476</td>
<td>1</td>
</tr>
<tr>
<td>3</td>
<td>12</td>
<td>4893.5207</td>
<td>4894.0322</td>
<td>-2434.7603</td>
<td>0.0039</td>
</tr>
<tr>
<td>4</td>
<td>11</td>
<td>4894.7613</td>
<td>4895.1920</td>
<td>-2436.3807</td>
<td>0.0022</td>
</tr>
<tr>
<td>5</td>
<td>9</td>
<td>4908.5087</td>
<td>4908.8014</td>
<td>-2445.2544</td>
<td>2.4788e-06</td>
</tr>
<tr>
<td>6</td>
<td>8</td>
<td>4906.2759</td>
<td>4906.5097</td>
<td>-2445.1379</td>
<td>7.7964e-06</td>
</tr>
<tr>
<td>7</td>
<td>6</td>
<td>5044.8136</td>
<td>5044.9499</td>
<td>-2515.9068</td>
<td>6.7604e-36</td>
</tr>
<tr>
<td>8</td>
<td>6</td>
<td>5069.6683</td>
<td>5069.8042</td>
<td>-2528.8341</td>
<td>2.7098e-41</td>
</tr>
<tr>
<td>9</td>
<td>4</td>
<td>5063.9143</td>
<td>5063.9788</td>
<td>-2527.9571</td>
<td>4.9878e-40</td>
</tr>
</tbody>
</table>

Table A.1: Number of parameters, AIC, AICc values, log-likelihood and the corresponding relative probabilities for Data Set 1 [1]. The best fit model includes a mixed distribution to describe autonomous temperate phages (g=3), degradation, induction and selection. The second best fit model is the same model with HGT and has relative probability 0.3791.
### A.2.2 Data Set 2

<table>
<thead>
<tr>
<th>#</th>
<th>Number of Parameters</th>
<th>AIC</th>
<th>AICc</th>
<th>Log-likelihood</th>
<th>Relative probability</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>15</td>
<td>993.726</td>
<td>998.583</td>
<td>-480.863</td>
<td>0.0016</td>
</tr>
<tr>
<td>2</td>
<td>14</td>
<td>990.549</td>
<td>994.797</td>
<td>-480.275</td>
<td>0.0108</td>
</tr>
<tr>
<td>3</td>
<td>12</td>
<td>991.327</td>
<td>994.492</td>
<td>-482.663</td>
<td>0.0126</td>
</tr>
<tr>
<td>4</td>
<td>11</td>
<td>987.247</td>
<td>989.937</td>
<td>-481.624</td>
<td>0.123</td>
</tr>
<tr>
<td>5</td>
<td>9</td>
<td>987.197</td>
<td>989.062</td>
<td>-483.599</td>
<td>0.191</td>
</tr>
<tr>
<td>6</td>
<td>8</td>
<td>984.237</td>
<td>985.749</td>
<td>-483.119</td>
<td>1</td>
</tr>
<tr>
<td>7</td>
<td>6</td>
<td>1006.929</td>
<td>1007.855</td>
<td>-496.464</td>
<td>1.585e-05</td>
</tr>
<tr>
<td>8</td>
<td>6</td>
<td>1012.234</td>
<td>1013.159</td>
<td>-499.117</td>
<td>1.117e-06</td>
</tr>
<tr>
<td>9</td>
<td>4</td>
<td>1004.729</td>
<td>1005.216</td>
<td>-497.364</td>
<td>5.927e-05</td>
</tr>
</tbody>
</table>

Table A.2: Number of parameters, AIC, AICc values and the corresponding relative probabilities for Data Set 2 [3]. The best fit model includes degradation, induction and selection as well as one Gaussian distribution to describe autonomous temperate phages (g=1).
### A.2.3 Data Set 3

<table>
<thead>
<tr>
<th>#</th>
<th>Number of Parameters</th>
<th>AIC</th>
<th>AICc</th>
<th>Log-likelihood</th>
<th>Relative probability</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>15</td>
<td>5671.819</td>
<td>5672.579</td>
<td>-2819.909</td>
<td>0.0318</td>
</tr>
<tr>
<td>2</td>
<td>14</td>
<td>5669.819</td>
<td>5670.489</td>
<td>-2819.909</td>
<td>0.0904</td>
</tr>
<tr>
<td>3</td>
<td>12</td>
<td>5670.179</td>
<td>5670.685</td>
<td>-2822.089</td>
<td>0.0819</td>
</tr>
<tr>
<td>4</td>
<td>11</td>
<td>5667.438</td>
<td>5667.872</td>
<td>-2821.719</td>
<td>0.3347</td>
</tr>
<tr>
<td>5</td>
<td>9</td>
<td>5667.461</td>
<td>5667.766</td>
<td>-2823.731</td>
<td>0.3528</td>
</tr>
<tr>
<td>6</td>
<td>8</td>
<td>5665.434</td>
<td>5665.683</td>
<td>-2823.717</td>
<td>1</td>
</tr>
<tr>
<td>7</td>
<td>6</td>
<td>5731.084</td>
<td>5731.239</td>
<td>-2858.542</td>
<td>5.8167e-15</td>
</tr>
<tr>
<td>8</td>
<td>6</td>
<td>5757.726</td>
<td>5757.880</td>
<td>-2871.863</td>
<td>9.5404e-21</td>
</tr>
<tr>
<td>9</td>
<td>4</td>
<td>5753.680</td>
<td>5753.762</td>
<td>-2871.840</td>
<td>7.4776e-20</td>
</tr>
</tbody>
</table>

Table A.3: Number of parameters, AIC, AICc values and the corresponding relative probabilities for Data Set 3 [4]. The best fit model includes degradation, induction and selection as well as one Gaussian distribution to describe autonomous temperate phages (g=1).
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Appendix for Chapter 3

B.1 Sensitivity Analysis

B.1.1 Sensitivity to the smallest autonomous phage length.

We tested fitting model (3.1) to Data Set 1, but assuming that the smallest autonomous phage to infect *E. Coli* and *S. Enterica* has length $\theta = 30$ kb, as suggested in [1]. We compared these results to results obtained with $\theta = 20$ kb, as described in Section 2.2 of the main text. Figure B.1 demonstrates that our results are insensitive to the choice of this parameter.
Figure B.1: Results of data fitting are not sensitive to the choice of the parameter $\theta$ representing the genome size of the smallest autonomous temperate phage in kb. Best fits obtained to Data Set 1 (histogram) for $\theta = 20$ (blue, solid) and $\theta = 30$ (red, solid) are indistinguishable.

**B.1.2 Rate parameters**

We performed a bootstrap sensitivity analysis for all parameters of the model using Data Set 1. In brief, we assumed that the best fit model for Data Set 1 represented the true distribution, and resampled this true distribution 335 times, each time creating a simulated data set of 624 observed prophage lengths. We then subjected each of these data sets to the model fitting exercise described in Section 3 of the main text. Table B.1 shows the mean and standard deviations for the relative rate parameters of the model (each rate normalized by the induction rate, $r_I$), after the analysis of 335 simulated data sets. These results indicate that the quantitative conclusions of our work are relatively insensitive to variations in data sampling; the coefficient of variation (standard deviation/mean) of the degradation rate is largest at 16%.
### B.1. Sensitivity Analysis

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Description</th>
<th>Mean</th>
<th>Standard deviation</th>
<th>Coefficient of Variation</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\alpha$</td>
<td>Relative rate of lysogeny</td>
<td>0.2078</td>
<td>0.0118</td>
<td>0.0569</td>
</tr>
<tr>
<td>$r_D$</td>
<td>Relative rate of degradation</td>
<td>0.0125</td>
<td>0.0021</td>
<td>0.1644</td>
</tr>
<tr>
<td>$r_S$</td>
<td>Relative selection coefficient</td>
<td>0.5012</td>
<td>0.0483</td>
<td>0.0964</td>
</tr>
</tbody>
</table>

Table B.1: Sensitivity analysis of rate parameters.

#### B.1.3 Influx of active phage, $f(x)$

In addition, this process produced 335 estimates of the influx distribution $f(x)$. In Figure B.2, we plot the mean of these functions at every value of $x$ (blue line), plus/minus one standard deviation (grey area). The best fit $f(x)$ from Data Set 1 is also shown for comparison (red line). These results indicate that the form of $f(x)$ is very tightly constrained by the data, a result that is perhaps not surprising given the large number of data points.

![Figure B.2: Sensitivity analysis of the prophage influx function. The mean (red) and standard deviation (\(\sigma\)) of best-fit $f(x)$ curves for all simulated data sets are shown, along with the best-fit $f(x)$ function from the true data (blue). See text for details.]
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Appendix for Chapter 3

C.1 The influx distribution

As described in Section 2.2 of the main text, the function $f(x)$ gives the length distribution for prophages that are newly integrating into bacterial genomes. Here, we note that this is neither the length distribution of active temperate phages, nor is it the length distribution of inducing phage.

To clarify, suppose $A(x)$ is the length distribution of active temperate phages. Let $L(x)$ be the average lysogeny probability for a temperate phage of length $x$. Since $A(x)$ consists of phages of different classes (lambdoid, mu-like, etc.), we expect that $L(x)$ is not constant in $x$. In this case, the influx distribution $f(x)$ is given by the product $f(x) = A(x)L(x)$. Thus, unfortunately, we cannot use empirical data describing $A(x)$ to infer $f(x)$.

Similarly, from the model at steady state, the product $P(x)I(x)$ gives the length distribution of excising prophage. Suppose $R(x)$ gives the probability that a prophage of length $x$ retains the genes required for re-infection (genes involved in replication, packaging, and adsorption, for example). If re-infection competent phage enter the lysogenic life cycle with probability $L(x)$, we could also express the influx distribution as $f(x) = P(x)I(x)R(x)L(x)$. Again, we are
unable to use $P(x)I(x)$ to directly infer $f(x)$.

Despite these limitations, some qualitative features of $f(x)$ and $A(x)$ appear surprisingly robust. Along with prophage sequences, the length distribution of 68 dsDNA temperate phages infecting enterobacteria are reported in [1]. While the weight of the peaks in this multimodal distribution vary, the number and position of the peaks is strikingly similar with our best fit estimate for $f(x)$ for Data Set 1, as shown in Table C.1.

<table>
<thead>
<tr>
<th>Feature</th>
<th>Empirical Data</th>
<th>Model Prediction</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of main peaks</td>
<td>3</td>
<td>3</td>
</tr>
<tr>
<td>Position of first peak</td>
<td>$\approx 40$ kb</td>
<td>$\approx 38$ kb</td>
</tr>
<tr>
<td>Position of second peak</td>
<td>$\approx 45$ kb</td>
<td>$\approx 48$ kb</td>
</tr>
<tr>
<td>Position of third peak</td>
<td>$\approx 59$ kb</td>
<td>$\approx 61$ kb</td>
</tr>
</tbody>
</table>

Table C.1: Comparison of the main features of empirical data describing the length distribution of autonomous dsDNA phages [1], and the best-fit model predictions for the phage influx distribution, $f(x)$.

Similarly, we find that $I(x)P(x)$ yields a surprisingly good approximation for $f(x)$, as illustrated in Figure C.1 again for Data Set 1. This suggests that most prophage sequences that retain the genes for necessary for excision also retain the genes necessary for re-infection.
Figure C.1: Comparison of best-fit $f(x)$ with the product $P(x)I(x)$; results shown for Data Set 1.
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Appendix for Chapter 3

D.1 MATLAB code

In this appendix we are presenting MATLAB [1] code for solving PDE model (3.1). The MATLAB routine `fminsearch` was used to maximize the log-likelihood. The AIC criteria was then used to select the best fit model from all the candidate models. Here we present code for the full model used to fit the steady state solution of (3.1) to Data Set 1 [2]. This code calculates selection (3.2.5) and induction (3.2.6) before fitting the steady state solution to the data. The code then maximizes the log-likelihood, which is calculated by the function `sol_error`, also provided.

```matlab
1 clear all
2 clc
3 global pls
4 load('prophage_sizes.csv')
5 pro = prophage_sizes;
6 pls = pro;
7 pls=pls/1000; % prophage length in kb
8 Pinit = [0.204686704151821 4.099811476589647 15.724017308458798 ... 
   11.536956361960861 65.822440602842576 27.198192070426217 ... 
   25.986837564236168 10.382028701765515 41.551463526177145... 
9   6.882397692568709 0.007780330712747 0.013293852127858 ... 
   2.799975078907655 0.949368876463170 ... 
   44.738263580612710 0.020163712415658]; % initial guess
10 options = optimset('MaxFunEvals',2000000);
11 Pbest = fminsearch(@sol_error,Pinit);
```
% Calculating induction curve
M1min = 20; % smallest dsDNA phage
M1max = max(pls); % maximum number of genes required for induction

n = abs(P(13)); % minimum number of genes required for induction
M1 = M1min :0.1: M1max;
b = zeros(length(M1), length(xs));
bsum = zeros (1, length(xs));
i =1;
while i ≤ length(M1)
    L = M1(i);
m = n+10^-13:0.1: L;
N= 0:0.1:n;
b(i, 1:length(N))=0;
j=1;
while j ≤ length(m)
b(i, length(N)+j) = ((m(j).^m(j)).*((L-n).^(L-n)))./( ... (L.^L).*m(j-n).^m(j-n)); % continuous approximation ...
to probability of induction
    j= j+1;
end
bsum = bsum + f(L).*b(i, :);
i = i+1;
end
k=1;
while k≤ length(bsum)
p =0:0.1:M1min;
    if k > length(p)
        l= k+1 -length(p);
        L= M1(l);
    end
    L1 = L:0.1:M1max;
    if k≤ length(p)
        bsum(k)= bsum(k)./sum(f(M1));
    end

function err = sol_error(P)
global pls xs pfinal
ts = 0:0.01:200;
xs = linspace(0, max(pls), 664);
f= @(x) abs(P(2))*exp(-(x-(20+abs(P(3)))).^2./abs(P(4))) + ... 
    abs(P(5))*exp(-(x-(20+abs(P(6)))).^2./abs(P(7))) + ... 
    abs(P(8))*exp(-(x-(20+abs(P(9)))).^2./abs(P(10))); % gaussian of ... 
    incoming phages
G = @(x) abs(P(11))*(-x+max(pls)); % HGT
D= @(x) abs(P(12))*x;
dD= @(x) abs(P(12));

Pbest;
P = Pbest;
D.1. MATLAB code

```matlab
else
    bsum(k) = bsum(k)./sum(f(L1));
end
k=k+1;
end
I = abs(P(14)).*(bsum./max(bsum));

%%% Calculating selection curve
%%% Max = max(pls);
m = 0:0.1:MM;
M1min = floor(abs(P(15)));
M1max = max(cdfx);
M1 = M1min:0.1:M1max;

Max = 66;
s = abs(P(15));
s1 = 0:0.1:s;
expec = zeros(1, length(m));
j=length(s1);
i=1;
while j <= length(m)
    M = M1(j-(length(s1)-1));
    M2 = M:0.1:M1max;
    if j <= length(s1)
        while i <= length(s1)
            S = (m(i).*s).*((sum(f(M2)./M2))./sum(f(M2)));
            expec(i)=S;
            i = i+1;
        end
    else
        S = (m(j).*s).*((sum(f(M2)./M2))./sum(f(M2)));
        expec(j)=S;
    end
    j = j+1;
end
Sel = abs(P(16)).*expec;

% solving PDE model
at = ts(2)-ts(1);
ax = xs(2)-xs(1);
b = at / ax;
Q=zeros(length(xs), length(ts));
f= abs(P(2))\*exp(-(xs-(20+abs(P(3))))^2./abs(P(4)))\+ ... 
    abs(P(5))\*exp(-(xs-(20+abs(P(6))))^2./abs(P(7)))\+ ... 
    abs(P(8))\*exp(-(xs-(20+abs(P(9))))^2./abs(P(10)));
for i = 1:length(xs)
    if xs(i)\leq 20
        f(i) = 0;
    end
end
f = f./trapz(xs, f);
D= abs(P(12))\*xs;
dD= abs(P(12));
for k=1:length(ts)-1
    for i=2:length(xs)-1
```

\begin{verbatim}
Q(i,k+1) = Q(i,k) + \Delta t \cdot Q(i,k) \cdot dD + b \cdot D(i) \cdot (Q(i+1,k) - Q(i,k)) + ...
(Sel(i) - I(i)) \cdot Q(i,k) \cdot \Delta t + P(1) \cdot (f(i)) \cdot \Delta t + g(xs(i)) \cdot Q(i,...
\cdot k) \cdot \Delta t;
end
Q(:,k+1) = Q(:,k+1) ./ trapz(xs, Q(:,k+1));
end
pfinal = cumtrapz(xs, Q(:,length(ts))); pguess = interp1(xs, Q(:,length(ts)), cdfx);
err = -sum(log(pguess(2:end-1)));\end{verbatim}
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Appendix for Chapter 4

E.1 Fixed point and stability analysis of system 4.1

System 4.1 has six equilibrium points, four of which are biologically meaningful (non-negative). We will use the notation $E_i = (\bar{P}_{111}, \bar{P}_{011}, \bar{P}_{110}, \bar{P}_{010}, \bar{P}_{100}, \bar{P}_{000})$, where $\bar{P}_{ber}$ denotes the equilibrium value of $P_{ber}(t)$, and describe these equilibria below.

1) The fixed point $E_0 = (0, 0, 0, 0, 0, 0, 1)$ corresponds to the complete elimination of prophages from bacterial genomes. This fixed point always exists. The eigenvalues of the corresponding linearized Jacobian are: $0, -r_D, r_S - r_D, r_S - 2r_D, -r_D - r_I, r_S - 2r_D - r_I, r_L - 2r_D - r_I$, and $r_L + r_S - 3r_D - r_I$. This fixed point is stable if $r_S < r_D$ and $r_L < 2r_D + r_I$.

2) The fixed point $E_B = (0, 0, 0, 0, 0, \frac{r_S - r_D}{r_S}, \frac{r_D}{r_S})$, corresponds to the existence of beneficial prophage genes only. This fixed point exists only if $r_S > r_D$. The eigenvalues of the corresponding Jacobian matrix are: $-r_D, -r_S, r_D - r_S, r_D - r_S, -r_I - r_S, -r_D - r_I, r_L - 2r_D - r_I$, and $r_L - r_D - r_I - r_S$. Thus the conditions for stability are $r_S > r_D$ and $r_L < 2r_D + r_I$.

3) The fixed point $E_{LI} = \left(0, \frac{\alpha \eta}{r_L \xi}, 0, 0, \frac{\gamma \eta}{r_L \xi}, \frac{\gamma \eta}{r_L \xi}, 0, \frac{\gamma \eta}{r_L \xi}\right)$, where $\alpha = r_L - r_D, \gamma = r_L - 2r_D - r_I, \eta = r_L - r_D - r_I$ and $\xi = 2r_L - 2r_D - r_I$. $E_{LI}$ corresponds to the coexistence of lysis and infectious genes, and exists if $r_L > 2r_D + r_I$. Eigenvalues of the corresponding linearized Jacobian are:
$r_S - r_D, r_S - r_L, r_D - r_L, r_I + r_S - r_L, r_I + r_D - r_L, r_S + r_D + r_I - r_L, r_I + 2r_D - r_L,$ and $r_I + 2r_D - r_L$

These eigenvalues are all negative under the two conditions $r_L > 2r_D + r_I$ and $r_S < r_D$.

4) $E_A = \left( \begin{array}{c} \alpha \beta \gamma \\ r_1 r_L r_S \eta \end{array} \right)^2, \left( \begin{array}{c} r_1 r_L r_S \eta \\ r_1 r_L r_S \eta^2 \\ r_1 r_L r_S \eta^2 \end{array} \right), \left( \begin{array}{c} r_1 r_L r_S \eta \\ r_1 r_L r_S \eta^2 \\ r_1 r_L r_S \eta^2 \end{array} \right), \left( \begin{array}{c} r_1 r_L r_S \eta \\ r_1 r_L r_S \eta^2 \\ r_1 r_L r_S \eta^2 \end{array} \right), \left( \begin{array}{c} r_1 r_L r_S \eta \\ r_1 r_L r_S \eta^2 \\ r_1 r_L r_S \eta^2 \end{array} \right), \left( \begin{array}{c} r_1 r_L r_S \eta \\ r_1 r_L r_S \eta^2 \\ r_1 r_L r_S \eta^2 \end{array} \right), \left( \begin{array}{c} r_1 r_L r_S \eta \\ r_1 r_L r_S \eta^2 \\ r_1 r_L r_S \eta^2 \end{array} \right), \left( \begin{array}{c} r_1 r_L r_S \eta \\ r_1 r_L r_S \eta^2 \\ r_1 r_L r_S \eta^2 \end{array} \right), \left( \begin{array}{c} r_1 r_L r_S \eta \\ r_1 r_L r_S \eta^2 \\ r_1 r_L r_S \eta^2 \end{array} \right), \left( \begin{array}{c} r_1 r_L r_S \eta \\ r_1 r_L r_S \eta^2 \\ r_1 r_L r_S \eta^2 \end{array} \right)$, where $\beta = r_S - r_D$. The eigenvalues of the Jacobian are: $r_D - r_S, r_D - r_L, 2r_D - r_L - r_S, r_I + 2r_D - r_L, r_D + r_I - r_L, r_I + 2r_D - r_L - r_S, r_I + 3r_D - r_L - r_S,$ and $r_I + 3r_D - r_L - r_S$. These eigenvalues are all negative under the conditions $r_S > r_D$ and $r_L > 2r_D + r_I$. 
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Appendix for Chapter 4

F.1 Transposase enrichment in incomplete prophages.

As described in the main text, we simulated the prophage population with parameter values $r_S = 1.5$, $r_D = 0.048$, $r_L = 1.5$, $r_T = 0.002$ for 5000 generations to compare the gene content of intact and incomplete prophages. Using a strict definition for “intact” prophages, that is, only prophages containing all the genes required for excision and re-infection were considered intact, transposase genes were enriched nearly 400-fold in incomplete prophages (see Figure F.1) (A) and (B). When the classification of “intact” prophages was relaxed to prophages that contain 90% or more of the possible prophage genes, the results showed a 5.6-fold increase in transposase genes (see Figure F.1) (C) and (D).
Figure F.1: Gene frequencies in intact and incomplete prophages, when TEs are included ($r_S = 1.5$, $r_L = 1.5$, $r_D = 0.048$, $r_T = 0.002$). (A) Frequency of genes of each type in intact and incomplete prophages, for the computational model simulated at the persistence equilibrium with TE disruptions; (B) Percent change in gene frequency from intact to incomplete; for (A) and (B) intact prophagea are defined as sequences containing all the genes required for excision and reinfection; (C) Frequency of genes of each type in intact and incomplete prophages, for the computational model simulated at the persistence equilibrium with TE; (D) Percent change in gene frequency from intact to incomplete; for (C) and (D) intact prophages are defined as sequences containing 90% or more of the possible prophage genes.
Appendix G

Appendix for Chapter 4

G.1 C++ code for computational model.

Here we present the C++ code, used to carry out all the calculations of the computational model in chapter 4. This code uses the routine "random.h", adopted from [1], to generate a random number between 0 and 1.

```c
#include<stdio.h>
#include<math.h>
#include<stdlib.h>
#include<strings.h>
#include"random.h"
#include"getdata.h"

#define MAXNS 31000
#define MAXGENES 40
#define MAXPRINT 2000

long seed=-1;

int main(int argc, char **argv)
{
  float tend;
  float delt;
  int nsteps;
  int nlys;
  int ninf;
  int nneut;
  int nben;
  int ngenes;
  float rs;
}
```c
float rl;
float rd;
float ri;
float rt;
int Ninit;
short (*prophages)[MAXGENES], (*tmpptr)[MAXGENES];
short (*newprophages)[MAXGENES];
short pro1[MAXNS][MAXGENES];
short pro2[MAXNS][MAXGENES];
float genemeans[MAXGENES];
float ismeans[MAXGENES];
float tempsum[MAXGENES];
float tempsumt[MAXGENES];
int occupied[MAXNS];
int induce[MAXNS];
int inducible, induciblesum, numben, noinduceflag = 0;
float ss, css[MAXNS], r, fractiontolose;
int maxind, i, newi, j, k, ii, jj, lyscapable;
float ran3(long *);
void getdata(FILE *, float *, float *, int *, int *, int *, int *, ...
          float *, float *, float *, float *, float *, int *);
int ntoprint, sizeflag=1, sizes[MAXNS], sizehist[MAXGENES+1], ksum=0;
if (argc>1) seed = -(long)(atof(argv[1]));
if (argc>2) sizeflag = (int)(atof(argv[2]));
if ((fpout=fopen("prosim.out","w")) == NULL) {
    fprintf(stderr,"Error opening prosim.out\n");
    printf("\n");
    exit(1);
}
if ((fpout2=fopen("genemeans.out","w")) == NULL) {
    fprintf(stderr,"Error opening genemeans.out\n");
    printf("\n");
    exit(1);
}
if ((fpin=fopen("prosim.in","r")) == NULL) {
    fprintf(stderr,"Error opening prosim.in\n");
    printf("\n");
    exit(1);
}
if (sizeflag)
if ((fpout3=fopen("sizes.out","w")) == NULL) {
    fprintf(stderr,"Error opening sizes.out\n");
    printf("\n");
    exit(1);
}
if ((fpout4=fopen("Ns.out","w")) == NULL) {
    fprintf(stderr,"Error opening Ns.out\n");
    printf("\n");
    exit(1);
}
```
if ((fpout5=fopen("ismeans.out","w")) ==NULL) {
    fprintf(stderr,"Error opening ismeans.out\n");
    printf("\a");
    exit(1);
}

getdata(fpin,&tend,&delt,&nlys,&ninf,&nneut,&nben,&rs,&rl,&rd,...
&ri,&rt,&Ninit);
if (Ninit>MAXNS) {
    fprintf(stderr,"Error, Ninit too large\n");
    exit(1);
}
nsteps = tend/delt;
genes = nlys+ninf+nneut+nben;
if (ngenes>MAXGENES) {
    fprintf(stderr,"Error, too many genes\n");
    exit(1);
}
rs = rs*delt;
rl = rl*delt;
rd = rd*delt;
ri = ri*delt;
rt = rt*delt;
float big = 0.02;
if ((rs>big) || (rl>big) || (rd>big) || (rs*nben>big))
    fprintf(stdout,"Error: big changes in one timestep\n");
prophages = pro1;
ewprophages = pro2;
ntoprint = (int)((float)nsteps/(float)MAXPRINT);
if (ntoprint == 0) ntoprint = 1;

for (int i = 0; i < Ninit; i++) {
    occupied[i] = 1;
    for (int j = 0; j < ngenes; j++) prophages[i][j] = 1;
}
maxind = Ninit;  // maxind is the maximum possible occupied row ...
in prophages
//--TIME LOOP
for (int istep =0; istep < nsteps; istep++){
//--Induction
// scan through the prophages, ineducable only if all genes required ...
// induction are present
// also keep track that at least some prophages are ineducable
induciblesum = 0;
for (i = 0; i < maxind; i++) {
    inducible = prophages[i][0];
    for (j = 1; j < nlys; j++)
        if (prophages[i][j] != -1) inducible = inducible*prophages[i][j];
    if ( (ran3(&seed) < ri) && (inducible >0) )
        occupied[i] = 0;
for (j=0; j<ngenes; j++) prophages[i][j]=0; }
  induciblesum += inducible;
}

if ((noinduceflag ==0) && (induciblesum == 0)) {
  noinduceflag =1 ;
  fprintf(stdout,"There is no more inducible phage in the ... population at timestep %d of %d.\n",istep,nsteps);
}

//knockout the genes that have been degraded
for (i = 0; i < maxind; i++)
  for (j = 0; j < ngenes; j++)
    if (ran3(&seed) < rd) prophages [i][j] = 0;

//if all genes from a given prophage have been knocked out ... replace the corresponding entry at "occupied" by 0.
for (i = 0; i < maxind; i++) {
  int sumpro = 0;
  for (j = 0; j < ngenes; j++) sumpro += prophages[i][j];
  if (sumpro == 0) occupied[i] = 0;
}

//IS insertions change the sequence to -1
for (i = 0; i < maxind; i++)
  for (j = 0; j < ngenes; j++)
    if (ran3(&seed) < rt) prophages [i][j] = -1;

j = 0; // first possible place to put the new prophage
for (i=0; i<maxind; i++) {
  lycapable = 1;
  for (k=0; k<nlys+ninf; k++)
    if ((prophages[i][k]==-1)||(prophages[i][k]==0)) lycapable = 0;
  if (lycapable==1) // ran3 is expensive. don't call unless ...
    if (ran3(&seed) < rl) { // make a new copy of prophage[i]
      while (occupied[j]==1) j++; //find the next empty spot
      occupied[j] = 1;
      for (k=0; k<ngenes; k++) prophages[j][k] = prophages[i][k];
    }
  if (j>maxind) maxind = j+1;
  if (j>MAXNS) { fprintf(stderr,"Error: MAXNS exceeded\n"); istep = ...
    nsteps;}
}

// selection:
// put a copy of each prophage into the next generation with ... probability rs*(num ben genes)
// newi will count the number of prophages in the next generation
newi = -1;
for (i=0;i<maxind;i++) {
  numben = 0;
  for (j=ngenes-nben;j<ngenes;j++)
if (prophages[i][j]==1) numben++;
if (ran3(&seed)<(float)(rs*numben)) {
  newi++;
  for (k=0;k<ngenes;k++) {
    newprophages[newi][k] = prophages[i][k];
  }
  occupied[newi]=1;
}
/* population size regulation: Every prophage is copied to the next
generation with high probability. If the current population < Ninit,
every prophage is copied. If the current population > Ninit, the
probability is reduced so that on average Ninit are maintained */

fractiontolose = 1.0-(float)Ninit/(maxind+newi);
for (i=0;i<maxind;i++) {
  if (ran3(&seed)>fractiontolose) {
    newi++;
    ksum = 0;
    for (k=0;k<ngenes;k++) {
      newprophages[newi][k] = prophages[i][k];
      ksum += prophages[i][k];
    }
    if (ksum>0) occupied[newi]=1;
  }
}
for (i=newi+1;i<maxind+1;i++) occupied[i] = 0; // after newi, ...
unoccupied

tmpptr = prophages;
prophages = newprophages;
newprophages = tmpptr;
maxind = newi; // newi is the population size of the next ...

// be sure to use maxind, not Ninit, now that the popn size is ...
not constant
if ((float)istep/ntoprint == (int)istep/ntoprint) {
  for (jj = 0; jj < maxind; jj++) sizes[jj] = 0; //initialize
  for (ii = 0; ii < ngenes; ii++) {
    tempsum[ii] = 0;
    tempsumt[ii] = 0; // for transposase genes
    sizehist[ii]=0; // initialize for later
    for (jj = 0; jj < maxind; jj++) {
      if (prophages[jj][ii] == -1) {
        tempsumt[ii]++;
        sizes[jj]++;
      }
    }
    tempsum[ii] = (float)(tempsum[ii]/(float)maxind));
tempsumt[ii] = (float)(tempsumt[ii]/((float)maxind));
}
sizehist[ngen] = 0; // last entry in array didn't get ...
    initialized yet
}
for (jj = 0; jj < maxind; jj++) sizehist[sizes[jj]]++;
genemeans[0] = 0; genemeans[1] = 0; genemeans[2] = 0; ...
genemeans[3] = 0;
for (i = 0; i < nlys; i++) genemeans[0] = genemeans[0] + tempsum[i];
for (i = nlys; i < nlys + ninf; i++) genemeans[1] = genemeans[1] + ...
tempsum[i];
for (i = nlys + ninf; i < nlys + ninf + nneut; i++) genemeans[2] = ...
genemeans[2] + tempsum[i];
for (i = nlys + ninf + nneut; i < ngenes; i++) genemeans[3] = ...
genemeans[3] + tempsum[i];
for (i = 0; i < nlys; i++) ismeans[0] = ismeans[0] + tempsumt[i];
for (i = nlys; i < nlys + ninf; i++) ismeans[1] = ismeans[1] + ...
tempsumt[i];
for (i = nlys + ninf; i < nlys + ninf + nneut; i++) ismeans[2] = ...
ismeans[2] + tempsumt[i];
for (i = nlys + ninf + nneut; i < ngenes; i++) ismeans[3] = ...
ismeans[3] + tempsumt[i];
fprintf(fpout2, "%f %f %f %f ...%f\n", delt * istep, genemeans[0], genemeans[1], genemeans[2], ...
genemeans[3]);
ismeans[0] = 0; ismeans[1] = 0; ismeans[2] = 0; ismeans[3] = 0;
for (i = 0; i < nlys; i++) ismeans[0] = ismeans[0] + tempsumt[i];
for (i = nlys; i < nlys + ninf; i++) ismeans[1] = ismeans[1] + ...
tempsumt[i];
for (i = nlys + ninf; i < nlys + ninf + nneut; i++) ismeans[2] = ...
ismeans[2] + tempsumt[i];
for (i = nlys + ninf + nneut; i < ngenes; i++) ismeans[3] = ...
ismeans[3] + tempsumt[i];
fprintf(fpout5, "%f %f %f %f ...
%f\n", delt * istep, ismeans[0], ismeans[1], ismeans[2], ismeans[3]);
if (sizeflag) {
    for (i = 0; i < ngenes; i++) fprintf(fpout3, "%d ", sizehist[i]);
    fprintf(fpout3, "\n");
}
fprintf(fpout4, "%d\n", maxind);
} // end toprint if statement
if (sizehist[0] == maxind) {
    fprintf(stdout, "Prophage population is extinct\n");
    istep = nsteps;
}
} // end of loop on istep
for (i = 0; i < maxind; i++) {
    //fprintf(fpout, "%d ", occupied[i]);
    for (j = 0; j < ngenes; j++) fprintf(fpout, "%d ...", prophages[i][j]);
    fprintf(fpout, "\n");
}
fclose(fpout2);
fclose(fpout);
printf("\a");
} // end of main
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