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Figure 4.1: Docker Containers vs. Virtual Machines [25].

plication by handing off tasks to those executors. Architecturally, worker nodes are computing

machines, executors are workers’ processes that run tasks, and a task is a unit of work that is

sent by the driver to one executor [70]. Figure 4.2 illustrates this architecture.

The Resilient Distributed Dataset (RDD) is Spark’s abstraction of an immutable collection

of records partitioned across machines [69]. RDDs also provide abstractions for a wide range

of high-level, coarse-grained parallel operations, such as Map, Filter and Group-by, which can

accommodate a diverse set of data workflows while providing scalability and fault tolerance.

Together, these abstractions yield a remarkably powerful data-processing framework because

they enable developers to execute high-level operations while abstracting distribution and fault

tolerance concerns.

The sample code in Listing 4.1 illustrates a simplistic example where Apache Spark is

utilized to read a spatiotemporal dataset and count only records that happened in Manhattan

in 2019. In the code, the dataset itself is transparent to the user, who, independently of the

original dataset size or record placement in each worker’s partitions, can filter and request a

count of the desired records. In the same code snippet, one filter accepts an equality-based

comparison over the timestamp, while the other accepts a user-defined function that can verify

whether a cell identifier lies within the Manhattan region. Spark’s execution engine chains

these filter statements and defers their execution until the ”count” action is issued. This lazy
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Figure 4.2: Spark Cluster Architecture Overview [60].

evaluation strategy allows for operations to be coupled and executed with a single pass through

the dataset, saving substantial amounts of time in preprocessing tasks.

Listing 4.1: Sample of a short Spark program that filters spatiotemporal records that happened

in Manhattan in 2019.

val dataset = spark.read.load(inputPath)

.filter(year($"timestamp") === 2019)

.filter(isInsideManhattan($"cell_id"))

.count()

Data Preprocessing

At a high level, the data preprocessing components were implemented as follows:

Temporal Discretization. The temporal discretization component was implemented via a Map

function over an RDD representing the input dataset. The mapping allowed for the framework

to apply a temporal truncation across all records in the input.

Spatial Discretization. The spatial discretization component was implemented via a subse-

quent map on the same dataset, and because RDD operations are lazy, this did not incur in

another pass through the dataset. This time, however, the map took a function based on the
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S2Geometry5 library that knows how to convert GPS coordinates into a cell id at arbitrary res-

olutions.

Data Cleaning. The temporal filter block was implemented via a Filter operation that took a

user-supplied JSON6 document, like the one shown in Listing 4.2, with a start and end times-

tamps and kept only the pertinent records from the RDD. The spatial filter block was imple-

mented via another filter operation that verified whether records’ cell ids lay inside a polygon

of interest. That polygon was backed by an S2Geometry Polygon constructed from a user-

supplied GeoJSON7. Listing 4.3 presents a fragment of such user input, where each pair of

coordinates represents one corner of a geospatial polygon and the last pair is just a repetition

of the first, which serves the purpose of connecting all segments into a triangular region.

Large Scale Aggregation. The large scale aggregation block was implemented via a Group-by

operation that reduced the original RDD into an RDD of density counts at the specified tempo-

ral and spatial resolution. This aggregated dataset was then consolidated in persistent storage

using a columnar format known as Parquet8.

Listing 4.2: Example of a JSON document specifying a temporal filter.

{"start": "2019-08-01T00:00:00", "end":"2019-08-31T23:59:59"}

Listing 4.3: Example of a GeoJSON document describing a spatial filter made up of a triangular

geographical region.

{

"type": "FeatureCollection",

"features": [

{

"type": "Feature",

"properties": {},

5https://s2geometry.io/
6https://json.org/
7https://geojson.org/
8https://parquet.apache.org/

https://s2geometry.io/
https://json.org/
https://geojson.org/
https://parquet.apache.org/
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"geometry": {

"type": "Polygon",

"coordinates": [

[

[-81.2764048576355, 43.01475191944554],

[-81.28818511962889,43.00210497752506],

[-81.26443147659302,43.002152055337895],

[-81.2764048576355, 43.01475191944554]

]

]

}

}

]

}

Multistage Machine Learning Pipeline

The following blocks portray an overview of the implementation of the machine learning core

of this research:

Geographically Global Model (GGM). The GGM was implemented as a Gradient Boosted

Tree Regressor from the Apache Spark machine learning library (MLLib9). MLLib’s imple-

mentation of decision trees provided a distributed computation of variance that massively sped

up the node splitting process.

Geographically Local Models (GLMs). The GLMs were implemented on top of ARIMA

models from a third-party time series library, named SparkTS10, open-sourced by Cloudera.

The GLMs are themselves a persisted RDD of ARIMA models partitioned by cell id, which

9https://spark.apache.org/mllib/
10https://github.com/sryza/spark-timeseries

https://spark.apache.org/mllib/
https://github.com/sryza/spark-timeseries
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are spatially joined with test records in order to issue predictions.

Blending Model. The blending model, like the GGM, is also backed by the MLLib, but it

takes its input features from an intermediate RDD generated by the base models, as opposed to

the original input.

Others. Dataset metrics gathering was implemented via SparkSQL11 operations, the SMAPE

evaluation metric was implemented via a custom Spark regression evaluator, and the time-

sliding cross-validation was implemented via a SparkSQL window function.

4.2 Experiments

This section reports on experimental results that the proposed framework achieved in three

diverse domains: taxi trips in New York City, crimes in the city of Chicago, and visits to places

of interest across Canada. These domains are backed by spatiotemporal datasets, which in

turn are also diverse in several relevant statistics, such as the number of records, time span,

geographical region, and temporal and spatial sparsity. This variability in the characteristics of

input datasets is welcomed and serves the purpose of demonstrating the merit of the proposed

research in different scenarios.

Before the experiments can be presented, a few relevant terms need to be defined. With

regards to sparsity statistics, this study utilizes the definitions of temporal sparsity and spatial

sparsity formalized in equations (4.1) and (4.2), respectively. In Equation (4.1), the temporal

sparsity of a given spatial cell is measured as one minus a fraction between the number of

time intervals that the cell contained and the total number of time intervals in the dataset. In

Equation (4.2), the spatial sparsity at a given time is measured as a fraction between the number

of spatial cells with no neighbours and the total number of spatial cells in the dataset. In this

study, these metrics are reported in their aggregate form (e.g., average, standard deviation),

summarizing data across all available spatial cells for Equation (4.1), and across all temporal

11https://spark.apache.org/sql/

https://spark.apache.org/sql/


4.2. Experiments 63

intervals for Equation (4.2).

temporalSparsity(cell) = 1 −
#local temporal intervals

#global temporal intervals
(4.1)

spatialSparsity(time) =
#spatial cells with no neighbours

#total spatial cells
(4.2)

As for the evaluation metrics, this study makes use of the standard regression metrics, Root

Mean Squared Error (RMSE) and Symmetric Mean Absolute Percentage Error (SMAPE), for-

mulated in equations (4.3) and (4.4), respectively. In those equations, n is the number of

records, Y is the true value of the variable being predicted, and Ŷ is the predicted value:

RMSE =

√√
1
n

n∑
i=1

(Yi − Ŷi)2 (4.3)

SMAPE =
100%

n

n∑
i=1

|Yi − Ŷi|

|Yi| + |Ŷi|
(4.4)

The last definition necessary for understanding the experiments is the definition of the Naive

Model. In this study, the Naive Model is an overly simplistic heuristic commonly used as a

baseline in one-step time series forecasts, which predicts the future value of a variable to be

equal to its current value. For example, under this naive baseline model, a forecast for the

next hour t + 1 would output the variable value at t. This naive model tends to be successful

if there is not enough variability between consecutive values in a time series, and exposing its

performance in an experiment helps in evaluating how much the proposed learning technique

actually learned.

Following are self-contained reports of experiments that ran in a three-machine cluster with

24-cores and 94GB of memory each.
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Number of Records Over 1.3 billion
Time Span 2009 to 2018

Geographical Region New York City
Provider New York City Taxi and Limousine Commission

Table 4.1: NYC Taxi Trips – Dataset Statistics

4.2.1 New York City Taxi Trips

The New York City Taxi and Limousine Commission (TLC) provides an open dataset contain-

ing taxi trips in the city of New York since 2009. The more than 1.3 billion records available

have information on the time and GPS coordinates of where pickups and drop-offs happened,

making it one of the most massive spatiotemporal datasets that are openly available to the

public. This dataset and accompanying schemas can be downloaded from the NYC-TLC data

portal12. A summary of a few characteristics of this dataset in its raw form, with no alteration

in comparison to the original source, are reported in Table 4.1.

Data Preprocessing

For this experiment, the Data Preprocessing block was implemented as follows:

Temporal Discretization. The temporal component was discretized into hourly bins to enable

one-step forecasts of one hour, giving enough time for drivers to position themselves in order

to better serve customers.

Spatial Discretization. The spatial component was discretized via a square grid with cells

having an average area of 79000 m2 to account for the mobility range of a car.

Data Cleaning. Data were filtered to be contained in the interval from June 2014 to June 2016

and within the polygon representing the Manhattan region, as shown in Figure 4.3. The cut-off

point at 2016 was necessary because the data provider stopped publishing fine location data to

avoid privacy issues, only reporting on coarse locations since then.

Large Scale Aggregation. After the discretization process, over 400 million records were

aggregated into hourly counts for each spatial cell, resulting in a much smaller dataset with

12https://www1.nyc.gov/site/tlc/about/tlc-trip-record-data.page

https://www1.nyc.gov/site/tlc/about/tlc-trip-record-data.page


4.2. Experiments 65

Number of Records Over 9.6 million
Time Span June 2014 to June 2016

Temporal Resolution Hour
Number of Temporal Intervals Over 17.5k

Temporal Sparsity Avg = 36.8% Std = 37.8%
Geographical Region Manhattan

Spatial Resolution Cells with an average area of 79000 m2

Number of Spatial Cells Over 800
Spatial Sparsity Avg = 0.8% Std = 3.0%

Table 4.2: NYC Taxi Trips – Dataset Statistics After Preprocessing.

just over 9.6 million records. Furthermore, the discretized dataset is characterized by a low

temporal sparsity averaging 36.8% and an extremely low spatial sparsity averaging 0.8%. In

other words, on average, each spatial cell is missing 36.8% of the timestamps contained in the

global timeline, and only 0.8% of the spatial cells do not have at least one neighbour at any

given time. Summary statistics on the final dataset after preprocessing are reported in Table

4.2.

Multistage Machine Learning Pipeline

After preprocessing, the dataset was split into 81% training, 9% blending training, and 10%

testing. The larger training set potentially allows for the learning algorithms to be exposed

to more patterns, whereas the smaller blending training set avoids overfitting the base models

contributions. The remaining records, which are numbered in the high hundreds of thousands,

were reserved for testing. Next, the machine learning models were trained according to the

following scheme:

Geographically Global Model (GGM). One stochastic gradient boosted tree ensemble was

trained over the entire training set. A grid-search with 3-fold time-sliding cross-validation was

utilized to tune the following model hyperparameters: maximum depth, number of iterations,

and maximum number of bins. The considered values for these parameters are reported in

Table 4.3.

Geographically Local Models (GLMs). The training dataset was partitioned into one time
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Figure 4.3: Polygons in grey representing the spatial filter over the Manhattan region.
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Hyperparameter Considered Values
Maximum Depth [3, 5, 6, 10, 15, 20, 25]

Number of Iterations [10, 20, 50, 100, 150, 200, 250]
Maximum Number of Bins [32, 64, 128, 1024, 2048]

Table 4.3: GGM – Stochastic Gradient Boosted Trees Hyperparameters.

series per spatial cell at the 79000 m2 resolution. Then one ARIMA model was trained on

each of these cells and tuned according to the Akaike Information Criterion (AIC), considering

maximum values of p, d, and q to be 5, 2, and 5 respectively. Such thresholds were based

on Nau [48], who stated that in most cases, the optimal values for these parameters are small

integers where p + q ≤ k for some small integer k, and that most of the time, either p or q is

zero.

Blending Model. One stochastic gradient boosted tree ensemble was trained over the blending

training set, taking as input features the base-learners’ predictions, the cell id, the hour, and the

day of the week. A grid-search with 3-fold time-sliding cross-validation was utilized to tune

the same hyperparameters as the GGM. The considered values for these parameters were taken

from the lower half of the ranges utilized for the GGM.

Results

The metrics reported in this section result from applying a one-hour time-sliding window to

a test set (i.e., 10% of the preprocessed data) comprising over 1800 hours from April to June

2016 and more than 800 different spatial cells. The measured RMSE and SMAPE values are

reported for the naive model, the base-learners (GGM, GLMs), and the blending model.

Figure 4.4 illustrates the SMAPE for all models in question. Noticeably, the blending

model sits at the bottom with the lowest error and slightly close to the GGM. Also, it can

be seen that the GLMs clearly performed much better than the naive model, but seemed to

struggle during off-peak hours (7 pm to 3 am). In fact, all the evaluated models struggled to

some extent because fewer taxi trips tend to happen at off-peak hours, leaving relatively fewer

training records available for the models to learn.



68 Chapter 4. Evaluation

Figure 4.4: NYC Taxi Trips – Average SMAPE per hour on a small sample of the testing data.
Timestamps are in the local timezone (EST).

Figure 4.5 depicts the RMSE for all models in question and offers more insight into the off-

peak behaviour. The ranked performance of the models remains the same, with the blending

model still having the lowest error, followed by the GGM, GLMs, and naive models. However,

the RMSE, unlike the SMAPE, decreases during off-peak hours. This pattern might seem

counter-intuitive, but it can be explained by the fact that the overall scale of the label is weaker

in most places during the evening and the RMSE captures that reduction in scale, whereas the

SMAPE, because it is scale-invariant, does not.

Table 4.4 summarizes the average and standard deviation of both RMSE and SMAPE for

all models across the iterations of the sliding window. Thus, for the entirety of the test set, and

according to both metrics: the naive model performs the worst; the GLMs are worse than the

GGM by a small amount, and yet with lower standard deviation; and the proposed blending

model performs the best on both metrics while also maintaining the lowest standard deviations.

Figure 4.6 also illustrates the performance of the models and point to higher stability of the
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Figure 4.5: NYC Taxi Trips – Average RMSE per hour on a small sample of the testing data.
Timestamps are in the local timezone (EST).

Model Avg(RMSE) Std(RMSE) Avg(SMAPE) Std(SMAPE)
Naive 106.18 20.75 40.02% 9.89%
GLMs 56.50 14.77 32.11% 7.56%
GGM 46.60 16.20 31.00% 10.53%

Blending 42.78 13.57 26.70% 4.02%

Table 4.4: NYC Taxi Trips – Model Metrics Across All Testing Windows

blending model as captured by the range between the whiskers.The lower performance of the

naive model points to significant variability between consecutive labels. In other words, merely

using the labels from the last hour to make predictions yielded weak results, suggesting a more

complex relationship between the label and the time. The performance of the base models in

comparison to the baseline (the naive model) shows that they were more successful in capturing

patterns in the data. Furthermore, the performance of the blending model shows that enough

diversity existed among the base models so that the blend could achieve far surpassing results.
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Figure 4.6: NYC Taxi Trips – SMAPE box plot. Blending model has the lowest error and the
highest stability (smallest range between whiskers).

Number of Records Almost 7 million
Time Span 2001 to present

Geographical Region Chicago
Provider Chicago Police Department

Table 4.5: Chicago Crimes – Dataset Statistics.

4.2.2 Crimes in The City of Chicago

The Chicago Police Department provides an open dataset, originating from its CLEAR (Citizen

Law Enforcement Analysis and Reporting) system, that contains crime incident records in the

city of Chicago since 2001. The almost 7 million records available have information on the

time and GPS coordinates (at the city block level) of where incidents happened, making it one

of the largest geolocated crime datasets available to the public. This dataset and accompanying

schemas can be downloaded from the city of Chicago open data portal 13. A summary of a few

characteristics of this dataset in its raw form, with no alteration in comparison to the original

source, are reported in Table 4.5.

Data Preprocessing

For this experiment, the Data Preprocessing block was implemented as follows:

Temporal Discretization. The temporal component was discretized into daily bins to enable

13https://data.cityofchicago.org/Public-Safety/Crimes-2001-to-present/ijzp-q8t2

https://data.cityofchicago.org/Public-Safety/Crimes-2001-to-present/ijzp-q8t2
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Number of Records Over 4.5 million
Time Span January 2001 to May 2019

Temporal Resolution Day
Number of Temporal Intervals Over 6.7k

Temporal Sparsity Avg = 72.82% Std = 20.91%
Geographical Region City of Chicago

Spatial Resolution Cells with an average area of 0.32 km2

Number of Spatial Cells Over 2.4k
Spatial Sparsity Avg = 8.29% Std = 4.69%

Table 4.6: Chicago Crimes – Dataset Statistics After Preprocessing.

one-step forecasts of one day, giving a reasonable time for police officers to plan patrol routes.

Spatial Discretization. The spatial component was discretized via a square grid, with cells

having an average area of 0.32 km2 to account for areas that are large enough to exhibit recur-

rent crime patterns.

Data Cleaning. Data were filtered to be contained in the interval from January 2001 to May

2019 and within the polygon representing the Chicago region, as seen in Figure 4.7.

Large Scale Aggregation. After the discretization process, more than 6.8 million records

were aggregated into daily counts for each spatial cell, resulting in a substantially smaller

dataset with just over 4.5 million records. Furthermore, the discretized dataset was charac-

terized by an extremely high temporal sparsity averaging 72.82%, and a low spatial sparsity

averaging 8.29%. In other words, on average, each spatial cell misses 72.82% of the times-

tamps contained in the global timeline, and only 8.29% of the spatial cells do not have at least

one neighbour at any given time. Summary statistics on the final dataset after preprocessing

are reported in Table 4.6.

Multistage Machine Learning Pipeline

After preprocessing, the dataset was split into 81% training, 9% blending training, and 10%

testing. The larger training set potentially allows for the learning algorithms to be exposed

to more patterns, whereas the smaller blending training set avoids overfitting the base models

contributions. The remaining records, which numbered several hundreds of thousands, were
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Figure 4.7: Polygons in grey representing the spatial filter over the Chicago region.
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reserved for testing. Next, the machine learning models were trained according to the following

scheme:

Geographically Global Model (GGM). One stochastic gradient boosted tree ensemble was

trained over the entire training set. A grid-search with 3-fold time-sliding cross-validation was

utilized to tune the following model hyperparameters: maximum depth, number of iterations,

and maximum number of bins. The considered values for those parameters are reported in

Table 4.3. For clarity, this was done in the exact same way as the correspondent step in the

NYC Taxi Trips experiment.

Geographically Local Models (GLMs). The training dataset was partitioned into one time

series per spatial cell at the 1.27 km2 resolution. Then one ARIMA model was trained on each

of those cells and tuned according to the Akaike Information Criterion (AIC), considering

maximum values of p, d, and q to be 5, 2, and 5 respectively. These thresholds were based

on Nau [48], who stated that in most cases, the optimal values for these parameters are small

integers where p + q ≤ k for some small integer k, and that most of the time, either p or q is

zero.

Blending Model. One stochastic gradient boosted tree ensemble was trained over the blending

training set, taking as input features the base-learners’ predictions, the cell id, the day, and the

day of the week. A grid-search with 3-fold time-sliding cross-validation was utilized to tune

the same hyperparameters as the GGM. The considered values for these parameters were taken

from the lower half of the ranges utilized for the GGM. For clarity, this was done in almost the

same way as the corresponding step in the NYC Taxi Trips experiment, except for not including

the “hour” as an input feature because this dataset was discretized at the “day” resolution.

Results

The metrics reported in this section are the result of applying a one-day time-sliding window

to a test set (i.e., 10% of the preprocessed data) comprising over 670 days from July 2017 to

May 2019 and over 2.4k different spatial cells. The measured RMSE and SMAPE values are
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Figure 4.8: Chicago Crimes – Average SMAPE per day on a small sample of the testing data.

reported for the naive model, the base learners (GGM, GLMs), and the blending model.

Figure 4.8 illustrates the SMAPE for all models in question. Noticeably, the blending model

sits at the bottom with the lowest error and significantly close to the GGM. Also, the GLMs

performed much better than the naive model, but that they still underperformed with respect to

the others by a significant margin. This impact on the prediction capabilities of the GLMs can

be explained by the increased difficulty of forecasting over a highly sparse time series.

Figure 4.9 depicts the RMSE for all models in question. The ranked performance of the

models remains about the same, with the naive model and the GLMs with the highest error, and

the GGM with slightly less error than the blending model for that particular window. Further-

more, the higher standard deviation of labels on the dataset for days of the week from Thursday

through Saturday resulted in more challenges for the GLMs, which rely purely on time series

forecasting. The GGM and blending models, however, were not as profoundly influenced by

these changes in distribution because they likely chose spatial patterns that outweighed them.

Table 4.7 summarizes the average and standard deviation of both RMSE and SMAPE, for

all models, across the iterations of the sliding window. For the entirety of the test set, and
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Figure 4.9: Chicago Crimes – Average RMSE per day on a small sample of the testing data.

according to both metrics: the naive model performed the worst; the GLMs were worse than

the GGM by a significant amount; the proposed blending model performed slightly better than

the best base model on both metrics while also maintaining the lowest standard deviations.

Figure 4.10 also illustrates the performance of the models and point to higher stability of the

blending model as captured by the range between the whiskers. The lower performance of

the naive model points to significant variability between consecutive labels. In other words,

merely using the labels from the last day to make predictions yielded weak results, suggesting

a more complex relationship between the label and the time. The performance of the base

models in comparison to the baseline (the naive model) shows that they were more successful

in capturing patterns in the data; however, the GLMs were worse than the GGM by a fair

margin. One possible reason for this gap in performance is that crime events may be more

correlated with space than they are with time, weakening the temporal patterns that the GLMs

could leverage, and therefore impairing its performance. Furthermore, the performance of the

blending model shows that even when one of the base models was worse than the other by

a fair margin, the blend itself still maintained a better performance, serving as a guard to the
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Figure 4.10: Chicago Crimes – SMAPE box plot. Blending model has the lowest error and the
highest stability (smallest range between whiskers).

Model Avg(RMSE) Std(RMSE) Avg(SMAPE) Std(SMAPE)
Naive 1.33 0.11 69.50% 3.77%
GLMs 1.17 0.16 33.88% 3.07%
GGM 0.76 0.18 15.60% 0.86%

Blending 0.74 0.18 15.32% 0.77%

Table 4.7: Chicago Crimes – Model Metrics Across All Testing Windows

overall performance of the Spatiotemporal Forecasting Framework.

4.2.3 Visits to Places of Interest Across Canada

An industry partner in the mobile application space provided a dataset containing visits to

places of interest across Canada in the period from June to December 2018. The more than

175 million records available include information on the number of visits, the time, and the

GPS coordinates of the place where they happened, making this the dataset with the largest

spatial coverage that the authors could find. With respect to privacy issues, because the dataset

only reports aggregated visit counts from the point of view of an arbitrary location, there is

no personal identifiable information that could trace a visit back to a user. Hence, users are

completely anonymous and only places can be analyzed. A summary of a few characteristics

of this dataset in its raw form, with no alteration in comparison to the original source, is given

in Table 4.8.
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Number of Records Over 175 million
Time Span June to December 2018

Geographical Region Canada
Provider Industry Partner

Table 4.8: Visits to Places of Interest Across Canada – Dataset Statistics.

Data Preprocessing

For this experiment, the Data Preprocessing block was implemented as follows:

Temporal Discretization. The temporal component was discretized into hourly bins to enable

one-step-ahead forecasts of one hour, giving enough time to support a variety of short-term

optimization tasks, such as anticipating the number of staff needed to serve customers better

during peak hours in a coffee shop.

Spatial Discretization. The spatial component was discretized via a square grid with cells

having an average area of 79000 m2 to account for areas that are large enough to exhibit recur-

rent visit patterns.

Data Cleaning. Data were filtered to be contained in the interval from June to December 2018

and within the polygon representing the Canadian borders, as shown in Figure 4.11. The shorter

timeframe in this experiment is due only to less recent data not being available. This shortage

of historical information is caused by the relatively recent start of our industry partner’s effort

to collect such data; a shared reality with many other mobile companies that recently under-

stood the value in spatiotemporal data.

Large Scale Aggregation. After the discretization process, more than 175 million records

were aggregated into hourly counts for each spatial cell, resulting in a much smaller dataset

with just over 33 million records. Furthermore, the discretized dataset is characterized by

an extremely high temporal sparsity averaging 79.45% and a high spatial sparsity averaging

51.64%. In other words, on average, each spatial cell misses 79.45% of the timestamps con-

tained in the global timeline, and 51.64% of the spatial cells do not have at least one neighbour

at any given time. Summary statistics on the final dataset after preprocessing are reported in

Table 4.9.
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Number of Records Over 33 million
Time Span June to December 2018

Temporal Resolution Hour
Number of Temporal Intervals Over 5k

Temporal Sparsity Avg = 79.45% Std = 19.71%
Geographical Region Canada

Spatial Resolution Cells with an average area of 79000 m2

Number of Spatial Cells Over 31.5k
Spatial Sparsity Avg = 51.64% Std = 19.57%

Table 4.9: Visits to Places of Interest Across Canada – Dataset Statistics After Preprocessing.

Figure 4.11: Polygons in grey representing the spatial filter across the Canadian landscape.
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Multistage Machine Learning Pipeline

After preprocessing, the dataset was split into 81% training, 9% blending training, and 10%

testing. The larger training set potentially allowed for the learning algorithms to be exposed

to more patterns, whereas the smaller blending training set avoided overfitting the base models

contributions. The remaining records, which numbered in the millions, were reserved for test-

ing. Next, the machine learning models were trained according to the following scheme:

Geographically Global Model (GGM). One stochastic gradient boosted tree was trained over

the entire training set. A grid-search with 3-fold time-sliding cross-validation was utilized to

tune the following model hyperparameters: maximum depth, number of iterations, and max-

imum number of bins. The considered values for these parameters are reported in Table 4.3.

For clarity, this was done in the exact same way as the correspondent step in the NYC Taxi

Trips, and Chicago Crimes experiments.

Geographically Local Models (GLMs). The training dataset was partitioned into one time

series per spatial cell at 81 km2 resolution. Then one ARIMA model was trained on each of

these cells and tuned according to the Akaike Information Criterion (AIC), considering maxi-

mum values of p, d, and q to be 5, 2, and 5 respectively. These thresholds were based on Nau

[48], who stated that in most cases the optimal value for these parameters are small integers

where p + q ≤ k for some small integer k, and that most of the time, either p or q is zero.

Blending Model. One stochastic gradient boosted tree was trained over the blending training

set, taking as input features the base-learners’ predictions, the cell id, the hour, and the day of

the week. A grid-search with 3-fold time-sliding cross-validation was utilized to tune the same

hyperparameters as the GGM. The considered values for these parameters were taken from the

lower half of the ranges utilized for the GGM. For clarity, this was done in the exact same way

as the corresponding step in the NYC Taxi Trips experiment.
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Figure 4.12: Visits to Places of Interest Across Canada – Average SMAPE per hour on a small
sample of the testing data. Timestamps are in the associated local timezone.

Results

The metrics reported in this section are the result of applying a one-hour time-sliding window

to a test set (i.e., 10% of the preprocessed data) covering over 630 hours from November to

December 2018 and over 27k different spatial cells. The measured RMSE and SMAPE values

are reported for the naive model, the base-learners (GGM, GLMs), and the blending model.

Figure 4.12 illustrates the SMAPE for all models in question. Noticeably, the blending

model sits at the bottom with the lowest error and slightly close to the GGM. Also, the GLMs

performed much better than the naive model and had only a small variance across hours. Fur-

thermore, except for the naive model, all others showed an increased error during working

hours (9 am to 6 pm), which correlated with an increased volume and variability of test records.

Figure 4.13 depicts the RMSE for all models in question. The ranked performance of the

models remained the same, with the blending model still having the lowest error, followed by
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Figure 4.13: Visits to Places of Interest Across Canada – Average RMSE per hour on a small
sample of the testing data. Timestamps are in the associated local timezone.

the GGM, GLMs, and naive models. However, this time, the residual errors of the blending,

GGM, and GLMs models are much closer, indicating a greater agreement in the scale of their

predictions. Nevertheless, their predictions are not precisely the same and are similar only

when some margin is considered. This marginal difference is better captured by the earlier

mentioned SMAPE residuals depicted in figure 4.12.

Table 4.10 summarizes the average and standard deviation of both RMSE and SMAPE,

for all models, across the iterations of the sliding window. For the entirety of the test set,

and according to both metrics: the naive model performed the worst; the GGM and blending

models were close in terms of RMSE, and the GLMs were also somewhat close; the blending

model outperformed all others in terms of SMAPE, but held higher standard deviations than

its base models. Despite the mildly increased standard deviation in its SMAPE, the blending

model was reasonably stable in comparison to others, with a 95% confidence interval bound

between 32.74 and 35.12. For reference, the corresponding confidence intervals for the naive,
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Figure 4.14: Visits to Places of Interest Across Canada – SMAPE box plot. Blending model
has lower errors at stability comparable to the GGM.

Model Avg(RMSE) Std(RMSE) Avg(SMAPE) Std(SMAPE)
Naive 28.61 13.04 59.93% 14.24%
GLMs 12.84 6.12 42.06% 4.47%
GGM 12.28 6.16 38.50% 7.82%

Blending 12.18 6.18 33.93% 9.93%

Table 4.10: Visits to Places of Interest Across Canada – Model Metrics Across All Testing
Windows

GLMs, and GGM models were [58.63, 61.22], [41.66, 42.47], and [37.79, 39.21] respectively.

This stability aspect is also illustrated in Figure 4.14, where the blending model demonstrates

lower errors at stability comparable to the GGM.

4.2.4 Discussion

This section, has presented three diverse experiments. They varied greatly with respect to the

domain, the number of records, time span, geographical region, temporal resolution, spatial

resolution, and even more eminently, with respect to temporal and spatial sparsity.

The experiments explored the domains of taxi trips, crime, and visits to places of interest,

showing different emerging spatiotemporal patterns in each, while still reporting comparable

performance, demonstrating the domain-agnostic capacities of the Spatiotemporal Forecasting

Framework.

Furthermore, the three experiments demonstrated the capabilities of the Spatiotemporal
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Forecasting Framework in scaling to as many as 1.3 billion records in the Data Preprocessing

component and 33 million records in the Multistage Machine Learning Pipeline.

They also portrayed the framework’s ability to support time spans of tens of years and geo-

graphical regions as large as one of the world’s largest countries, while enabling unconstrained

flexibility in the choice of temporal (e.g., day, hour) and spatial resolutions (e.g., 79000m2,

0.32km2). To the best of our knowledge, this work is the first to allow such freedom in framing

the forecasting question at the Big Data scale.

Figure 4.15 gathers the reported SMAPE averages from tables 4.2, 4.6, 4.9 for a direct

comparison across experiments. Clearly, the naive model generally has poor performance, and

especially in the Chicago Crimes experiment, it produced the worst results, possibly because

the label had low correlation with the last measured value. It is also evident that the blending

model improved upon the performance of the GGM and GLMs across all experiments, al-

though less so in the Chicago Crimes experiment because, like the naive model, the GLMs also

faced difficulties in extracting temporal patterns from highly sparse time series. Furthermore,

considering the SMAPE residuals and the same order as the presented experiments, the blend-

ing model improved performance by about: 14%, 2%, and 12% with respect to the GGM; and

about 17%, 55%, and 20% with respect to the GLMs. Hence, the blending model successfully

boosted the overall performance of the framework by improving upon the performance of the

best base model and also added robustness to the framework by lifting performance even when

one of the base models produced less accurate forecasts. Moreover, even though the GGM out-

performed the GLMs across experiments, the reverse could have happened in different datasets,

and because the Spatiotemporal Forecasting Framework makes use of a blending model and

does not rely on a single type of learning algorithm, stability could still be expected.

With respect to the temporal sparsity, it can be seen how its rise (36.8%, 72.82%, 79.45%)

across the experiments hindered the performance of the GLMs (SMAPE: 32.11%, 33.88%,

and 42.8%) because there were fewer consistent temporal patterns from which to learn. With

respect to the spatial sparsity, lower values (0.8%, 8.29%) led to better performance for the
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Figure 4.15: Average SMAPE per model across experiments.

GGM and GLM models in the NYC Taxi Trips and Chicago Crimes experiments, but a higher

value (51.64%) led to increased errors for these in the Visits Canada experiment. Because

this sparsity is a consequence of the type of reported events, more so than the data collection

methods utilized to collect them, it is possible that by using more data, although probably not

drastically changing sparsity, could lead to improved performance. For example, an extended

time span in the training set could have improved the results from the NYC Taxi Trips and

Visits Canada experiments by improving the chance of repeating patterns appearing. There-

fore, it is advised that users of the framework acknowledge the challenges that spatial and

temporal sparsity pose to spatiotemporal forecasting tasks and inspect for these characteristics

in their gathered datasets beforehand to know what can be expected in terms of forecasting

performance.
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4.3 Summary

This chapter delved into the implementation of the Spatiotemporal Forecasting Framework.

It described how the framework was packaged and deployed to commodity hardware, how a

distributed computing foundation was leveraged to scale its internal components, and at a high

level, how each component was implemented. Finally, this chapter presented three experi-

ments that demonstrated the merits of the Spatiotemporal Forecasting Framework in diverse

forecasting scenarios.



Chapter 5

Conclusions and Future Work

This chapter closes this thesis with conclusions about the proposed research and its achieve-

ments. In addition, it points to a few areas that can be explored in future work.

5.1 Conclusions

This research has proposed a framework built on top of a distributed computing cluster to

tackle the high-volume datasets that often accompany spatiotemporal forecasting tasks. The

architectural choice of using Apache Spark as the backbone of the framework enabled it to scale

its internal components to process as many as 1.3 billion records during the Data Preprocessing

stage and 33 million records during the Multistage Machine Learning Pipeline stage.

To put the user in complete control of the forecasting question, this research designed

several components that enable unconstrained configuration of temporal and spatial resolu-

tion, time span, geographical extension, and data cleaning routines, all this by accepting user-

provided JSON and GeoJSON documents without necessary changes to the code base. Notably,

changes in temporal resolutions are supported via fast POSIX time truncations, and changes in

spatial resolutions are supported via a Hilbert curve that indexes the Earth. The authors believe

that providing such flexibility is the right path to take despite its potential impact on the system

load. As a counterbalance, this approach enables seamless scaling-out of the cluster via the

86
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addition of Apache Spark workers. The training strategies presented in the multistage machine

learning pipeline enabled the learning components to be scaled to millions of records. The

Geographically Global Model (GGM) took advantage of a distributed implementation of the

Stochastic Gradient Boosted Trees (GBT) ensemble, and of Hilbert indexing over the globe, to

train several decision trees comprising the entire observed geographical space. The Geograph-

ically Local Models (GLMs) took advantage of Local Learning to train independent ARIMA

models that otherwise could not even have fitted the data because of their memory constraints.

The blending model employed in the final stage of the machine learning pipeline, and imple-

mented as another GBT, enabled a non-linear combination of the GGM and GLMs predictions,

resulting in higher performance and stability for the framework.

Three experiments gave credibility to this research: New York City Taxi Trips, Crimes in

The City of Chicago, and Visits to Places of Interest Across Canada. They showed compara-

ble performances of the Spatiotemporal Forecasting Framework across domains while dealing

with challenges, such as high variation in the number of records, and temporal and spatial

sparsity. Furthermore, they point to the effectiveness of the proposed model in modelling spa-

tiotemporal patterns by demonstrating that it outperforms the naive baseline by at least 49.8%

in terms of Symmetric Mean Absolute Percentage Error (SMAPE).

It can be expected that spatiotemporal forecasting will gain in popularity, with GPS sensors

being on-boarded in even more categories of electronic devices in the future. This research is

a testament to that future and the positive impact that the authors believe that such predictions

could have in the cities of the future.

5.2 Future Work

This section presents areas where future work can be explored:

• Multi-step forecasts. The proposed research addresses only single-step forecasts like

the next hour or the next day, and currently does not allow the user to predict multiple
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steps in the future. Single-step predictions already enable a wide range of forecasting

questions to be answered, but in some scenarios such as influenza outbreaks, accurately

predicting more steps ahead might give health-care practitioners adequate time to put

preventive measures in place.

• Multi-resolution GLMs. The proposed GLMs account for the observed area at a single

arbitrary resolution. Adding multi-resolution GLMs could help the framework capture

temporal patterns that are more prominent at some other macro or micro scale. For

example, the three layers of cells from Figure 3.5 could be used to build three-level

GLMs. On a different note, multi-resolution GLMs could also be utilized to model dense

areas at a high resolution and sparse areas at a lower resolution. For example, city centers

could be modelled at 79000m2 and rural regions at 1.27km2, saving computational costs

and reducing the sparsity perceived by the time series models.

• Multi-time-horizon GGM. The proposed GGM accounts for all the training data with-

out having a strong capability to model the sequentiality of such records. Decoupling the

GGM into short-term, mid-term, and long-term horizon models could potentially help

the GGM to capture such patterns.

• Extreme Events. The proposed research does not specifically address extreme events

such as holidays and sports events, resulting in higher residual errors in these cases. The

introduction of an Anomaly Detection component could help the framework in automat-

ically detecting extreme events and responding accordingly.

• Integration with Geospatial Analysis Tools. The proposed research provides ways for

a user to interact and configure the framework to their needs, but the authors believe that

the Spatiotemporal Forecasting Framework would be more useful if it were integrated

with commercial tools that researchers already use for geospatial analysis. From the rich

user interface of a tool such as ArcGIS, researchers can already use machine learning al-

gorithms to aid their analysis, but such tools currently lack support for handling datasets
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at the Big Data scale. The Spatiotemporal Forecasting Framework could make use of an

integration channel available on ArcGIS1 to receive tasks and hand back the results to

the user interface, enabling the researcher to do spatiotemporal forecasting at scale from

the tool that for them is most comfortable.

1https://www.esri.com/en-us/arcgis/products/arcgis-pro/overview

https://www.esri.com/en-us/arcgis/products/arcgis-pro/overview
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