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Abstract

This thesis contributes to the development of novel methods and techniques to combat the 

simulation difficulties involved in the VLSI interconnect analysis and the finite element method 

(FEM) based Full Wave problems. Two significant contributions were made to achieve this.

1. A new closed-form passive time-domain macromodeling algorithm for distributed lossy 

multiconductor interconnects is developed. The method is based on a sixth order FEM 

approximation and offers an efficient means to discretize interconnects compared to conventional 

lumped discretization while preserving the passivity of the macromodel. It is shown that due to 

the high efficiency of sixth order approximation, the proposed macromodel requires only a few 

elements to achieve good accuracy. In addition, the FEM macromodel can include frequency­

dependent per-unit-length (p.u.1.) parameters for the interconnect lines.

2. A parametric model reduction methodology is developed for Fullwave FEM analysis of high 

frequency microwave devices. This method produces parametric reduced order models that are 

valid over a user defined range of design parameter values. Such an approach is significantly 

more CPU efficient in optimization and design space exploration problems since a new reduced 

model is not required when a parameter is modified. The method presented in this work performs 

multidimensional Krylov subspace based reduction directly on the conventional FEM system 

obtained through discretization of vector wave equation. Unlike the previous techniques, the new 

approach does not result in doubling the size of the original system to perform Krylov-based 

reduction and consequently results in a significantly smaller and more efficient reduced model.
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Chapter 1

Introduction

1.1 - Background and Motivation

The phenomenal growth in the field of high frequency technology has influenced the 

construction of different types of microwave, millimetre-wave, optical, RF and VLSI 

devices commonly used in mobile communications, radio links, optical communications, 

and various other automotive electronics systems. Rapid advances in the VLSI 

technology have significantly reduced the feature sizes of high-speed electronic circuits 

and increased the density of chips. As VLSI technology shrinks to deep sub-micron 

geometries, the propagation delay due to interconnects (wiring) begins to dominate the 

total chip delay. Interconnects have become a dominating factor in determining the 

circuit performance of high-speed VLSI systems. Also modern wireless systems involve 

electrically large electromagnetic (EM) structures (waveguides, antennas, circuits, and 
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components) that are very complex in both geometry and material composition [1]. There 

is a clear need for advanced analysis and design tools for predicting the performance and 

optimizing the parameters of such structures prior to costly prototype development. 

Moreover, wireless designers also demand that the simulation techniques be fast and run 

on relatively small computing platforms, such as standard desktop PCs [1]. Hence at 

higher frequencies both VLSI interconnects and microwave devices require extremely 

fast and accurate modeling and simulation techniques for the optimization and design 

space exploration.

1.1.1 - VLSI Interconnect Analysis

As the operating frequencies of VLSI systems increase, interconnects behave like 

transmission lines and effects such as ringing, signal delay, distortion, attenuation and 

crosstalk severely degrade the signal integrity of the system. These high frequency issues 

have made electrical interconnects a critical part in the signal integrity analysis [2]-[5]. 

Furthermore, skin effect losses in the conductors and shunt losses in the dielectrics also 

become prominent at higher frequencies and distributed models with frequency­

dependent parameters are needed. Consequently, designers must consider interconnect 

analysis at the early stages of the design cycle to ensure circuit performance and 

reliability.

There are two major difficulties in modeling distributed interconnects in a circuit 

simulation environment. The first difficulty is due to the mixed frequency/time problem, 

which is encountered while linking distributed interconnects with nonlinear circuit el­
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ements. This is because, distributed interconnects are described by partial differential 

equations that are best solved in the frequency-domain, whereas nonlinear elements are 

described only in the time-domain as nonlinear ordinary differential equations [5]. Hence, 

it is essential to model interconnects such that they can be directly included in a nonlinear 

circuit simulation environment. The second difficulty is due to the excessive CPU time 

associated with the simulation of interconnects. A significant amount of research has 

been done to address the simulation of distributed interconnects in the presence of 

nonlinear elements [1l]-[40]. Approaches based on conventional lumped segmentation of 

interconnects provide a brute force solution to the problem of mixed frequency/time 

simulation [12]. However, these methods lead to large circuit matrices, rendering the 

simulation inefficient. There are two simulation strategies for modeling high speed 

interconnect lines. One approach is based on efficient modeling of each interconnect 

networks by developing macromodels for each transmission line network and other is 

based on model order reduction (MOR) techniques that reduce a large linear interconnect 

network (containing many interconnects) into a smaller network.

In the first approach of developing macromodels for each interconnect, transmission­

line networks described by Telegrapher’s equation which are partial differential equations 

(PDEs) are translated into a set of ordinary differential equations, through some kind of 

discretization. This approach is extremely important for the analysis of electrical 

networks as it allows the circuit designers to evaluate their designs in a circuit simulation 

environment. One of the key issues in macromodeling of transmission lines is the 

preservation of passivity. Since transmission lines are passive elements, passivity is an 

essential property to satisfy because stable but not passive macromodels can produce 
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unstable networks when connected to other passive loads. This can result in spurious 

oscillations and numerical instabilities during transient analysis. In recent years, the 

development of passive macromodels has been a topic of intense research [21]-[27].

Model order reduction techniques such as asymptotic waveform evaluation (AWE) 

[13], were proposed to reduce the dimension of large linear interconnect networks. The 

goal of these techniques is to approximate the behaviour of a large linear interconnect 

network with a smaller network, while maintaining the accuracy of the response. This is 

achieved by extracting only the dominant poles of the network which can be 

accomplished by explicitly matching the moments of the original system. However, due 

to the numerical instabilities, these explicit moment matching methods cannot generate 

high order models. Due to these deficiencies, more efficient and robust MOR algorithms 

based on implicit moment matching such as the Krylov subspace methods were proposed 

[18]-[24]. These methods are robust and can preserve the passivity of the reduced 

network [20]-[21].

One of the goals of this thesis is to develop an efficient and passive macromodel for 

transmission lines where the transmission line parameters can be lossy, coupled, and 

frequency dependent.

1.1.2 - Microwave Systems Analysis

The design of microwave waveguide structures like filters, couplers, junctions and 

resonators need extremely fast numerical simulations [6]-[9]. Microwave systems are 
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also based on PDEs such as the vector wave equation or Maxwell’s equations and hence 

full wave techniques are required to accurately characterize these systems. Numerical 

methods, such as the Finite Element Method (FEM), have become indispensable tools for 

the accurate full wave analysis of microwave waveguide devices [6]-[10]. The key 

advantages of the FEM are its accuracy, versatility and its ability to handle complex 

materials (including anisotropic, lossy, non-linear etc) and geometries [6]-[8]. However it 

relies on the discretization of three dimensional space and thus results in very large 

systems of equations which are prohibitively expensive to solve. This problem is further 

exacerbated when one considers the typical design process which includes optimization 

and design space exploration and thus requires repeated simulation of the same problem 

for different parameter values.

Recently researchers from electromagnetics modelling and simulation community 

have focussed their attention to apply MOR techniques (that were originally used for 

reduction of large interconnect networks in circuit simulation area) for finite element 

analysis of three-dimensional microwave structures [41]-[53]. MOR technique has been 

proposed in the literature as an effective tool to combat the computational complexity and 

CPU cost of FEM, and various advances in this field have led to the successful 

application of numerically stable techniques such as Krylov subspace methods 

[45],[46],[48],[49],[50],[53]. However, all these methods conserve the original system 

moments only with respect to frequency. While this provides a significant CPU cost 

advantage when performing a single frequency sweep, a new reduced order model is 

required each time a parameter is modified in the studied structure. This results in a 

significant overhead and reduced efficiency when performing common design steps such 
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as optimization and design space exploration. Parameterized reduction methods have 

been proposed in the interconnect simulation area to address such concerns 

[26],[30],[31],[32],[34] however no such method existed for microwave problems.

In this thesis, a multidimensional reduction method applicable for microwave 

problems based on Full-Wave analysis is presented. The proposed approach uses a 

multidimensional Krylov subspace and thus results in a reduced system that matches the 

moments of the original system with respect to frequency as well as other design 

parameters. The resulting reduced model is therefore valid over the parameter ranges of 

interest, which eliminates the need to redo the reduction for each optimization point and 

thus results in significant CPU cost savings.

1.2 - Objectives
It is extremely important to address the increased computational complexity of VLSI, 

and microwave systems in order to fulfill the industrial demand for faster design cycle 

and shorter time to market for electronic products. The objective of this thesis is to 

develop a fast, efficient and accurate macromodeling technique for high speed VLSI 

interconnects simulation and to address the computational complexity involved in the 

simulation of FEM based microwave systems.

1.2.1 - Addressing Interconnect Simulation Difliculties

The first objective of this thesis is to address the simulation difficulties of 

interconnects by developing a general-purpose passive macromodeling algorithm for a 
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lossy multiconductor transmission lines. This technique is based on the direct 

discretization of transmission line equations using a high order finite element method 

approximation. This technique enables the circuit simulation environment to view 

interconnects as regular circuit components, regardless of what the electrical parameters 

might be. The macromodel can be used to model interconnects with frequency dependent 

per unit length (p.u.l) parameters and can be incorporated with passive model order 

reduction techniques.

1.2.2 - Addressing Microwave Simulation Difficulties

As a second objective, this thesis also serves to address the computational complexity 

involved in the FEM based microwave problems. The commonly used FEM model for a 

microwave system is derived from the approximation of the vector wave equation for 

electric field [7]. FEM discretization of the vector wave equation results in a very large 

system of matrix equations that are prohibitively time consuming to solve. MOR 

techniques have been proposed in literature to significantly reduce the CPU time required 

to simulate these large scale FEM problems. In addition to reducing the CPU expense of 

regular simulations using MOR, it is also important to predict the response of a 

microwave circuit due to the variation in the design parameters. A variation in the design 

parameter changes the overall system of equations and performing MOR process each 

time a design parameter is modified is not a feasible task. Therefore incorporating a set of 

design parameters within the reduced model can aid in addressing these issues. In this 

thesis, a methodology is proposed to form parametric reduced order models for 

microwave systems based on the FEM discretization of the vector wave equation. The 
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resulting reduced order model matches the characteristics of the original system in 

frequency as well as other design parameters.

Furthermore, the general form of the resulting matrix equation is not directly 

compatible with robust and stable MOR techniques such as the Krylov subspace methods 

[18],[49]. A number of methods [49]-[50], [51]-[52] are available in order to reformulate 

the FEM equations as a linear first order system such that their moments form a Krylov 

subspace; however, these methods have the effect of making the original system twice as 

large. Moreover they cannot handle complex frequency dependence which is introduced 

in the model due to frequency dependent material properties and frequency dependent 

boundary conditions. A new approach is developed in this thesis based on 

multidimensional Krylov subspace methods to address the Krylov incompatibility of the 

discrete FEM systems. The method presented performs multidimensional Krylov 

subspace based reduction directly on the conventional FEM system obtained through 

discretization of vector wave equation. The new approach does not result in doubling the 

size of the original system in order to perform Krylov based MOR. Furthermore, this 

approach is applicable to problems which include losses and can also handle FEM 

systems with complex frequency dependence.

1.3 - Contributions
The main contributions of this thesis are:

1. An efficient and passive macromodeling algorithm is developed for high speed 

VLSI interconnects (multiconductor transmission lines) using high order finite 
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element methods [38]. The proposed scheme is applicable to interconnects with 

lossy, coupled, and frequency dependent p.u.l. parameters. The macromodel can 

easily be linked with existing circuit simulators and can also be incorporated with 

passive model order reduction techniques available in literature [18]-[24].

2. A Parametric Model Order Reduction (PMR) Methodology for Finite Element 

Based Full-Wave Analysis is presented to significantly reduce the computational 

cost involved in the simulation of modern microwave systems [53]. The 

developed PMR technique is based on multidimensional Krylov subspace 

methods and generates parametric reduced order models which are functions of 

frequency as well as a function of design parameter of interest. The significant 

advantage of the PMR technique is that there is no need to redo the MOR process 

each time a design parameter is modified in the studied problem. This leads to 

significant CPU savings for applications such as optimization and design space 

exploration.

1.4 - Organization of Thesis
The organization of thesis is as follows. Chapter 2 begins by reviewing the effects of 

interconnects in modern high-speed VLSI devices. The difficulties in high speed 

interconnect simulation and the contributions made in macromodeling techniques in order 

to address these simulation difficulties are reviewed. Following this, the FEM based full 

wave analysis of microwave systems and the computational complexities involved in 

their analysis are studied. Chapter 2 ends with a discussion on MOR techniques for
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addressing the computational difficulties in the analysis of large scale linear systems and 

the challenges involved in applying these MOR techniques to full wave FEM analysis of 

microwave problems are also investigated. In Chapter 3, a new general class of passive 

macromodeling algorithm for lossy multiconductor transmission lines is described. The 

algorithm is based on the sixth-order finite element method approximation. The 

development of the algorithm and proof for the passivity of the macromodeling algorithm 

is described. Several numerical examples to demonstrate the validity and efficiency of the 

developed macromodel are illustrated. Chapter 4 presents a parameterized model order 

reduction methodology for full-wave FEM analysis of microwave systems. The FEM 

formulation of the microwave system is reviewed and the development of the parametric 

reduced model is described in detail. Finally, numerical examples are presented to 

demonstrate the efficiency of the parameterized reduced order models obtained using the 

proposed technique. Chapter 5 presents a summary and a list of future work.



Chapter 2

Background and Literature Review

2.1 - Introduction
The increasing demand for higher operating speeds and the rapid advancements in the 

design technology have made the analysis of high frequency circuits and systems such as 

the VLSI and microwave devices extremely important. The increasing trend of VLSI 

technology towards miniature designs has made interconnects a dominating factor in 

determining the circuit performance [2]-[5]. If the interconnects are sufficiently long or 

the signal rise/fall times are comparable to the time of flight across the line, the 

interconnect delay will dominate gate delay, and the transmission line effects will have a 

severe impact on circuit performance. At low frequencies, interconnects behave as short­

circuits. However, as frequency increases, interconnects gradually display resistive, 

capacitive and inductive effects. These effects can severely degrade the signal integrity of 

circuits and systems. Depending on the operating frequency and physical structure of 

interconnects different transmission line models are required. Each model offers different 

challenges to circuit simulators.
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At very high frequencies of operation, the quasi-static models are no longer valid and 

full wave models are required to accurately characterize the high frequency effects. 

Electromagnetic systems such as the microwave waveguide devices and other such 

structures require full wave methods which directly solve the Maxwell’s equation to 

predict the electromagnetic behaviour of systems. Full wave analysis of microwave 

problems require the computation of frequency responses over broad band of frequencies 

rather than at one or few isolated frequencies [7]. Such calculations can be extremely 

time consuming when a traditional frequency domain numerical method (such as the 

FEM) is used because a large set of algebraic equations must be solved repeatedly at 

many frequencies. This problem is further compounded when one considers the 

optimization process of microwave problems which involve a process of repeated 

simulations alternating with the adjustment of design parameters to reach a design goal. 

Therefore, there is a need to reduce this computational burden involved in the full wave 

analysis of FEM based microwave problems.

The chapter is organized as follows. The high-speed interconnect simulation is 

discussed in section 2.2 which reviews the high frequency effects, interconnect 

simulation difficulties and the various simulation techniques based on macromodeling 

methods. Section 2.3 describes the finite element based full wave analysis of microwave 

problems. Simulation techniques based on Model Order Reduction (MOR) algorithms are 

briefly described in section 2.4. Section 2.4 also considers the challenges faced by 

researches in application of traditional MOR methods for finite element based full wave 

problems.
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2.2 - High Speed Interconnect Simulation

2.2.1 - High Frequency Effects in Interconnects

The driving force behind the impressive advancement of the VLSI circuit technology 

has been the rapid scaling of the feature size, i.e., the minimum dimension of the 

transistor. It decreased from 2 μm in 1985 to 0.35 μm in 1996. According to the 

International Technology Roadmap for Semiconductors (ITRS) [54], it will further

decrease at the rate of 0.7 x per generation (consistent with Moore’s Law) to reach 0.07 

μm by 2010. Such rapid scaling has two profound impacts. First, it enables much higher 

degree of on-chip integration. The number of transistors per chip will increase by more 

than 2x per generation to reach 800 millions in the 0.07 μm technology. Second, it 

implies that the circuit performance will be increasingly determined by the interconnect 

performance. The interconnect design will play the most critical role in achieving the 

projected clock frequencies in the 1TRS [54].
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Figure 2.1: Roadmap- Interconnect complexity grows as devices shrink
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Figure 2.1 shows the interconnect complexity grows as the device sizes shrink and Figure

2.2 shows that interconnect delay dominates gate delay as technology shrinks to deep­

submicron geometries.
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Figure 2.2: Delay versus Technology

Interconnects are present at different levels of technology such as digital chips, 

electrical packages, multi-chip modules, printed-circuit-boards and backplanes (Figure 

2.3). As frequency increases, interconnects behave like transmission lines and effects 

such as ringing, signal delay, distortion, attenuation and crosstalk can severely degrade 

system performance (Figure 2.4) [5].

Consequently, designers must consider interconnect analysis at the early stages of the 

design cycle to ensure circuit performance and reliability.
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2.2.2 - Interconnect Simulation Difficulties

To simulate interconnects with circuit elements, electrical models are required. The 

selection of the model depends on the physical interconnect structure as well as the 

operating frequency of the circuit. These two factors determine whether the modeling of 

interconnects is based on quasi-transverse electromagnetic (quasi-TEM) or full wave 
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assumptions. Interconnects with imperfect conductors and inhomogeneous dielectrics 

create an electromagnetic field structure that is not pure transverse electromagnetic 

(TEM) mode. The mode of propagation of such lines is referred to as quasi-TEM. Quasi- 

TEM assumptions remain the dominant trend for analyzing lossy multiconductor 

transmission lines (MTLs), since the approximation is valid for most practical 

interconnect structures and is CPU efficient compared to full wave approaches [4]. The 

voltages and currents for the quasi-TEM distributed models are described by PDEs 

known as Telegrapher's equations which can be expressed as

∂ ∂
—v(x,t) = -Ri(x,t) -L—i(x,t) (2.1a)
∂x ∂t

∂ ∂—i(x,t) = -Gv(x,t) - C—v(x,t) (2.1b)
∂x ∂t 

where R, L ,G and CeRM are the p.u.l. parameters of the transmission line, and are 

non-negative definite symmetric matrices [4]. v(x,t) and i(x,t) represent the voltage and 

current vector, respectively, for p+1 conductor lines (φ signal conductors with one 

reference line) as a function of position x and time t. The solution of (2.1) can be 

expressed in the Laplace domain as

V(d,s)_,#(0,s) 
— e ‘I(d,s)_ I(0,s) , Z,= (D+sE)d (2.2a)

Γo -R] 
D= ,

-G 0
E = (2.2b)

-C 0

where V(d,s), I(d,s) are the terminal voltage and current vectors of the transmission line; 

V(0,s), I(O,s) are the near end voltage and current vectors of the transmission line and d 

is the length of the transmission line. Equation (2.2) cannot be expressed in time domain 
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as ordinary differential equations, which makes it difficult to include with nonlinear 

circuit simulators.

The general form of the circuit equations for a multi-port nonlinear network 

consisting of lumped and distributed elements in Laplace domain can be expressed as

G4x (t) +C, +D,i,(t) +f,(x,(t)) = b„(t) (2.3a)
\ at A=I J

l,(s) =Y,(s)V,(s) (2.3b) 

where

x (t) e R" is the vector of node voltages appended by independent voltage source 

currents, linear inductor currents, and port currents.

G4,C, ∈ R"™" are the constant matrices describing the lumped memoryless and memory 

elements of the network, respectively.

D0 = d] € {0,1}] with a maximum of one nonzero in each row or column, is a selector 

matrix that maps the vector of currents entering the interconnect subnetwork k, into the 

node space R" of the network where i e {1,...,0), j ∈ {1,...,2m, }, and mk is the number of 

coupled conductors in the linear subnetwork k

f2(x (t)) is a vector containing nonlinear functions of the nonlinear circuit elements of 

the network.

b2(t) ∈ R" is a vector containing terms of independent voltages and current sources.

Y2(s) is the admittance parameters for the interconnect subnetwork k, which can be 

obtained by converting e2i in (2.2) into Y-parameters, I,V are the Laplace terminal 
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current and voltage waveforms of the interconnect k and Nt is the number of 

interconnects.

There are two major difficulties involved in modeling distributed networks in a circuit 

simulation environment. The first difficulty is due to the mixed frequency/time problem, 

which is encountered while linking distributed transmission lines with nonlinear circuit 

elements. This is due to the fact that, distributed transmission lines are described by PDEs 

that are best solved in the frequency domain, whereas nonlinear elements are described 

only in time domain as nonlinear ordinary differential equations. In order to address this 

difficulty, numerical methods are required to convert the transmission line equations into 

ordinary differential equations, so that (2.3) can be expressed as

dx (f)G2x,(t)+C, —+f,(x,(t)) = bπ(t) (2.4) 

where the distributed elements are now explicitly combined in the MNA matrices of the 

overall network. The second difficulty is due to the excessive CPU time involved in the 

simulation of transmission lines. In time domain simulations it is required to solve non­

linear difference equations at every time point using Newton iterations. Since discretizing 

interconnects often leads to very large Gx and Cπ matrices, this results in increased CPU 

cost for the simulation of transmission lines.

The objectives of interconnect simulation algorithms are to address the mixed 

frequency/time problem as well as to reduce the CPU time in simulations. The next 

section reviews some of the interconnect simulation techniques based on transmission 

line macromodels.
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2.2.3 - Interconnect Simulation based on Transmission Line 

Macromodels

To simulate interconnects with nonlinear elements, macromodels are required to 

convert Telegrapher’s equations into ordinary differential equations. The efficiency of 

macromodels is determined by its ability to address the mixed frequency/time problem as 

well as to handle large linear circuits without too much of CPU expense. Another way to 

classify transmission line macromodels is based on the passivity of the macromodel. 

Since transmission lines are passive elements, passivity is an important property to be 

satisfied since only passive macromodels can guarantee the stability of the overall 

network when terminated to other passive loads. This section reviews some of the 

interconnect simulation algorithms based on transmission line macromodels.

2.2.3.1 - Conventional Lumped Segmentation

The lumped segmentation approach approximates the Telegrapher’s equation by 

applying the Euler’s method which results in

∂
vj=1(t)-v)(t)=-AxRi(t)-AxL>i(t) (2.5a) 

a
(t) -(t) =-AxGv.(t) - AxC > v.((t) (2.5b)

where d =[1,..., m], Ax =d/m and m is the number of sections and d is the length of the 

interconnect. The circuit equivalent for this method consists of resistors, inductors and 

capacitors as shown in Figure 2.5.
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Figure 2.5: Lumped transmission line model

The conventional lumped method provides a direct method to discretized 

interconnects, however, the approximation is only valid if Δx is chosen to be a small 

fraction of the wavelength (i.e. λ =v∕f, where A is the wavelength, v is the velocity, 

and/is the frequency of interest). If the frequency of interest is high or if the interconnect 

is electrically long many lumped elements are required. This leads to large circuit sizes 

and the simulation becomes CPU inefficient. In order to overcome this difficulty, more 

sophisticated algorithms were proposed some of which are reviewed below.

2.2.3.2 - Method of Characteristics

The method of characteristics (MoC) [57] is able to represent lossless interconnects as 

ODEs containing time delays. The frequency domain solution of (2.1) for a two- 

conductor transmission line is

1
7a-2 20 1 e )

1 +e-2x -2e-MTm
-2e-* 1+e-2* V, (2.6a)
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y = {((R+ sL)(G+ sC) (2.6b)

Z0 = J^+ sLl (2.6e) 
0 1 (G + sC) 

where y is the propagation constant and Z0 is the characteristic impedance. (2.6) can be 

further expressed as

V, =ZI, +e-*[2v,-e=*(Z I, +V)] (2.7a)

V, =Z6I, +e-|2, -e-*(z,I,+v) (2.7b)

Let us denote W1 and W2 as

W, =e-*|2v,-e-*(2,I +V)] (2.8a)

w, =e-*[2v,-e-*(z,1,+v,)] (2.8b)

After substituting (2.8) in (2.7),

V, = 2,I +W (2.9a)

V, =Z4I,+W, (2.9b)

Further substitution of (2.9) into (2.8) yields,

w, =e *[27, -w.] (2.10a)

W,=e * [2V,-W,] (2.10b)

For a lossless transmission line, y is purely imaginary and Z0 is a real constant given by 

γ =s4lC z. =1 (2.11)

Equation (2.10) can be represented in time-domain by taking the Laplace inverse.

w,(t + r) = 2v2(t) - w, (t) (2.12a)

w2(t+ r) = 2v (t)-w (t) (2.12b)
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The circuit equivalent of (2.9) and (2.12) is shown in Figure 2.6.

W7 W2

l2

Figure 2.6: Circuit Equivalent of Method of Characteristics based transmission-line 
model

When the transmission line is lossy, y is not purely imaginary and Z0 is not a real 

constant and therefore a direct time domain representation is not possible. To overcome 

this situation, algorithms based on the generalized MoC use rational curve fitting to 

express Z0, W1, and W1 in the time domain. For the case of multiconductor lines, the 

method of characteristics is applied through decoupling of transmission line equations 

[4]. The MoC macromodel can be shown to be passive for the case of lossless 

transmission lines; however, there is no guarantee of passivity for lossy transmission 

lines due to numerical curve fitting required to realize the macromodel [57]-[58].

2.2.3.3 - Exponential Padé-based Matrix-Rational Approximation

This algorithm converts the partial differential equations into time domain 

macromodels based on rational approximations of exponential matrices [25],[27]. The 

coefficients describing the discrete time-domain macromodel are computed using closed- 

form matrix rational approximation of exponential matrices and can be computed a priori. 
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This enables the development of transmission line macromodel analytically, in terms of 

predetermined (stored) constants and the given p.u.l. parameters. A brief description of 

the development of this macromodel is reviewed.

The exponential matrix e2 in (2.2) can be expressed with a matrix rational 

approximation as

P, (Z)e" = Q, (Z) (2.13)

where Pm(Z),Q (Z) are polynomial matrices:

N N

0,(Z) = SqZ' PV(Z) = ZpZ' (2.14)
/ = 0 i= 0 

After some mathematical manipulations, (2.13) can be translated into a macromodel 

represented by a set of ordinary differential equations, in a closed form in terms of the qi 

and pi coefficients and the p.u.l. parameters.

It can be proved that the matrix-rational approximation preserves the passivity of the 

reduced model [27] and can achieve better accuracy when compared to the conventional 

lumped segmentation model.

2.2.3.4 - Compact Finite-Differences Based Approximation

Compact Finite Differences can be used to convert Telegrapher’s equation into 

ordinary differential equations [24]. Consider a two-conductor transmission line. The 

variations in space for the voltage v(x,t) and current i(x,t) expressed as

P

V(x,s) = Z7, (s) Am(x) (2.15a) 
m=l
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O

I(x,s) = ZI„(s)B,(x)
n=l

(2.15b)

where A„(x) and Bn(x) are the known expansion fonctions and I„(s) and V„(s) are the

unknown variables. It is to be assumed that the line is divided into M equal segments of 

length Ax. The unknown voltage V(x,s) can be expressed in terms of node values at 

x = kAx ; where k=0,l,..,M. The spatial derivatives of Telegrapher’s equation are 

approximated using the following central difference operator as

0f(x) ∂f(x) ∂f(x) f2-f-2
a - +0, 1 +a = A — (2∙16)Ox k+I Ox k Bx H Ax

C1Zk+3/2-k+3/2 M2Zk+1/27k+1/2 M12k-U/27k-1/2

Ax

Where f(x) represents either V(x) or I(x), and k is the index node. The coefficients α, and 

a, are selected to obtain the desired truncation error criteria. The fourth order 

approximation is achieved as α1 = 1/24 and a2 = 11/12. Using (2.16) to discretize (2.1), 

results in

(2.17a)

k = 0,1,...M-2

(2.17b)

k = 0,1,...M-1 

where Zk = RkAx + sLkAx and Yk = GkΛx + sCkAx . Using compact difference operators

(2.17) can be expressed as ordinary differential equations.
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Compact difference based on fourth order approximations achieve better accuracy 

with fewer variables when compared to the direct lumped segmentation approaches. Also 

the algorithm guarantees passivity of the macromodel by construction.

2.2.3.5 - Chebyshev Polynomials

A brief description of the macromodels obtained using Chebyshev polynomials is 

given here, a more detailed explanation is given in [11],[19]. For example, consider a two 

conductor transmission line. The variations in space for the voltage v(x,t) and i(x,t) 

current can be expressed in terms of Chebyshev polynomials as

N N

v(x,t) = Za„(t)T(x) i(x,t) = Zb„(t)T,(x) (2.18) 
n= 0 n=0 

where T„(x) is the nth degree chebyshev polynomial. a„(t) and b„(t) are the unknown 

variables. The derivatives of the voltage and current with respect to x is given by

0 N 0 N.

—v(x,t) = Zâ„(t)T„(x) —i(x,t) = Zb,(t)T„(x) (2.19) 
OX A=0 EX R=0

The relationship between a„(t) and â„(t) ; b„(t) and b„(t) are [11]

a,()=*(a(-a() b.0=6.(-6.0) (2.20)

Using (2.18)-(2.20), and the orthogonal properties of the Chebyshev polynomials the 

Telegrapher’s equations can be converted to ODEs.

The important feature of this algorithm is that the macromodel can be easily 

generated and extended for nonuniform transmission lines. This can be accomplished by 

expanding the line parameters in terms of chebyshev functions with respect to position x. 
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Chebyshev approximations are based on the order N in (2.18) and hence for higher orders 

it can achieve better accuracy when compared to the conventional lumped segmentation 

model and the compact difference macromodel which is based on the fourth order 

difference approximation. However, the algorithm does not guarantee the passivity of the 

resulting macromodel.

2.3 - Full Wave Simulation of Microwave Systems
High frequency microwave devices such as antennas, waveguides, filters, couplers 

and junctions are extremely complicated in geometrical structure and material properties. 

These devices are governed by PDEs such as the Maxwell’s equations. The mathematical 

difficulties inherent in Maxwell’s equation, the various cross-section geometries of 

conventional microwave devices, and the use of anisotropic, nonlinear, and lossy 

materials, considerably complicate the analysis of these devices. As operating frequencies 

increase, full wave methods which are based on the Maxwell’s equation are essential in 

order to accurately predict high frequency electromagnetic behaviour of microwave 

devices. The FEM technique has now been a very popular approach for full wave 

electromagnetic modeling of high frequency microwave devices due to its accuracy, 

versatility and flexibility. However, the resulting system of equations after the FEM 

discretization is typically very large and cumbersome to solve. The computations of 

frequency responses of electromagnetic systems over a broad band require solving the 

large set of FEM systems repeatedly at many frequency points. Moreover, optimization 

process requires repeated simulation of the same problem for different design parameter 
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values. This can be computationally expensive. A brief review of the FEM formulation 

for the microwave systems is presented in the following section.

2.3.1 - FEM formulation of Microwave Systems

The FEM formulation begins with the discretization of the electric field vector wave 

equation

vx([u,H VxE)-k2[e,] E=0 (2.21) 

where kZ = ω2εoμo; ε0 and μo are the permittivity and permeability for the free space; 

ω is the angular frequency; [u,] and [€,] are the relative permeability and permittivity 

tensors, respectively and E is the electric field vector. For waveguide problems, on the 

conducting surfaces, the electric field satisfies the Dirichlet boundary condition as

Ax E = 0 (2.22)

The boundary condition for the port i is given by [7]

AxVx E + jB Ax(ExAi) = -2jB E™ at T, (2.23) 

where β is the propagation constant of the dominant mode, F, denotes the cross section of 

port i and Einc is the incident field. The propagation constant is given by 

β = (ω1ε0μ0 -k2)y2. For rectangular waveguides, k2 =((m#/a)2 -(n7/b)2); where 

a, b are the width and height of the waveguide; m, n represents the mode numbers of the 

transverse electric or magnetic waves propagating through a waveguide. For waveguides 

of non-rectangular cross section k2 can be obtained numerically.
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The functional for the boundary value problem defined above in accordance with the 

general variational principle [7] is given by

]E] dv
(2.24)

F(E)=Lfff (Vx E) [u,] (Vx E)-k2E.s

(AX E) (AX E)-2jpE E dSP 

+X
Lz JJ

where p is the total number of ports. The FEM discretization of (2.24) when there is a 

finite conductivity using vector basis functions yields a matrix equation which can be 

expressed as

(4 +A,s+ 4,s2 + Aijβ(s))es = jβ(s)b (2.25) 

where s=jw is the Laplace frequency variable; the propagation constant is expressed as 

β(s) to emphasize that it is a function of frequency; the elements of the matrices A0,

A , A4, A,, and b are given by

A0g = IIS, LVx N, Vx N, av (2.26)

A... = [[[ o N, N, dV 1/ JJJv • J (2.27)

€ Ni-NidV (2.28)

A3, = [ s s dS 3.9 JJs ' J (2.29)

b, =-2ff, s, (Em xA) dS (2.30)

where S, denote the vector basis functions. Also S, = Ax N,, where Ni are the vector 

basis functions that have a unit tangential component at edge i; A ERXN, A|ERKW, 

A, ∈ RVxN and A, ∈RVxV are the sparse matrices obtained through the finite element 
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formulation; e,e RM is the vector of unknown variables in the approximation of E; 

beRM is the known vector determined from the incident field and N is the total number 

of variables in the FEM formulation.

When there is no finite conductivity, equation (2.25) can be further simplified as

(4, + A,k + A4k2)e, = kb (2.31) 

where et ERN is the vector of unknown variables in the approximation of E and k=jβ(s).

The matrices A0,A, and A, are derived using the system matrices in (2.25) as

7, = A,-(k;le,H,)A, (2.32)

A, = A, (2.33)

72=(l/s,u,)4 (2.34)

The calculation of S-parameters over a broad spectrum requires the solution of (2.25) 

or (2.31) at many frequency points. Such calculations can be very time consuming since 

the solution of (2.25) or (2.31) at a given frequency point requires inverting a matrix that 

is typically formed by tens or even hundred of thousands of finite element equations. 

Krylov subspace based MOR techniques provide a mechanism to generate reduced order 

models from the detailed FEM description. However, a new reduced order model is 

required each time a parameter is modified in the studied structure resulting in significant 

overhead when performing common design steps such optimization and design space 

exploration. Furthermore, the general form of the discretization of vector wave equation 

is incompatible with Krylov subspace based MOR methods. Equation (2.25) and (2.31) 

exhibit both linear and quadratic dependence with respect to s and k respectively; 
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whereas Krylov subspace methods require linear dependency of s and k respectively in 

the discrete model. In addition, the presence of the frequency dependent propagation 

constant β(s) in (2.25) further hinders the application of the Krylov MOR techniques to 

these problems.

The following section discusses the MOR techniques as originally proposed for 

reduction of large interconnect networks in the circuit area and the difficulties involved in 

applying the traditional MOR methods to full wave FEM problems are also described.

2.4 - Simulation Techniques based on Model Order 

Reduction (MOR)

A large linear system usually has a many number of poles, however only a small 

percentage of these poles are dominant. By capturing only the dominant poles, MOR 

techniques are able to convert a large system into a much smaller system while still 

maintaining the accuracy of the original solution. This significantly reduces the CPU 

expense of the simulations without compromising accuracy.

The general form of the circuit equations comprising of distributed transmission lines 

as in (2.4) consists of matrices Gπ and Cx which are very large. Also, the matrix form 

resulting from the full wave FEM formulation as in (2.25) and (2.31) consists of 

matrices 40, A1, A4 and A, which are very large too. In general, both distributed 

transmission lines and full wave FEM problems leads to very large systems of equations 

that are required to be solved repeatedly many times at different parameter values.
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In order to address these computational complexities, MOR methods were originally 

proposed to reduce large interconnect networks in circuit simulation [13],[15],[16][18], 

[20]-[24], [30]-[32]. The encouraging results of these methods in the circuit simulation 

area have prompted interest in their application to FEM based full wave problems [41]­

[53].

MOR techniques are broadly classified as

1. Approaches based on explicit moment matching based on direct Padé 

approximants [13],[15],[16]and

2. Implicit moment matching based on projecting large matrices on its dominant 

eigenspace [18],[20]-[24],[32].

The following two subsections reviews the mathematical implementation of these two 

types of MOR approaches.

2.4.1 - Explicit Moment Matching Based MOR

Explicit moment matching techniques [5] use direct Padé approximants to capture the 

frequency impulse response of networks. Consider a single-input single-output linear 

system and let H(s) be the transfer function. H(s) can be expressed using Taylor series 

expansion as

H(s) ≈ mo + m}s + m2s2 + ... (2.35) 
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where mt is referred to as the ith moment of H(s). In order to form a reduced order model, 

the series expansion of (2.35) is converted to a rational function using a Padé 

approximation as

a+ a,s ++ a,sL_
H(s) ≈ ma+ mls + m2s +...+ my+L=1s ' «-—- --------- -—v (2.36) 

1+b s+...+bys"

The coefficients a and b, are obtained by cross-multiplying the denominator of (2.36) 

and matching equal powers of s, as

d - ^o

a = w1 + blmo
... (2.38)

min( L,N)
β∆ = mL + Zbm -

i=1

ML-M+1 ML-M+2 m .L-M+3 m, ML+1
ML-M-2 ML-M1-3 m .LL-M+4 tmL+∖ N-1 mL+2

ML-M-3 ML-M +4 L-M+5 • ML+2 b., N-2
= mL+3 (2.37)

_mL m2 mL+2• •mN+L-I_ b, LlJ LL+N J

To generate a reduced order model, the moments of the network need to be computed.

Consider the system in (2.4) for the case of a linear network expressed in Laplace domain 

as

(G, +sC,)X,(s) =b, (2.39)

After multiplying by Gx1,

(I, -sA,)X,(s) = R, (2.40)

where Iπ is the identity matrix and

A, = -G,1C R = G B (2.41)
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Replacing the Xx(s) with a Taylor series expansion, yields

(I, - sA, M, + M s + M ,s7 +...) = R, (2.42)

Now, equating the coefficients of similar powers of s on both sides of (2.42), gives

M , = R, (2.43a)

M, = -A,M 1 ;i>0 (2.43b)

Equation (2.43) gives a closed form relationship for the computation of moments M1. 

Finally, for a specific output node of interest, the moments are converted to a rational 

function as described by (2.36)-(2.38). As shown from (2.41)-(2.43), only one matrix 

inversion is required to compute the moment. This significantly reduces the simulation 

time of linear circuits which require many matrix inversions at each frequency or time 

point.

Explicit moment matching techniques such as these based on single Padé expansion is 

referred to as asymptotic waveform evaluation (AWE) [13],[42],[43]. However, in 

general if the rational approximation contains more then eight poles, a single Padé 

expansion can produce an inaccurate result since (2.37) becomes ill-conditioned as the 

order of the Padé approximation increases. In addition, Padé approximants may produce 

unstable poles and provide no estimates for error bounds. Another difficulty with explicit 

moment matching techniques is that there is no guarantee that the reduced order model is 

passive.
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2.4.2 - Implicit Moment Matching Based MOR

Implicit moment matching techniques use Krylov subspace approaches to project 

large matrices on its dominant eigenspace [18]. Krylov subspace methods require linear 

frequency dependence in the system and its application has found great success for 

reducing large linear networks in circuit simulation research area [20]-[24]. In order to 

explain the concept of implicit moment matching techniques, consider a linear system in 

(2.40). Krylov subspace techniques aim to approximate A, with a reduced matrix that 

preserves the leading eigenvalues (those with the largest magnitude). This is performed 

by calculating the moments of the system to create the following matrix K.

K =|M, M, M, .M,,J (2.44)

Using (2.43),

K = R, R,A, R,A; R, A; ........*,4] KeW5* (2.45) 

where ^ is the size of the original network, k is the number of columns in K defined as 

k =qN, and Np denotes the number of ports. The matrix K formed by the moments is 

an ill-conditioned matrix and therefore the first step in Krylov MOR is to construct a well 

conditioned orthonormal matrix Q such that

colspan(Q) = colspan(K) (2.46a)

QτQ=Ik (2.46b)

The orthonormal matrix Q is generated by making use of a numerically well conditioned 

algorithm say the Arnoldi technique [76] which exploits the nice relationship between 
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successive moments in (2.45). The orthonormal bases Q of the generated Krylov 

subspace contains the eigen vectors corresponding to the leading eigenvalues of the A„ 

matrix. The next step is to use the matrix Q to perform congruence transformation and 

generate the reduced system. This is done by pre-multiplying Q' on both sides of (2.39) 

and performing a change of variables in (2.39) as

X, = Qz, (2.47) 

where Zk is the reduced order system variable. This results in the following reduced 

system given by

(G, +s<,)z,(s) =6, (2.48) 

where the reduced matrices are given by

G, = Q'G,e C, = Q'C,e bk= Qτbπ (2.49) 

Here QeR*, X,eX,Z,eNtl,G,eN,C,e***,b,eR and the 

dimensions of the reduced matrix are G, ∈ Rkk,C, ∈ R*kk,B, ∈ R*d where 7 is the 

original number of unknowns and k is the reduced number of unknowns. It is to be noted 

that k << π . The response of the reduced system is obtained by (2.48) and is transformed 

to the original system using (2.47).

The traditional way of constructing the orthonormal matrix is using the Modified 

Gram Schmidt algorithm. This technique explicitly calculates the moment vectors and 

can lead to numerically inaccurate results due to the fact that higher order moments tend 

to be parallel. To obtain numerically accurate results, the Arnoldi process [76] is used 

which takes advantage of the recursive relationship between the moments and enables the 
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computation of the moments in an implicit fashion. The basic steps involved in the 

Arnoldi process for multi-port systems which requires a complex frequency expansion 

point is shown in Figure 2.7.

(Block Arnoldi Algorithm)

arnoldi ( input G, C, B,s0; output Q)
{

M = (G+s C)
R = MB 
Z0 = R
20,98]= qr(Real(z0) Imag(z0)) 

For j — 1 to k
Zj = - MCq jl

For i < 0 to j -1 
h<q,zj 

Zj^-Zj-qih 
End 

Q,,9 = qr(Real(z,) Imag(z,)) 
End 

2=[2 222 2.] 
Return ( Q )

Figure 2.7: Block Arnoldi Algorithm for expansion about a complex frequency point 
5 = 50

Here qr refers to the modified Gram-Schmidt orthonormalization procedure. This is used 

to orthonormalize the real and imaginary parts of the complex vector zj. In each iteration, 

je[1, k], the algorithm generates p columns of the matrix z, where p is the number of 

ports. The point of expansion is a complex frequency and therefore each p'h column in 

itself is a block with real and imaginary parts of the complex vector. The inner for loop in 

the algorithm is a block orthogonalization procedure that orthogonalizes the new matrix 



37

block generated at every ilh iteration with respect to all the previous block 

matrices zo, Z1,Z2, ,Z) The net result of the algorithm is that it generates the 

orthonormal matrix Q which can be used to obtain the reduced system by means of 

congruence transformation.

The application of the Krylov subspace methods has been very successful for the 

reduction of large interconnect networks. However there are certain challenges when one 

considers applying these methods to FEM based full wave problems.

2.4.3 - Challenges in Traditional MOR Application to Full 

Wave FEM

While implicit moment matching techniques such as the Krylov subspace methods 

produce an efficient and accurate reduced model, these techniques suffer from a major 

drawback when applied to optimization and design space problems of full wave FEM 

analysis. This is due to the fact that the reduced order models obtained using the current 

techniques would no longer be valid when a design parameter is modified. Hence using 

traditional MOR techniques, a new reduced order model is required each time a 

parameter is modified in the studied structure which means that MOR process has to be 

repeated each time a parameter is varied. This is a computationally intensive task when 

performing optimization problems.

Another major challenge with applying Krylov subspace based reduction to FEM 

based microwave applications, is that the matrix equations resulting from the 
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conventional FEM discretization of the vector wave equation exhibits linear, quadratic 

and complex frequency dependence (due to frequency dependent material properties and 

frequency dependent boundary conditions); however, Krylov-based MOR requires only a 

linear frequency dependence in the matrix form of the discrete electromagnetic problem 

[49]. This limits the direct application of Krylov subspace MOR methods to these 

problems. One way to make the full wave FEM problems Krylov compatible is to use 

techniques [51]-[53] that convert the conventional FEM equations into a linear first order 

system by including extra unknown variables in the system. However, these methods 

have the effect of doubling the size of the original system. Furthermore, they do not have 

the flexibility to handle complex frequency dependence which is introduced due to 

frequency dependent material properties and frequency dependent boundary conditions.

Another alternative FEM formulation for electromagnetic problems is based on the 

discretization of Maxwell’s equations. Its matrix form exhibits a linear dependence in 

frequency and hence this approach is directly compatible with Krylov subspace methods 

[46],[48],[49]. However, approaches based on the discretization of Maxwell’s equations 

include both the electric and magnetic field components in the electromagnetic system. 

This also has the impact of almost doubling the size of the system which is to be reduced.
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Chapter 3

Development of a Passive Macromodeling 
Algorithm for Lossy Multiconductor 
Interconnects

3.1 - Introduction
In this chapter a new general-purpose passive macromodel based on the direct 

discretization of transmission line equations is described using a high order FEM 

approximation. A significant amount of research has been done in literature to address the 

simulation of transmission lines in the presence of nonlinear element by developing 

transmission line macromodels [21]-[27]. Among these methods, macromodels based on 

the direct discretization of transmission line equations such as the pseudospectral 

methods (chebyshev polynomials) [19], and compact finite differences [24] have been 

proposed. The key advantage of these methods is the simplicity of the construction of 
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their SPICE models. This simplicity can also deal with the passivity of the macromodel 

in a straightforward manner by ensuring the equivalent circuit representations of the p.u.l. 

impedance matrix R(s)+sL(s) and admittance matrix G(s)+sC(s) are passive. Methods 

based on the Chebyshev polynomials provide higher order accuracy but do not guarantee 

the passivity of the macromodel. Methods based on the compact difference 

approximation provide fourth-order accuracy, however, extending these methods to 

higher orders while preserving the passivity of macromodel is a challenging task. The 

formulation of the proposed macromodel is based on a sixth order FEM approximation 

and ensures the passivity of the macromodel. In addition, the method can be generalized 

to higher orders finite element approximations. The proposed model is suitable for 

inclusion in general-purpose circuit simulators and overcomes the mixed frequency/time 

simulation difficulties encountered during the transient analysis. The key features of the 

algorithm are: the macromodel can be formulated analytically in terms of predetermined 

coefficients and the p.u.l. parameters; the passivity of the macromodel can be guaranteed 

by construction; the macromodel can be used to model interconnects with frequency 

dependent p.u.l. parameters and can be incorporated with passive model order reduction 

techniques.

The organisation of the chapter is as follows. A review of the transmission line 

equations and the development of the proposed macromodel are described in section 3.2. 

Section 3.3 specifies the necessary conditions to ensure passivity for the proposed 

macromodel. Section 3.4 describes the behaviour of the frequency dependent p.u.l. 

parameters and provides a scheme to model frequency dependent parameters in the 

proposed macromodel. The time domain macromodel implementation using circuit 
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realizations is described in section 3.5. Numerical examples showing the validity of the 

proposed sixth order FEM based macromodel are provided in section 3.6.

3.2 - Development of the Proposed Macromodel
Transmission lines are governed by Telegrapher’s equations which can be expressed 

in the Laplace domain as

BV(x,s)/@x = -(R +sL)I(x,s) ∂I(x, s) / ∂x = -(G + sC)V(x, s) (3.1) 

where s is the Laplace transform variable; x is the position variable; R, L,G and CeR* 

are the p.u.l. parameters of the transmission line, and are nonnegative definite symmetric 

matrices [4]. V(x,s) and I(x,s) € R* represent the voltage and current vector, respectively, 

for 0+1 conductor lines (^ signal conductors with one reference line).

Among classical numerical techniques, FEM is widely used to numerically solve 

transmission lines which are based on partial differential equations [4]. However in [4], 

transmission lines models are based on low order finite element approximations. This 

section describes how a high order FEM can be used to derive an efficient and passive 

macromodel for transmission lines. FEM divides the line into a finite number of elements 

and the transmission line voltages and currents along each element are approximated by 

means of known basis functions. For ease of presentation and without loss of generality 

consider a 2-conductor transmission line. The eth element shown in Figure. 3.1 can be 

described as

M M

v° (x, s) = Z N, (x)V,° (x,s) Ie (x, s) = Z Nf (x)I; (x, s) (3.2)
i=0 i=0
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Figure 3.1: Nfh Order Finite Element Discretization of Interconnect

e 
M

where M is the order of the finite element approximation, Vie(x,s) and If(x,s) are the 

voltage and current node variables illustrated in Figure. 3.1. The nodes of each element, 

say x,,i = 0,..., M] are uniformly spaced and the finite element basis function Nie(x) has 

a value of one at the node x = xi and a zero value at all the other nodes. These basis 

functions are derived based on an Mth order generating polynomial for an Mh order finite 

element approximation as [6]

TI(-*,)
W/. j-0,j*i (2 2\N,(x) = M-------- -(3.3) 

II(x -*,) 
j = 0,j =i

Substituting (3.2) into Telegrapher’s equation in (3.1), we can formulate the weak form 

using weighted residual methods such as the Galerkin formulation as

M ∂Ne(x)fSNf(x)—2V*(x,s)
0 =0 &x ,

0 /= 0 

(3.4)
0 </=0
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where j = [0,...,Λ/]; Nle(x)and Nje(x) are the basis functions of the finite element for node 

i andj; le is the length of the finite element.

In order to better understand the development of FEM macromodel, let us consider a 

simple example in Figure 3.2 to illustrate the basic concept using a first order FEM 

element. Then the method is generalized to high order finite element approximations.

J =1A 1 350
d------------ 1

Figure 3.2: An interconnect circuit for illustrating the FEM macromodel

The first order element consists of two nodes (say x0 and x1) , the voltages and currents 

at the two end nodes are denoted by (V0, Zo) and (V1, I1) respectively. For the case when 

Λ∕ =1, the first order basis functions N⅛(x) and N,(x) for nodes x0and xl of the eth 

element can be obtained from (3.3) as

(x-x1) 
(x1 -⅞)

(3.6)

The set of equations given by (3.4) and (3.5) for Λ∕=1 is solved using (3.6) to obtain the 

FEM matrix system for one first order element as

-1/2
-1/2

1/24] Yd/6 Yd/3 V,]0
1/277 Yd/3 Yd/6 V][0

(3.7a)
(3.7b)

(3.7c)
(3.7d)

-1/2

-1/2
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where Z= R+sL, Y=G +sC and d is the length of the element.

The Boundary Conditions (B.C) for the network in Figure 3.2 are given as

J= V0 (1/5) + Io

Vi (1/500) + Iι = 0

(3.8a)

(3.8b)

The traditional approach to solve the problem of Figure 3.2 governed by (3.7)-(3.8) is 

to eliminate two FEM equations out of the four equations in (3.7) by imposing the B.C in 

(3.8). One way of performing this is to use (3.7a) and (3.7c) along with the B.C to yield a 

system as

-1/2
Zd/3

1

1/2 ^
Zd/6

0
1, +

'Yd∕3
-1/2 
1/5

Yd/6
1/2

0

0 

0
(3.9)

0 1 0 1/500 — 0

Another way of performing this is to use (3.7b) and (3.7d) along with the B.C to result in 

a system as

-1/2
Zd/6

1

1/2 ^
Zd!3

0
+

Yd/6
-1/2 
1/5

Yd/3
1/2 
0 M.

0 
0 
J

(3.10)

0 1 - 0 1/500 - 0

As an alternative approach to solve the network of Figure 3.2 which gives more

accurate results, one can combine the equations in (3.7a)-(3.7b) and (3.7c)-(3.7d) and use 

those two equations along with the B.C. This can be accomplished by performing a 

transformation on (3.7a)-(3.7b) using a transformation matrix Wtas

W,
-1/2 1/21
-1/2 1/21, +W,

Yd/3 Yd/6T V,[0
Yd∕6 Ya/3 V,0 (3.11)
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where W = [1 1] and (3.11) can be expressed as

0
0

(3.12)

Similarly, performing a transformation on (3.7c)-(3.7d) using W1 = [1 1] as

Zd/6T I _0 
Za/3 1,0

-1

-1/2
-1/2

1/2 V0 Zd/3° +W
1/2 V, ' Zd∕6

o +[Zd/2 Zd/2

(3.13)

(3.14)

W

0
0

Using (3.12) and (3.14) along with the B.C one can solve the problem as

-1
Zd/2

1
0

1
Zd/2

0
1

0

Yd/2
-1
1/5
0

Yd /2
1
0

1/500

0

V 0

0

Exact

Proposed Approach (Equation 3.15)

6.2|
6

0.5 1
Frequency (GHz)

Traditional Approach (Equation 3.10)

Figure 3.3: Frequency response comparison for circuit in Figure 3.2 for d= 1cm using 
first order FEM approaches

(3.15)
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It was observed that the approach of (3.15) achieved better accuracy when compared to 

the traditional approach of (3.9) and (3.10). Hence the proposed method took advantage 

of this technique in order to improve the accuracy of the FEM macromodel. Figure 3.3 

shows the frequency response comparison between the traditional and proposed 

approaches of imposing B.C of the output voltage (Vi) for the circuit in Figure 3.2 which 

has a line length of d=l cm and the interconnect per unit length parameters as R= 1.93 

Ω∕cm, G= 79e^9 S/cm; L=2.97 nH/cm and C= 1.61 pF/cm. As seen from Figure 3.3, the 

errors in the traditional approach of (3.9) and (3.10) are large with respect to the exact 

solution obtained using transmission line stamp and are also almost equal in magnitude 

and opposite in direction. Hence in the proposed approach of combining the equations, 

the errors get cancelled and one achieves an accurate solution. As a result, the proposed 

method of handling B.C is more accurate when compared to traditional techniques.

A similar approach can be performed to obtain a high order (say sixth order) FEM 

system starting from the set of equations given by (3.4) and (3.5) and using sixth order 

generating polynomials as basis functions to derive the following system

■4, zB, THJ0 
yB, A, 1 0. (3.16)

V=[; HHHHHv] (3∙17a)

r; =[; I; 15 13 I; 1; ] (3.17b)



47

■ -1 1776 -5151 3967 -732 267 -587

2 1925 6160 5775 1925 1925 18480
-1776 λ 3078 -2136 243 -648 267
1925 1925 1925 385 1925 1925
5151 -3078 λ 87 -3807 243 -732
6160 1925 77 6160 385 1925

4,= -3967 2136 -87
0

87 -2136 3967 (3.18)
5775 1925 77 77 1925 5775
732 -243 3807 -87

0
3078 -5151

1925 385 6160 77 1925 6160
-267 648 -243 2136 -3078

0
1776

1925 1925 385 1925 1925 1925
587 -267 732 -3967 5151 -1776 1

_18480 1925 1925 5775 6160 1925 2 _

-90269 42087 84855 10237 17175 3867 10237
3003 1001 2002 3003 1001 IOOl 6006
42087 258768 122175 113760 73035 34128 3867
1001 1001 1001 1001 1001 1001 1001
84855 122175 327375 161550 242325 73035 17175
2002 1001 1001 1001 2002 1001 1001

R - 102370 113760 161550 1054400 161550 113760 102370 * 1 (3 19)
3003 1001 1001 3003 1001 1001 3003 1000 -
17175 73035 242325 161550 327375 122175 84855
1001 1001 2002 1001 1001 1001 2002

3867 34128 73035 113760 122175 258768 42087
1001 1001 1001 1001 1001 1001 1001
10237 3867 17175 102370 84855 42087 90269

_6006 1001 1001 3003 2002 1001 3003_

The superscript T denotes the transpose of the matrix and z=(R+sL)l, and y=(G+sC)lg. A 

similar transformation can be performed on the sixth order FEM system using the 

transformation matrix Wt in order to obtain a more accurate FEM macromodel. The 

transformation matrix Wt and the proposed sixth order FEM system obtained using W, 

are given as

0111111
1011111 

(3.20) 

1111101 
1111110
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A, 
yB'x

zB, 
4_ Te LA-

=
0 

O
(3.21)

where

-7551 10656 -52641 5798 -3177 954 -799
1925 1925 15400 1925 1925 1925 15400

-9057 -6156 3078 -1266 5913 -162 -129
3080 1925 385 385 3080 385 1925
9887 -5904 -261 348 1413 -1548 1039

A = W A. = 7700 1925 77 77 1540 1925 1925 (3 22)
-1039 1548 -1413 -348 261 5904 -9887 X ‘

1925 1925 1540 77 7‘7 1925 7700
129 162 -5913 1266 -3078 6156 9057
1925 385 3080 385 385 1925 3080
799 -954 317'7 -5798 52641 -10656 7551

.15400 1925 1925 1925 15400 1925 1925.

137 3933 -207 7 -387 63 -7 ^

616
69

7700
8073

550
27

22
27

2200
-27

1100
27

1100 
-3

550
-37

7700
-81

616
1269

110
157

220 1100
27

200
37

III ■ ■ • aue 0 w. ! !

Bx = WtBx= 550
37

550
27

1540 385
157 1269

550
-81

1100
-37 (3.23)

0
1100 550 385 1540 550 550
-3 27 -27 27 27 8073 69
200 1100 220 110 616 7700 550
-7 63 -387 7 -207 3933 137

.1100 1100 2200 22 550 7700 616,

The same circuit in Figure 3.2 was solved for one sixth order FEM element using the 

proposed method and traditional method of imposing B.C. Figure 3.4 compares the 

frequency response at the output node (Vι) for d= 3 cm using sixth order FEM element 

for both the approaches of imposing B.C. As shown, the proposed method matched more 

accurately at higher frequencies when compared to the traditional approach.
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20-

5

0 8

2 15 O i 
2|
5 1
> 10

-----EXACT)
-Proposed Approach)
—Traditonal Approach|

246
Frequency (GHz)

Figure 3.4: Frequency response comparison for circuit in Figure 3.2 for d= 3 cm using 
sixth order FEM approaches

For MTLs containing #+1 conductors the system of equations are similar to (3.21) 

and are expressed as

0
0

(3.24)

where A, is obtained by multiplying each element of Ax by the identity matrix I of 

sizeoxo; Bx is obtained by multiplying each element of Bx with Z = (R+sL)l and

Cx is obtained by multiplying each element of Bx with Y = (G+sC)le as
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-7551
1925
9057

, 10656 -52641
/ ------I -----------I

1925 15400
, -6156, 3078,
I -------I — I

5798, 
1925

-1266------ I

-3177
1925
5913

- 954, 
I -----/ 

1925 
-162 -I

-799 ,’
------I 
15400 
-129, 
----- I

3080
9887

1925 385
, -5904, -261,

385 
-348 , 
------I

3080
1413

385 
-1548 --- I

1925 
1039, 
-----I

4­
*

7700
-1039

1925"
, 1548 -

77 *
1413,

77 
-348, -- I

1540
261, 
— I

1925 
5904, 
-- I

1925 
-9887, 
-------I

(3.25)

1925
129

* 1925 1540
, 162 -5913
r — I -------I

77
1266, -- I

77 
-3078

1925 
, 6156,

7700 
9057, 
-----I1925

799
385 3080

, -954, 3177,
385 

-5798 --- I
385 

52641
1925 

, -10656, 
i ----I

3080 
7551, 
-----I

15400 1925 1925 1925 15400 1925 1925

137, 
— Z 
616
69, — Z
550
-37 ---- Z
550
37 , -----Z

1100
-3 , 
— Z 
200 
-7

-----Z
Li100

3933 
-----Z
7700
8073 
-----Z
7700 
-81 — Z
550
27- — Z 
550
27 „ -----Z

1100
63, -----Z

1100

-207----- Z 
550
27 — Z
616 
1269
-----Z 
1540

0 

-27. ---- Z
220 
-387----- Z 
2200

7 
—Z 
22
27 — Z 
110
157
385
157 — Z
385
27 
— Z
110
7 

— Z
22

-387------Z 
2200

---- Z
220 

0

1269 
-----Z
1540 
27
— Z
616
-207------Z
550

63• -----Z 
1100
27. -----Z 

1100
27 — Z 
550
-81 — Z 
550
8073 
-----Z
7700
3933 
-----Z
7700

-7
---- Z
1100
-3 , 
— Z
200 
37,---- Z

1100
-37 -----Z
1540
69, — Z 
550
137 — Z
616 -

(3.26)

>

137 
616 
69.— y 
550 
-37— y 
550 
37, — y

1100 
-3. — y
200 
-7 
— y 
.1100

3933
7700
8073
7700
-81 — y 
550
27. 
— y
550
27. — y

1100
63.-----Y

1100

207 — y
550 
27. — y
616
1269 — y 
1540

0

-27 — y 
220
-387 — y
2200

7 
—Y 
22
27„ — y
110
157
385
157
385 
27.- Y
110
7 

— y
22

-387 — y 
2200
-27 — y
220

0

1269 — y 
1540
27. — y
616
-207 — y
550

63_ — y 
1100
27 

— y 
1100
27„ — y 
550
-81 — y 
550
8073
7700 
3933
7700

-7 
— y 
1100
-3 
— y 
200 
37.— y 

1100
37 v-------y

1540 
69„ — y 
550
137 — y 
616_

(3.27)

It should be noted that the FEM macromodel is formulated in terms of predetermined 

coefficients (derived from the FEM approximation) and by the p.u.l. parameters. The 
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system of equations obtained from the assembly of system in (3.21) and (3.24) including 

the boundary conditions can be expressed as

(SC, +G,X, =B, (3.28)

Cπ is due to the assembly of element matrices of p.u.l. inductance and capacitance 

parameters; G, is due to the assembly of element matrices of the p.u.l. resistance and 

conductance parameters as well as the A4, A, matrices; X, is a vector containing the 

voltage and current coefficients; Bπ is a vector formed by forcing voltage and/or current 

sources applied at the boundaries of the interconnect. Equation (3.28) can be expressed 

in time domain as

dX
+G X, = B. (3.29)

Once the macromodel is expressed in terms of (3.29), it can be linked into nonlinear 

circuit simulators such as the SPICE.

3.3 - Passivity Considerations
Passivity is an important property to satisfy because stable but not passive 

macromodels can produce unstable networks when connected to other passives loads. In 

order to better explain this, consider a macromodel proposed in [86] and shown in Figure 

3.5. It is to be noted that when the stable but non-passive macromodel is connected to a 

passive inductor and capacitor, the overall network becomes unstable (i.e., poles are on 

the right hand side of the imaginary axis). As a result, spurious oscillations may be 

produced in the transient analysis due to network instability resulting in accurate time 

domain responses.
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Stable Macromodel Alone Unstable (Macromodel + Passive Load)

Non-passive 
Macromodel

Y(s) Non-passive 
Macromodel

L=1 C-1/4.
• total S)

Y(s)= —I—
s'+s+1

_1
(s+0.5+j0.866)(s+0.5-70.866)

Yota (s) = - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - -
(s+2.31)(s-0.157+ j1.3)(s-0.157-j1.3)

Unstable Poles
Stable Poles

Figure 3.5: Illustration of Significance of Passivity

A linear network with admittance matrix Y(s) is said to be passive if and only if

1. Y(s') = Y'(s), where “*” is the complex conjugate operator.

2. Y(s) a positive real matrix, that is the product z°7(Y7(s')+Y(s))z>0 for all 

complex values of s satisfying Re(s) > 0 and any arbitrary vector z.

The first condition implies that the coefficients of the rational function matrix generated 

by the proposed macromodel must be real. The second condition states that Y(s) must be 

a positive real matrix for all Re(s) > 0, since the real part of Y(s) is 1/2[Y7(s*) +Y(s)].

To prove that the sixth order FEM macromodel is passive, the system of equations 

described by (3.21) and (3.24) are converted to the Y-parameters. For a 2-conductor line 

the Y-parameters of (3.21) for the eth element (Figure. 3.1) is defined as
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YY(s) = 11 12 =ψ+ψ∙
Y, ^2J 2’ (3.28a)

I° 
y --0 
111

11 TzeVe 0 7° = 0 
6 -0

Je
V 

12 ye 
6 1= 0

y _4612222 ye
6 v=0

Te 
y = 6 21 ve 

0

(3.28b)
V=0

The matrices Y and Ψ2 are expressed in terms of congruent transforms as

τ H. Q | τ H2 0 
y = W 1 W Y =W 2 W,; 
11O O1 22002‘

1 -1 1 1W = W = 
1Ol 2 O l 

H=
1(z3 y3 + 840z2y2 + 75600zy + 665280)
84 (z2y2 + 240zy +7920)z

H2 = 21
(y2 z2 + 240yz + 7920)y

y'z' + 840y2z2 + 75600yz + 665280

(3.29a)

(3.29b)

(3.30a)

(3.30b)

Since the coefficients describing H1 and H2 are real, Y-parameters of (3.28) satisfy the 

first passivity condition Y(s') = Y'(s). If H and H2 are positive real, then Ψ1 and Ψ2 

are also positive real since they are expressed in terms of congruence transformation of a 

positive real function. The following facts are used to prove that Hx and H2 are positive 

real.

Lemma 1: The sum of two positive real functions or matrices of similar dimensions is 

positive real [60].

Lemma 2: The inverse of a positive real function or matrix (if the inverse exists) is 

positive real [60].
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To prove that Hi is positive real the rational function is expressed as continued 

fractions as

H, =*2y+(K,z+(K,y+(k,z+(k2y+(K,z))")-1)1) (3.31a)

The coefficients K, for i=1,2,..,6 are derived from (3.30a) and are all positive 

values K, >0. Since z = (R+ sL)le and y =(G+sC)le are positive-real functions (due to 

the fact the line parameters are nonnegative matrices [4], Hi is positive real (from 

Lemma 1 and 2). Similarly H2 can also be expressed as a continued fraction as

H, =(K z+(K,y+(K,z+(x,y+(K2z+(xp)")")")")" (3.31b) 

where the K: coefficients of (3.31b) are the same as (3.31a). As a result, H2 is positive 

real. Thus the Y-parameters of (3.28) are positive real since Ψ1 and Ψ2 are expressed in 

terms of congruence transformation of positive real functions.

Using similar approach, we can prove that the sixth order FEM macromodel is 

passive for a multiconductor line. For a multiconductor line, the system of equations

described by (3.24) are converted to the Y-parameters which is defined as

Y(s) = Zi5=*2 
21 22

(3.32)

As before, the matrices Ψ1 and Ψ2 are expressed in terms of congruent transforms as

τ H, 0 τ 0
V = W 1 W 12 =W 2 W2; 00 22 0 02

(3.33a)

I I- I 
I

I 
0

W = W2 = (3.33b)
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where I is the identity matrix.

-1 2 2 2 2
240zy +7920)z zy + 840 z- y- +75600zy +665280Hi = — (z2y2 + 

1 841 9 (3.34a)

H2 = 21 y3z3 +840y2z2 +75600 yz+665280 (y2z2 +240yz+7920)y (3.34b)

Since the coefficients describing H1 and H2 are real, Y-parameters of (3.32) satisfy the 

first passivity condition Y(s ) = Y (s). Again, if H1 and H2 are positive real, then Y 

and Ψ2 are also positive real since they are expressed in terms of congruence 

transformation of a positive real function. Similar to the two conductor line proof, to 

prove that H is positive real the rational function is expressed as continued fractions as

Hi =*2y+(K,z+(Kx,+(x,z+(K,y+(K,z)")"))) (3.35a) 

The coefficients κi, for i=1,2,..,6 are derived from (3.34a) and are all positive 

values«, >0. Since z = (R +sL)le and y = (G +sC)le are positive-real functions (due 

to the fact the line parameters are nonnegative matrices [4] Hi is positive real (from 

Lemma 1 and 2). Similarly H2 can also be expressed as a continued fraction as

H2 = (kaz + (k,y+ (k.z +(K,y +(K2z +(k()')1)')1)1 (3.35b)

A similar technique can be used to show that H2 is positive real. Thus the Y-parameters 

of (3.32) are positive real as Ψ1 and Ψ2 are expressed in terms of congruence 

transformation of positive real fonctions. In addition, the proposed method can be used to 

obtain passive macromodels using higher order FEM approximation.
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3.4 - Frequency Dependent Parameters
As frequency increases the proximity, edge and skin effects causes the p.u.l. 

resistance and inductance to become a function of frequency. Typically, the p.u.l. 

parameters are often characterized by tabulated data obtained from measurements or 

through an electromagnetic field solver [4]. One way to model the frequency dependent 

p.u.l. parameters is to use a rational approximation as

N F + + FZ(s) = R(s) +sL(s) === = —= = ---- a. (3.36)
D: +..+1 

where N, is a polynomial matrix and Dz is a scalar polynomial.

However as discussed by the passivity considerations in section 3.3, in order to preserve 

the passivity of the transmission line macromodel with frequency dependent parameters it 

is required for the functions Z(s) = R(s) +sL(s) to be positive real. One way to ensure 

the passivity of a macromodel with frequency dependent parameters, is to use the 

passivity verification and correction methodologies proposed in [86],[95]. An alternative 

approach is to fit the p.u.l. parameters to positive real functions which are represented 

using passive circuit elements. Since the circuit element approach can be easily linked to 

nonlinear circuit simulators, this technique was used by the proposed method and is 

discussed next.

For the sake of simplicity of presentation, the discussion will focus on a two- 

conductor line and then extend to multiconductor lines. The circuit configuration shown 

in Figure 3.6 has been proposed to model skin effect of interconnects [94]. The proposed 
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method matches the input impedance of the circuit with tabulated data values of 

R(s)+sL(s). by ensuring each element of Figure 3.6 is nonnegative, the resulting network 

remains passive and the rational function formed by the input impedance is positive real.

L L L, L,

AE4 RE
R(s)+sL(s) = = = —

Figure 3.6: RL canonical circuit configuration

For the case of multiconductor transmission lines, the circuit topology is composed of 

resistors, inductors and ideal transformers. As an example, Figure 3.7 shows the circuit 

topology for a four conductor case that represents R(s)+sL(s), where each Zij box 

represents an RL circuit configuration shown in Figure 3.7b.

Z,, 12 Z,, -13 Z,, 423

Z,, 22

Figure 3.7a: Circuit topology for R(s)+sL(s) for a three conductor transmission line
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Figure 3.7b: Circuit representation of Zij , RL canonical configuration

3.5 - Y-Parameters and the Time-Domain Macromodel
In order to make the proposed interconnect model useful to nonlinear circuit 

simulators, the model must be expressed as ordinary differential equations. There are 

many ways to convert rational functions to ordinary differential equations. One way is to 

directly represent the Y-parameter rational functions of the macromodel in terms of 

Laplace transfer functions and then use the Laplace function of the HSPICE simulator 

[60] to link the macromodel with nonlinear elements in a circuit simulator environment. 

The other approaches are to represent rational functions in terms of state space equations 

either in the controllable, observable, or Jordan canonical form [87]-[88]. One could also 

directly link the system in (3.21) and (3.24) as ordinary differential equations into a 

circuit simulator. However the matrices of (3.21) and (3.24) are dense. Often it is 

desirable to represent the system in terms of sparse matrices to improve CPU efficiency 

of simulations. Hence an alternative approach to link to nonlinear circuit simulators is to 

use circuit elements. The advantage of using circuit elements is that the macromodel can 
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be realized without having knowledge or access to the internals of the circuit simulator. 

Moreover, the circuit realization models can be much faster in terms of simulation time 

due to the fact that they result in diagonally dominant, band limited and highly sparse 

matrices when compared to directly linking (3.21) and (3.24).

The realization of the Y-parameters of the macromodel for a single conductor line 

given by

F Z(0,s)l X K TV(0,s) Γf1,
= 11 12 ; Y(s) = 11 12 = y +y, (3.37) 

Lr21 YaV(,,s)] u Ynj 2

is shown in Figure 3.8. In order to implement Ψ1and Ψ2, the rational functions H and 

H2 given by

H, =*0y+(K,z+(k,+(x,z+(K,+(x,z)")")")1)" (3.38a)

H2 =(K,z+(x,y+(K,z+(x,y+(Kz+(K,p)")1)1)-1) (3.38b) 

in terms of partial fraction expansion can be realized by means of a ladder circuit as 

shown in Figure 3.9 and Figure 3.10. Similarly the circuit models can be extended for 

multiconductor transmission lines. An example of a three conductor line is shown in 

Figure 3.11 to Figure 3.13.

2

yM) 
-/(la,s)

V(0,s) 
/(0,s)

Figure 3.8: Realization of the Interconnect Model
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K G

Figure 3.9: Realization of Ψ1

—K,C

K R K-L
MW — 000

KR K-L
M----- 000

K RKL
W----- 000

= K C KG

2K C

2KC

Figure 3.10: Realization of Ψ

2k C

2x C

- kG

2x G 1

2k CT

-KG 1

-K C

T2x C
2KG 
mM

2K,G

K2R K.L
MW----- 000

*R KL
—/M------000

K2R K2L

WW -----000

KC3-KG

WL 
2K,G

—ML 
2k,G

R’

YS

R°

R.

RI

- R’.
Y

YJ

-Y-R

R‘

R,

RL

LÀ.,
R.

R2

RS

-72HX-R. -^TA-

Figure 3.11: Realization of Ψ1 for a three conductor transmission line
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R.

R

Figure 3.12: Realization of Ψ2 for a three conductor transmission line

ai

- jk

jk

Figure 3.13: Y circuit

WW

For the case of frequency dependent parameters, the circuit realization of a two 

conductor transmission line with frequency dependent p.u.l. resistance and inductance is 

shown in Figure 3.14 to Figure 3.16. The coefficients in the Figure 3.16 corresponds to 

the number of sections required to model the frequency dependent parameters.
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Figure 3.14: Realization of Ψ1 of a two conductor transmission line with frequency 
dependent p.u.l. resistance and inductance

2K,G ≡ -K,G 12x,0

2KG

Z, 2

Figure 3.15: Realization of Ψ2 of a two conductor transmission line with frequency 
dependent p.u.l. resistance and inductance

Figure 3.16: Z, circuit (RL canonical configuration)
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In similar lines, the circuit realization can also be extended to multiconductor 

transmission lines with frequency dependent parameters. An example of a three 

conductor transmission line is shown in Figure 3.17 to Figure 3.19.

Z

2

Figure 3.17: Realization of Ψ1 for a three conductor transmission line with frequency 
dependent p.u.l. resistance and inductance

Figure 3.18: Realization of Ψ2 for a three conductor transmission line with frequency 
dependent p.u.l. resistance and inductance
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Figure 3.19: Z\ circuit (RL canonical configuration)• JK N •

3.6 - Numerical Examples
Three examples are presented in this section to demonstrate the validity and 

efficiency of the proposed macromodel. Since the developed macromodeling algorithm is 

proposed to simulate VLSI interconnects, all the three examples considered here are to 

test on-chip interconnects used in modern VLSI and packaging systems. The first 

example deals with a packaging interconnection system, the second considers an on-chip 

two coupled interconnect network with frequency dependent per unit length parameters, 

and the third example represents an on-chip 9-coupled interconnect network. The results 

given by the proposed method are compared with the conventional lumped segmentation 

model [12] , and/or the “exact” analysis of the transmission line equation. Within the 

context of this section, “exact” analysis refers to direct solution of Telegrapher’s 

equations through eigenvalue/eigenvector analysis. All simulations were performed in 

HSPICE [60] using a Sun blade 1500 workstation.
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3.6.1 - Example 3.1

Packaging interconnection system with nonlinear termination:

The nonlinear circuit shown in Figure 3.20 was proposed in [19]. The two systems of 

coupled interconnects are identical, with length 5cm and p.u.l. parameters given by: 

^u=^22=^33=3-448Q/cw ; Z11 = L22 = L33 =4.976nH∕cm, L12 = L2i= L23 = L32 =0.765nH/cm, 

L10=L91= 0.152nH/cm; C11=C2=C9= 1.082pF/cm, C12 = C21 = C23 = C32 = -0.197 

pF∕cm, CJ3=Q1= -0.006 pF∕cm. Figure 3.21 shows a comparison of the magnitude of K11 

for the linear subnetwork of Figure 3.20 obtained using the proposed method (2 sixth 

order FEM elements), conventional lumped model (60 sections) and the “exact” 

response. Within the context of this section, “exact” analysis refers to direct solution of 

Telegrapher’s equations through eigenvalue/eigenvector analysis. For their respective 

orders, the frequency response of the proposed matches the conventional lumped model 

and the ‘exact’ frequency response up to 7 GHz. The transient response at node 2 and 3 

corresponding to a 5V input pulse with fall/rise time 0.1ns and a pulse width of 1ns is 

shown in Figure 3.22. Both the proposed and the conventional lumped model give similar 

results. In this example, the lumped-segmentation model introduces 540 new equations to 

the MNA matrix whereas the proposed introduces 108 equations (80% savings). On a 

Sun blade 1500 workstation, it takes HSPICE 13.27 sec to simulate the results with the 

conventional lumped segmentation model while the proposed method only requires 4.77

sec.
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Linear Subnetwork
+5V

1.5 nH

Vin

1 nH 0.2 pF

Figure 3.20: Nonlinear interconnect circuit (Example 1)
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.. Conventional LumpedI

1 2
Frequency (GHz)

Figure 3.21: Frequency response of Yn (Example 1)
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Figure 3.22: Transient response (Example 1)
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3.6.2 - Example 3.2

On-chip 2-coupled interconnect network with frequency dependent p.u.l. parameters

An on-chip coupled interconnect network with frequency dependent parameters proposed 

in [89] is shown in Figure 3.23. The length of the interconnect network is 0.5 cm and the 

per unit length parameters are given in Table 3.1.

50Ω V 0052 V,

Figure 3.23: On-chip coupled interconnect network (Example 2)
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The frequency dependent data are modeled using 2 RL section for R1(s) + sLi(s) and 2 

RL section for R12 (s) + sL12 (s) using the scheme described in section 3.4. The time­

domain responses corresponding to an input step of 1V and a rise time of 0.07 ns for the 

nodes V1 and V3 of the active line is shown in Figure 3.24 and Figure 3.25. The results 

of the proposed macromodel (one sixth order element) are in good agreement with the 

results of the conventional lumped segmentation (32 sections). Figure 3.26 and Figure 

3.27 shows the transient response at the nodes V2 and V4 of the victim line. For their 

respective orders, the proposed macromodel and the conventional lumped segmentation 

give similar responses as shown in Figure 3.26 and Figure 3.27. The responses produced 

by the proposed and the conventional lumped segmentation also matches results 

published in [89]. In this example, the proposed method required 80% fewer variables 

when compared to the lumped-segmentation model. The CPU times taken to simulate the 

results with conventional lumped model was 0.82 sec, while the proposed method took 

0.17 sec.
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TABLE 3.1
Frequency dependent p.u.l. data, Frequency in GHz, Resistor in KQ, 

and Inductor in u H (Example 3.2)

Freq. R11 R12 R22 L11 L12 L22
0.0000 54.980e-3 0.0 333.700e-3 14.024e-3 11.186 e-3 14.1697 e-3
0.0010 56.440e-3 1.4094e-3 335.550e-3 14.024 e-3 11.186 e-3 14.1679 e-3
0.0033 56.442e-3 1.4130e03 335.555 e-3 14.023 e-3 11.186 e-3 14.1679 e-3
0.0066 56.447e-3 1.4220e-3 335.556 e-3 14.020 e-3 11.178 e-3 14.1607 e-3
0.0100 56.460e-3 1.4320e-3 335.570 e-3 14.000 e-3 11.167 e-3 14.1530 e-3
0.030 56.677e-3 1.4408e-3 335.785 e-3 13.840 e-3 11.012 e-3 14.0030 e-3
0.660 56.326e-3 2.0620e-3 336.430 e-3 13.365 e-3 10.557 e-3 13.5740 e-3

0.1000 58.260e-3 2.9540e-3 337.360 e-3 12.710 e-3 9.9300 e-3 12.9820 e-3
0.3000 63.800e-3 8.2570e-3 342.875 e-3 9.3000 e-3 6.6760 e-3 9.90400 e-3
0.6600 68.337e-3 12.560e-3 347.375 e-3 7.1279 e-3 4.6030 e-3 7.94560 e-3
1.0000 70.375e-3 14.454e-3 349.380 e-3 6.5050 e-3 4.0090 e-3 7.38400 e-3
3.5000 77.443e-3 20.320e-3 356.416 e-3 5.6750 e-3 3.2260 e-3 6.64500 e-3
6.6000 84.188e-3 24.549e-3 363.250 e-3 5.5130 e-3 3.0874 e-3 6.49600 e-3
10.000 92.682e-2 29.190e-3 371.725 e-3 5.4160 e-3 3.0180 e-3 6.40900 e-3

0.2

Proposed
Conventional Lumped

0.4 
Time (ns)

W 
4 
O 

>

Figure 3.24: Transient response at node Vi (Example 2)
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Figure 3.25: Transient response at node V3 (Example 2)
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Figure 3.26: Transient response at node V2 (Example 2)
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Figure 3.27: Transient response at node V4 (Example 2)

3.6.3 - Example 3.3

On-chip 9-coupled frequency dependent interconnect network with nonlinear termination 

Figure 3.28 shows the cross-section of a 9-coupled transmission line network terminated 

with a nonlinear inverter as shown in Figure 3.29. The frequency dependent p.u.l. 

resistance and inductance parameters R(s),L(s) and the p.u.l. conductance and 

capacitance G, C for the structure of Figure 3.28 are determined by using the HSPICE 

field solver [61]. Dielectric losses are assumed to be negligible. The length of the line is 1 

cm. The frequency dependent p.u.l. parameter in this example was modeled using 2 RL 

sections using the scheme described in section 3.4. As shown in Figure 3.29, at the near 

end all the source resistances are assumed to be 50Ω and at the far end all the load 

capacitances are assumed to be 0.1 pF. A unit step voltage with a rise time of 0.1 ns is 
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applied to the 50Ω resistor connected to the center line (line 5). Figure 3.30 and Figure 

3.31 shows the transient response of the proposed (1 sixth order FEM element) and the 

conventional lumped model (30 sections) for the far and near end of line 5 and line 1. For 

their respective orders, the proposed and the conventional lumped model give similar 

results. In this example, the proposed method required 80% fewer variables when 

compared to the lumped-segmentation model. The CPU times required to simulate the 

results using the conventional lumped model was 10.89 sec, and using the proposed was 

1.57 sec.

W 
T

w=2.5μm, s=1.25um

hism S 2 9
h3
Γ1

SiO2

&, = 4.5
silicon substrate h2

v
h1=1μm, h2=300μm, h3=1μm

Figure 3.28: Cross-section of 9-coupled interconnect

51

51

51

0.1pF

50Ω

0.1pF—IH 
0.1pF-H 
0.1pF 1 -H 
0.1 pF 1

4 
1⅛H∙

Figure 3.29: On-chip 9-coupled interconnect network
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Figure 3.30: Transient response of line 5 (Example3)

0.8

0.6

0.2

0.4

1.2

Far end
Near end

2 
O

0.2 0.4 0.6 0.8
Time {ns)

LO 
Φ 
5

© 
O 
co bid 
o >

—Proposed ∣
-—Conventional Lumped

-0.02

-0.04

-0.06

0.08

0.06

0.04

0.02

Near end

0.2 0.4
Time (ns)

0.6

Far end

0.8

ω 
S 
O 
>

9

O 
C

• 
O

- Proposed
-= - Conventional Lumped

Figure 3.31: Transient response of line 1 (Example3)



Chapter 4|

Parameterized Model Order Reduction 
Techniques for FEM based Full Wave 
Analysis

4.1 - Introduction
As operating frequencies increase full wave methods such as the Finite Element 

Method (FEM) become necessary for the analysis of high frequency circuit structures. 

Such techniques result in very large systems of equations, and model order reduction 

(MOR) was proven to be very effective in combating such increased complexity. Using 

traditional MOR, one has to generate a new reduced model each time a design parameter 

is modified, thus significantly reducing the CPU efficiency. In the recent years, 

researchers have focused on implicit moment matching techniques based on congruence 

transformation to derive reduced order models of FEM based microwave systems [45]­

[50]. The methods are Krylov subspace methods, and take advantage of the Arnoldi 
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process in order to achieve more accurate reduced models when compared to explicit 

moment matching methods [41]-[43]. While they produce efficient and accurate reduced 

order models, these techniques suffer from a major disadvantage when applied to 

problems which require optimization and design space exploration. This is due to the fact 

that reduced order models obtained using current techniques would no longer be valid if a 

design parameter (such as material property for example) is modified. While Parametric 

Model Reduction (PMR) techniques have been developed for circuit applications [26], 

[30],[32] no such method exists which is applicable to FEM problems. Another major 

difficulty with applying Krylov subspace based reduction to FEM based microwave 

applications, is that the matrices arising from the FEM equations are not linearly 

dependent on frequency and thus the system moments do not naturally form a Krylov 

subspace. This makes it difficult to take advantage of the Arnoldi process. A number of 

methods [48]-[52] are available in order to reformulate the FEM equations as a linear first 

order system such that their moments form a Krylov subspace; however, these methods 

have the effect of making the original system twice as large and also they cannot handle 

complex frequency dependence introduced in the system due to the frequency dependent 

parameters.

In this chapter, a PMR method applicable for FEM analysis is proposed which 

produces parametric reduced order models that are valid over a user defined range of 

design parameter values. Such an approach is significantly more CPU efficient in 

optimization and design space exploration problems since a new reduced model is not 

required when a parameter is modified. The proposed method is based on a 
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multidimensional Krylov subspace which was used in [26],[30],[32] and has proven to be 

very effective for circuit problems. It can be shown [30] that the resulting reduced model 

matches the moments of the original system with respect to frequency as well as the other 

design parameters and is thus valid over the parameter range of interest. In this thesis, 

multidimensional Krylov subspace methods are further extended to address both the 

Krylov incompatibility of the discrete FEM systems and to include design parameters in 

the reduced order model. The method presented in this chapter performs 

multidimensional Krylov subspace based reduction directly on the conventional FEM 

system obtained through discretization of vector wave equation. The new approach does 

not result in doubling the size of the original system and thus results in a significantly 

smaller and more efficient reduced model. Furthermore, this technique is applicable to 

problems which include losses and can also handle FEM systems with complex 

frequency dependence that may arise due to frequency dependent material properties. 

Numerical examples demonstrate that this proposed methodology requires fewer 

unknown variables in the parametric reduced model when compared to reduction 

techniques that convert the FEM equations to a linear first order system.

The chapter is organized as follows. In Section 4.2 the MOR technique based on 

Krylov subspace methods that convert the FEM equations into a linear first order system 

are briefly reviewed. Section 4.3 describes the multidimensional model reduction 

methodology based on the multidimensional Krylov subspace methods in order to obtain 

parameterized reduced order models. Section 4.3.1 discusses the PMR technique based 

on the state space approach and section 4.3.2 presents a new PMR method referred to as 

the parametric frequency approach to address the Krylov incompatibility of microwave 
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FEM systems and to include design parameters in the reduced order model. Section 4.3.3 

gives a brief note on selecting the order of the reduced model and section 4.3.4 describes 

the sparsification technique used to sparsify the reduced order models obtained using the 

PMR technique. Numerical examples are provided in section 4.4 followed by some 

concluding remarks in section 4.5.

4.2 - Krylov MOR Techniques based on Linear First 

Order Representations
The FEM formulation of the vector wave equation discussed in Chapter 2 results in a 

very large matrix system for the case when there is finite conductivity as

(4, +4,s+ 4,s2 +A,jB(s))e, =jB(s)b (4.1) 

where s=jo is the Laplace frequency variable; the propagation constant is expressed as 

B(s) to emphasize that it is a function of frequency; the matrices A0, A, A4, A,, and b 

are as given in (2.26)-(2.30).

When there is no finite conductivity, the system in (4.1) is expressed as

(4, + A,k + A4k2)e, = kb (4.2) 

where ex ∈ RH is the vector of unknown variables in the approximation of E , k=jβ(s) 

and the matrices A0,A|,and A,, are as in (2.32)-(2.34).

Directly reducing (4.1) or (4.2) requires matching the moments of the system 

explicitly and thus the reduced model is limited to low order approximations [5]. On the 

other hand, Krylov subspace methods based on congruent transformations calculate the
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moments of the system implicitly by taking advantage of the Arnoldi process [76] to 

achieve high order approximations. To apply Krylov subspace methods to FEM based 

microwave systems, techniques are available [48]-[52] to reformulate the FEM equations 

as a linear first order system. These techniques introduce extra unknown variables to 

convert the second order system of (4.2) to a linear first order representation as

where

G=

(G' +kC')X' = B'

A IA 0 4
-A0 o 0 'O I L N_

;B’=

(4.3)

(4.4)
b
0

INERWUN is the identity matrix and e'x∈ Ra is the vector of extra unknown variables.

The linear first order system of (4.3) is compatible with Krylov subspace methods but 

has twice the number of unknown variables than that of the conventional FEM system in 

(4.2). This increase in the number of unknown variables is undesirable since reducing an 

augmented system may not produce a compact reduced model. Furthermore, these 

techniques are not applicable to the system of (4.1) due to the presence of the complex 

frequency dependence of the propagation constant β(s).

In order to address the above concerns, a new PMR methodology is presented in 

section 4.3.2 based on the multidimensional moment matching technique which performs 

Krylov reduction directly on (4.1) and (4.2) without having to convert the original FEM 

equations into a linear first order representation. The next section describes the 

multidimensional model reduction methodology used to derive parameterized reduced 

order models.
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4.3 - Multidimensional Model Reduction Methodology
In this section, we describe a multidimensional model reduction algorithm for the 

systems in (4.1) and (4.2) to address both the Krylov incompatibility of the discrete 

conventional FEM systems and to include design parameters in the reduced order model. 

The main objective of the multidimensional MOR method is to approximate the original 

system (having a large number of unknowns) with a reduced system (having a small 

number of unknowns) by capturing the behaviour of the original system with respect to 

frequency and other design parameters. This can be accomplished by calculating the 

multidimensional derivatives (moments) of the response of the system. Subsection 4.3.1 

describes the multidimensional model reduction methodology and the PMR technique 

used to derive parameterized reduced order models based on converting the conventional 

FEM system into linear first order representations in order to perform Krylov subspace 

based reduction. This technique is referred to as the state space approach [53]. Subsection 

4.3.2 describes a new PMR technique based on multidimensional Krylov subspace 

methods which perform reduction directly on (4.1) and (4.2) without having to convert 

the FEM equations into a linear first order representation. This is accomplished by using 

a parametric frequency approach which treats each frequency variables in (4.1) and (4.2) 

as independent multi frequency parameters.

4.3.1 -PMR Technique based on the State Space Approach

This section discusses a PMR methodology based on the state space approach to 

derive a parameterized reduced order model for the conventional FEM system in (4.2). 
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The state approach refers to the technique which converts the conventional FEM system 

in (4.2) into a linear first order representation as in (4.3) in order to take advantage of the 

Krylov subspace methods.

4.3.1.1 - Formulation of the Parametric System

The linear system in (4.3), can be expressed as a function of k and the other design 

parameters A1.... An as

(G(A, *,)+kC(*,  2,)x(k2 2,) = B (4.5) 

where n is the number of design parameters of interest in the system.

4.3.1.2 - Computation of Multidimensional Subspace

The computation of a multidimensional reduced model begins with the evaluation of 

the multidimensional subspace. This can be accomplished by calculating the block 

moments of the system with respect to k and the other design parameters A1....An 

including the cross-derivatives as

colspan(Q) = colspan(Qk 0- Qλ Qx) (4.6) 

where Qx denotes the moments of the system X with respect to k; Qx .... Q% are the 

moments of X with respect to the design parameters (A1 An) and Q. are the cross­

derivatives. The system in (4.5) exhibits linear dependency with respect to k and 

therefore the moments Qk can be computed efficiently using techniques based on the 

Krylov subspace such as the Arnoldi process [2] which was described in section 2.4.2. 

Similarly, the Arnoldi process can also be used to calculate Q .... QX for the case 
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when the variation of the matrices G and C with respect to design parameters (A....2,) 

are linear.

4.3.1.3 - Model Reduction through Congruent Transformation

The computed multidimensional subspace Q is a constant real matrix independent of 

k and the design parameters (A.... An). The multidimensional reduced model is obtained 

by a change of variables in (4.5) as

X(k,2,.... 2,)=0*(k,2,.... 2,) (4.7) 

where X ∈ R‘ and q = q,+ q, +2 41 ;Ik,dx and Qx are ^e number of columns in 

Q..2 and Qx, respectively. The reduced order system is obtained by a congruence 

transformation by substituting (4.7) into (4.5) and pre-multiplying by Q, as

(G(% 2,)+kC(4 2,))X(k,2 2,) = B (4.8) 

where

6 = Q GQ è = Q CQ B= QB (4.9)

It is to be noted that the size of the reduced system q is very small compared to the 

size of the original system N i.e., q «N. Once the response of the reduced model is 

obtained from (4.8), the response at any node of the original system can be computed 

using (4.7). It can be shown that the reduced system preserves the dominant eigen values 

of the original system [30].
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The above described PMR technique based on the state space approach derived a 

parameterized reduced order system given by (4.8) as a function of frequency and a set of 

other design parameters of interest. The key advantage of this technique is that the 

reduced order models derived using this method are valid over the parameter ranges of 

interest and hence does not require redoing the model order reduction process each time a 

parameter is modified in the problem. However, this method has the effect of making the 

original system twice large in order to derive an efficient parameterized reduced order 

model based on Krylov subspace techniques. Moreover, they cannot handle systems such 

as in (4.1) which have complex frequency dependence B(s) introduced in the model due 

to frequency dependent boundary conditions.

In order to address the above issues, a new PMR technique based on 

multidimensional Krylov subspace methods is presented in the next section.

4.3.2 - PMR technique based on the Parametric Frequency 

Approach

The PMR described in this section performs multidimensional Krylov subspace based 

reduction directly on the conventional FEM system in (4.1) and (4.2) obtained through 

the discretization of the vector wave equation. The method does not result in doubling the 

size of the original system in order to derive parameterized reduced order models. 

Furthermore, the method is also applicable to problems which include complex frequency 

dependence that can be introduced in the system due to frequency dependent material 

properties and frequency dependent boundary conditions.
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4.3.2.1 - Formulation of the Multidimensional System

The proposed algorithm is based on multidimensional Krylov subspace methods to 

perform reduction directly on (4.1) and (4.2). In order to accomplish this, the frequency 

variables in (4.1) and (4.2) are treated as independent multi-frequency parameters. For 

the case of (4.1), the system is expressed as

(s A, + A, +sA, +s2A,) es - s2b (4.10) 

where

JB(s) 4
S1 — , S2

S S

Since the frequency variables s, s-ι and S2 are linear with respect to (4.10), 

multidimensional Krylov subspace method can be used to reduce the system, where the 

moments of s, S1 and S2 are calculated using the Arnoldi algorithm [76]. It should be 

noted that for high frequency microwave applications, the frequency parameters 5ι and S2 

are quite small and hence very few moments are required for 5∣ and S2 to capture the 

original response.

Similarly, the system in (4.2) can also be expressed as a function of multi-frequency 

variables as

(k A, + A, +k44) e, = b (4.12)

where

1
k = — (4.13) 

k
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The system of (4.12) is reduced using multidimensional Krylov subspace method 

where the moments of k and k1 are obtained using the Arnoldi algorithm. For high 

frequency microwave problems, the frequency parameter k1 is also small and hence very 

few moments are required for k1 to capture the original response.

Numerical examples presented in Section 4.4 have shown that to reduce the systems 

in (4.10) and (4.12), only one moment was required for each S1, S2 and k1.

4.3.2.2 - Parametric System Formulation

The systems of (4.10) and (4.12) can be expressed as a function of the frequency 

variables and other design parameters as

(s 44(2)+ 4(2)+s4,(2)+s24,(1))e, =s>b(2) (4.14)

(k,7,(T)+2,(2)+ka,(Z)e, = b(2) (4.15) 

where A = 2,A, Tn are the design parameters of interest in the system.

4.3.2.3 - Computation of the Multidimensional Subspace

The multidimensional subspace can be constructed by calculating the block moments 

of the system with respect to the frequency variables, and the other design parameters 

(A.... 2„) including the cross-derivatives using techniques elaborated in [30]. For the 

system of (4.14), an orthonormal matrix Q1 is constructed using the moments of the 

system with respect to the frequency variables (s, S1, s2) and with respect to design 

parameters (T1.... Tn), as well as the cross moments, as
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colspan(Ql) = colspan(Qs 2, 2 24- 2% 2,) (4.16) 

where 20 and Q denote the moments of the system e, with respect to s, s1 and S2, 

respectively ; Qx .... Qx are the moments of e, with respect to the design parameters 

(2 λn) and Qx are the cross-derivatives. The system in (4.14) exhibits linear 

dependency with respect to s, S1, and 52 therefore the moments 0.0 and Q can be 

computed efficiently using techniques based on the Krylov subspace such as the Arnoldi 

process [76]. Similarly, the Arnoldi process can also be used to calculate Qλ .... Q for 

the case when the variation of the system matrices with respect to design parameters 

(A A,) are linear.

For the system of (4.15) the orthonormal matrix Q2 is constructed as

colspan(Q2) = colspan(Qk Qkχ Qλ,... Qλ Qx) (4.17) 

where Q and Qk denote the moments of the system ek with respect to k and k1, 

respectively; Qλ .... Qx are the moments of ex with respect to the design parameters 

(A 2„) and Q. are the cross-derivatives. The system (4.15) exhibits linear dependency 

with respect to k and k1 and therefore the moments Qk and Qk can be computed 

efficiently using the Arnoldi process.

4.3.2.4 - MOR Through Congruent Transformation

The computed multidimensional subspace matrix Qι and Q2 in (4.16) and (4.17), 

respectively are constant real matrices independent of the frequency variables and the
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design parameters. For the system of (4.14) the multidimensional reduced model is 

obtained by a change of variables as

e, = 0,2, (4.18) 

where 2,eN%; q=q,+2 q,+ 9+9 4, 4, 4, and q, are the number of 

columns in 0,02 and Q respectively. The parametric reduced order system is 

obtained by a congruence transformation by substituting (4.18) into (4.14) and pre­

multiplying by QI, as

(s 4(2)+ 2(2)+s4,(2)+s,4,(2))2, = s,6(1) (4.19) 

where

Ao = Q1r AoQ1-, 1, =0/74,0) 2, =0,7 4,0,

1, =0/7 4,0/: b=Qτb, (4.20) 

Substituting (4.11) into (4.19) and multiplying by s on both sides, results in a parametric 

reduced order system corresponding to (4.1) as

(24(7)+2,(7)s+ 7,(7)s'+ A3(l)^)^ = B(s)b(Z) (4.21)

A similar approach to obtain the multidimensional reduced model for the system of 

(4.15) begins with a change of variables as

e, = 0,2, (4.22) 

where 2, €R’; q = qk +4x, +29 +q,; Vk^^t, and q, are the number of 

columns in 222 and Qx respectively. The parametric reduced order system is 

obtained by a congruence transformation by substituting (4.22) into (4.15) and pre­

multiplying by Q2, as
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(k|4,(2)+4,(2)+k4,(2))ê, =6(2) (4.23) 

where

7,-057,0, 1,-057,0,

1,-057,0: 6=05b (4.24) 

Substituting (4.13) into (4.23) and multiplying by k on both sides, results in a parametric 

reduced order system corresponding to (4.2) as

7(2)+7(T)k+7,2)*2)a, -kB(T) (4.25)

The size of the reduced system depends on the order q which is very small compared 

to the size of the original system N (i.e., q << N). Once the response of the reduced 

model is obtained from (4.21) and (4.25), the response at any node of the original system 

can be computed using (4.18) or (4.22) respectively.

An important advantage of this formulation is that the parameterized reduced order 

models of (4.21) and (4.25) preserve the original structure of the FEM formulation. Since 

(4.21) and (4.25) have linear and quadratic dependence with respect to frequency, they 

require fewer unknown variables when compared to the linear first order reduced models 

in (4.8) that were derived by the state space approach. Furthermore, the parametric 

frequency approach provides a flexible way to perform Krylov subspace reduction 

directly on the FEM system without having to introduce extra unknown variables. 

Numerical examples demonstrate that the parameterized reduced order models of (4.21) 

and (4.25) are more compact and require fewer unknown variables when compared to 

reduction techniques that convert the FEM equations to a linear first order representation.
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4.3.3 -Selecting the Order of the Reduced Model

The accuracy of the reduced model depends on the order q. The value of q must be 

large enough to capture the frequency and parameter variances of interest and small 

enough for the reduced model to be computationally efficient. To select the appropriate 

order q, error bounds are required to estimate the accuracy of the reduced systems in 

(4.8), (4.21) and (4.25) with respect to the original systems of (4.1) and (4.2). Some 

interesting error bounds in [77]-[79] could be applied to automatically select the order of 

the reduced models for in (4.8),(4.21) and (4.25); however, the implementation of these 

methods require extra memory resources. In this work, the approach used to estimate the 

accuracy of (4.8), (4.21) and (4.25) is to compute the differences between two successive 

orders of approximations as described in [18]. If the error difference between the two 

models is below a given tolerance, the reduced model is assumed to be accurate and the 

reduction process is terminated. This approach is computationally efficient and does not 

require additional memory resources.

4.3.4 -Sparsification of the Reduced Model

Model order reduction through the congruent transformation process typically results 

in reduced order matrices that degrade the sparsity of the reduced order model. 

Consequently, the dense reduced model presents storage and simulation run-time 

problems. In order to overcome this issue, diagonalization methods were presented in 

[79] to construct sparse reduced order models. In the proposed work, the sparsification of 
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the reduced order models obtained using the parametric frequency approach and state 

space approach were performed by applying the method in [79].

In order to sparsify the reduced model obtained using the state space approach of 

reduction, the reduced matrices G(2 2„) and C(A ⅛) in (4.8) are evaluated at 

specific values taken on by the design parameters that affect C(A ⅛) and 

G(2...⅛). After having evaluated the matrices G(2....ZJ and C (A .... ⅛) at 

specific design parameter values, equation (4.8) can be rewritten as

(I +kG C) = B............................................ (4.26) 

where I is the identity matrix.

A standard eigenvalue decomposition technique can then be employed on the dense 

matrix G'C resulting in

G è = SAS" (4.27) 

where Λ is a diagonal matrix that contains the eigen values. Since G 1C is a real matrix 

any complex eigen value or eigen vector will have a conjugate and hence, real matrices 

can be obtained using the following similarity transform

s, = SP and A, = PAP1 (4.28) 

where the entries in the transformation matrix P are defined in the following manner

• If A,, is real, P. = 1

• If 4 4/+1,/+1 Pi:i+1, i+1-

The eigen decomposition of the real matrix G C can then be expressed as 
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G-Ô = S,A,S; (4.29)

Using this eigen value decomposition, equation (4.26) becomes

(I + kA,)X = B (4.30)

where

X= Sr1X B= Sr1GlB (1.31)

The resulting equation (4.30) characterizes a real sparse reduced order model that can be 

very efficient for storage and simulation run time.

In order to sparsify the reduced model obtained using the parametric frequency

A A A
approach, the reduced matrices A4(A), A (2) and A2(A) in (4.25) are evaluated at

specific values taken on by the design parameters that affect A0(1), A1(1) and A2(1).

A A A
Once the matrices A4(A), A (1) and A2(1) are evaluated at specific design parameter 

values, the second order system can be converted to a linear state space form using (4.3)­

(4.4) in order to perform sparsification using a similar approach as described for the 

sparsification of state space approach.

Numerical examples presented in the next section demonstrate the efficiency of 

sparsification of the reduced order models. In the proposed work, the sparsification was 

not performed for the reduced system in (4.21) due to the presence of the frequency 

dependent term B(s) in the reduced model. Sparsification of the reduced order system 

that exhibit frequency dependent parameters is still a topic to be researched.
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4.4 - Numerical Examples
In this section, three numerical examples are presented. Within the context of this 

section, parametric frequency approach refers to the parameterized reduction algorithm 

described in Section 4.3.2, which treats each frequency variable in (4.1) or (4.2) as multi­

frequency parameters to perform multidimensional Krylov subspace reduction. State 

space approach refers to the parameterized reduction technique described in section 4.3.1 

[53], which converts the conventional FEM system based on the vector wave equation 

into a linear first order representation. Modified Gram Schmidt approach refers to the 

parameterized reduction technique that explicitly matches the moments of (4.1) or (4.2) 

using modified Gram Schmidt to construct the orthonormal matrix. All computations are 

performed on a Pentium 4 (2.80 GHz) PC with 2048 MB memory. The developed 

algorithms were programmed in MATLAB [80] and the LU decompositions were 

performed using the direct method of [81].

4.4.1 - Example 4.1

Dielectric Post Inside a WR90 Waveguide.
This problem considers a dielectric post inside a WR90 waveguide which was 

proposed in [44],[53] (Figure 4.1). This example was considered to study the scattering 

effects due to the variations in the dielectric permittivity of the post inside the waveguide. 

Parameterized model order reduction techniques are used to model variations with 

respect to frequency and dielectric permittivity. The structure was discretized using 6699 

tetrahedral elements; the total number of FEM degrees of freedom in the original system 

of (4.2) is equal to 10288. The range of interest of the relative permittivity εr of the 
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dielectric obstacle is from 6 to 10 and bandwidth of interest is from 8 GHz to 12 GHz. 

The expansion point for both the frequency variables and electric permittivity are chosen 

to be in the middle of the range of interest. In this example, the parametric frequency 

approach is compared with the state space approach. To make a fair comparison the size 

of the parameterized reduced order model for the state space approach will be twice the 

size of the parametric frequency approach, since state space approach yields first order 

models (i.e. linear dependency with respect to k) while the parametric frequency 

approach yields second order models (i.e. linear and quadratic dependency with respect to 

k). To reduce the system of (4.2) using the parametric frequency approach required 16 

moments for k, 1 moment for k1 and 2 moments for the parameter εr (total number of 

moments 19). For the state space approach, 34 moments for k and 4 moments for εr were 

used (total number of moments 38) to obtain a reduced order system twice the size of the 

parametric frequency model. Figure 4.2 to Figure 4.4 shows the magnitude of the 

reflection coefficient Sn as a function of frequency for different relative permittivity 

values at 8,= 6, εr= 8, and εr= 10 for the original system and the parameterized 

reduced models given by the parametric frequency approach and the state space 

approach. For εr = 8, both parametric frequency approach and the state space approach 

match the response of the original system as shown in Figure 4.3. However as the relative 

permittivity εr deviates from the point of expansion of εr= 8 the accuracy of the 

frequency response for the state space approach deteriorates as shown in Figure 4.2 for 

εr= 6 and Figure 4.4 for εr= 10. To match the response of the original system over the 

entire range of interest using a single expansion point, the state space approach required a 

total of 87 moments as reported in [53] and shown in Figure 4.5. For this example the 
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size of the parametric frequency approach is 4 times smaller than the state space 

approach. Table 4.1 compares the total size and CPU times to generate the parametric 

reduced order systems for both the approaches. It should be noted that the state space 

approach makes use of the modified block Arnoldi approach proposed in [48], and hence 

the generation of Krylov subspace can be formulated at the same computational cost of 

the solution of (4.2) at a single frequency. The CPU times taken to generate the 3D plot 

of Figure 4.5 using 100 frequency points and 15 different values of the relative 

permittivity of the dielectric obstacle ranging from εr =6 to 10 for the original system and 

for the reduced systems obtained using the parametric frequency approach and the state 

space approach with and without sparsification is shown in Table 4.2. The total 

simulation time using the sparse reduced order models includes the time taken for eigen 

decompositions performed at each design parameter point in order to sparsify the reduced 

order model. It is clear from Table 4.2, that once the reduced models are sparsified, the 

total simulation time taken to solve the sparse reduced model is negligibly small when 

compared to the original simulation time.

Figure 4.1: Dielectric Post inside WR90 waveguide ;d= 6 mm, c = 12 mm.
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TABLE 4.1
COMPUTATIONAL INFORMATION - EXAMPLE 1

Solution Method Size CPU Time to 
generate 

reduced system

Savings in 
Size

Original System 10288

Parametric Frequency 
Approach

38 1.59 sec 99.63%

State Space Approach 174 1.74 sec 98.31%

TABLE 4.2
COMPUTATIONAL INFORMATION - EXAMPLE 1

Solution Method Size Eigen 
Decomposition 
(Sparsification)

Simulation 
Time

Total 
Solution 

Time

Speed 
Up 

Factor
Original System 10288 - 1641 sec 1641 sec -

Parametric 
Frequency 
Approach

Without 
Sparsification

38 - 7.02 sec 7.02 sec 234

With 
Sparsification

76 1.17 sec 0.7035 sec 1.874 sec 876

State Space 
Approach

Without 
Sparsification

174 68.85 sec 68.85 sec 24

With 
Sparsification

174 3.98 sec 0.945 sec 4.925 sec 333
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4.4.2 - Example 4.2

H-plane Waveguide T-junction loaded with a partial height cylindrical post
An H-plane WR75 (0.75in x 0.375in) rectangular waveguide T-junction loaded with a 

cylindrical post proposed in [70],[82] is shown in Figure 4.6. This example is important 

to test due to the fact that the cylindrical post loaded inside the waveguide could be a 

metallic conducting post and the original system for the corresponding problem exhibits 

complex frequency dependence due to the presence of β(s) in (4.1). Hence the 

efficiency and validity of the parametric frequency approach could be tested for this 

special case. The radius and height of the post are chosen as 0.05in and 0.3in 

respectively. The waveguide structure was discretized using 14468 tetrahedral elements; 

the total number of FEM degrees of freedom in the original system of (4.1) is equal to 

17875. The bandwidth of interest for this problem is 10GHz-15GHz. A parameterized 

reduced order model is generated which can be used to investigate the scattering effects 

of two different cases: a) when the cylindrical post is a metallic conducting post (i.e, 

o = 5.889e7 and εr = 1); b) when the post is a lossy dielectric post (i.e, σ=0 and the 

relative complex permittivity varies from 6,=1-j 0.1 to 4-j0.25). To derive a compact 

parametric reduced order model two expansion points were selected corresponding to the 

two cases: a) frequency = 12.5GHz, o = 5.889e7 and €, =1; b) frequency = 12.5GHz, 

σ =0 and €,=2.5-j0.175.
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In this example, since the frequency dependent term β(s) is present in (4.1) the PMR 

technique cannot be performed based on the state space approach. Hence the 

parameterized reduced order models are derived for the system of (4.1) using the 

parametric frequency approach and the traditional modified Gram Schmidt approach. To 

derive equivalent size reduced order models for both approaches, the following moments 

were selected. The parametric frequency approach used 8 moments for s, 1 moment for 

S1, 1 moment for S2, 1 moment for σ and 1 moment fors, for the expansion of case a); 

and 8 moments for s, 1 moment for S1, 1 moment for S2, 1 moment for o and 3 moments 

for εr for the expansion of case b) (total number of moments 26). The modified Gram 

Schmidt approach used 10 moments for s, 1 moment for σ and 1 moment for a, for the 

expansion of case a); and 10 moments for s, 1 moment for σ and 3 moments for εr for 

the expansion of case b) (total number of moments 26). Figure 4.7 to Figure 4.9 shows 

the magnitude Sn as a function of frequency for different parameter values when 

o = 5.889e7 and 6, =1; when σ =0 and €, =1-j0.1 and when o = 0 and €, =4-j0.25. 

As expected, the parametric frequency approach is able to achieve better accuracy than 

modified Gram Schmidt approach, since it takes advantage of the Arnoldi algorithm to 

calculate moments. For this example, modified Gram Schmidt failed to capture the 

frequency moments beyond tenth moment with respect to s and was not able to capture 

entire range of interest without using additional expansion points. On the other hand, 

parametric frequency approach required 10 moments for s, 1 moment for S1, 1 moment 

for S2, 1 moment for σ and 1 moment fors, for the expansion of case a); and 14 

moments for s, 1 moment for S1, 1 moment for S2, 1 moment for σ, 10 moments for εr 

and 7 cross moments for the expansion of case b) (total number of moments 48) to 
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capture the entire range of interest as shown in Figure 4.10 and Figure 4.11 to Figure 

4.13. The CPU times taken by the original system and the reduced system using 

parametric frequency approach in order to generate the 3D plots of Figure 4.11 to Figure 

4.13 using 100 frequency points and 10 different values of the complex relative 

permittivity of the post ranging from εr= l-j0.1 to 4-j0.25 are shown in Table 4.3. A 

speed up of 99 was achieved using the reduced system obtained through the parametric 

frequency approach when compared to the original simulation time. The sparsification of 

the reduced system was not be performed for this example due to the presence of the 

frequency dependent term β(s) in the reduced system. Table 4.3 also compares the total 

size of both the systems and CPU time taken to generate the parametric reduced order 

model using parametric frequency approach.

Port 2
Figure 4.6: H-plane waveguide T-junction loaded with a partial height post. (Example 2)
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Figure 4.7: Frequency response comparison of the magnitude of reflection coefficient for 
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Figure 4.12: 3D comparison of the magnitude of S21 for Example2 when σ =0 and at 

different dielectric permittivity values.
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Figure 4.13: 3D comparison of the magnitude of S31 for Example2 when σ =0 and at
different dielectric permittivity values.

TABLE 4.3
COMPUTATIONAL INFORMATION - EXAMPLE 1

Solution Method Size CPU Time to 
generate reduced 

system

Simulation 
Time

Savings in 
Size

Speed Up 
Factor

Original System 17875 - 29901 sec - -
Parametric 
Frequency 
Approach

96 82 sec 299.6 sec 99.46% 99.8
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4.4.3 - Example 4.3

H-plane Waveguide (W.G) Bend
This example considers an H-plane Waveguide Bend [85] whose corner is cut by a 

45° electric wall. The design parameters so far considered in the previous two examples 

are medium and material properties. This example is important to test the validity and 

efficiency of the proposed technique due to the fact that the design parameter considered 

in this problem is a geometrical parameter. The design parameter considered here is the 

cut length d shown in Figure 4.14. The waveguide dimensions are a x b = 3.48 cm x 1.6 

cm. The structure was discretized using 4500 triangular elements; the total number of 

FEM degrees of freedom in the original system of (4.2) is equal to 2199. To calculate the 

moments of the original system with respect to the cut length d, the polynomial fitting 

based parameterized moment matching method proposed in [31], [34], [37] was used. 

The range of interest of cut length d is from 2.6cm to 2.9cm and the bandwidth of interest 

is from 5.16 GHz to 7.74 GHz.

This example compares parametric frequency approach with state space approach. To 

reduce the system of (4.2) using the parametric frequency approach required 20 moments 

for k, 1 moment for k1 and 4 moments for the cut length d (total number of moments 25). 

To achieve the same accuracy using the state space approach required 42 moments for k, 

12 moments for the cut length d and 8 cross-moments (total number of moments 62). 

Figure 4.15 and Figure 4.16 shows the magnitude of the reflection coefficient (S1i) as a 

function of frequency for different cut length d values ranging from 2.6 cm to 2.9 cm for 

the original system and the parameterized reduced models given by the parametric 

frequency approach and the state space approach. For their respective orders both 
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parametric reduced order models match the original system over the entire range of 

interest; however, the size of the parametric frequency approach is about 2.5 times 

smaller then the state space approach. Table 4.4 compares the total size and CPU times to 

generate the parametric reduced order systems for both the approaches. Once again, use 

of the modified block Arnoldi algorithm [48] for the state space approach makes possible 

the generation of Krylov subspace to be formulated at the same computational cost of the 

solution of (4.2) at a single frequency. The CPU times taken to generate the 3D plot of 

Figure 4.16 using 100 frequency points and 25 different values of the cut length of the H- 

plane waveguide bend ranging from d = 2.6 cm to 2.9 cm for the original system and for 

the reduced systems obtained using the parametric frequency approach and the state 

space approach with and without sparsification is shown in Table 4.5. Once again, the 

total simulation time using the sparse reduced order models includes the time taken for 

Eigen decompositions performed at each design parameter point in order to sparsify the 

reduced order model. It is clear from Table 4.5, that once the reduced models are 

sparsified, the total simulation time taken to solve the sparse reduced model is negligibly 

small when compared to the original simulation time.

Figure 4.14: H-plane waveguide bend (Example 3)
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Figure 4.15: Frequency response of the magnitude of the reflection coefficient (Su) for 
Example 3 at different cut lengths of the Hbend waveguide.
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Figure 4.16: 3D comparison of the magnitude of reflection coefficient (Su) for example3 
at different cut length values.
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TABLE 4.4
COMPUTATIONAL INFORMATION - EXAMPLE 3

Solution Method Size CPU Time to generate 
reduced system

Savings in 
Size

Original System 2199 - -
Parametric 

Frequency Approach
50 0.363 sec 97.73%

State Space 
Approach

124 0.377 sec 94.36%

TABLE 4.5
COMPUTATIONAL INFORMATION - EXAMPLE 3

Solution Method Size Eigen 
Decompostion 
(Sparsification)

Simulation 
Time

Total 
Solution

Time

Speed 
Up 

Factor
Original System 2199 - 396.1 sec 396.1 sec -

Parametric 
Frequency 
Approach

Without 
Sparsification

50 - 28.5 sec 28.5 sec 14

With 
Sparsification

100 3.90 sec 0.770 sec 4.67 sec 85

State Space 
Approach

Without 
Sparsification

124 - 302.3 sec 302.3 sec 1.3

With 
Sparsification

124 3.93 sec 0.775 sec 4.705 sec 84
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Chapter 5

Conclusion and Future Research

5.1 - Conclusion
In this thesis, two significant contributions have been made to combat the 

computational complexities involved in the simulation of high speed VLSI interconnects 

and high frequency microwave devices. Firstly, a new passive macromodel for lossy 

multiconductor transmission lines based on a high order FEM approximation has been 

presented [38]. The coefficients describing the macromodel are computed analytically in 

terms of predetermined constants and the transmission line p.u.l. parameters. Numerical 

examples demonstrated that due to the high efficiency of the sixth order approximation 

the proposed method offers an efficient means to discretize the transmission lines 

compared to the conventional lumped model, while preserving passivity. The formulation 

described was based on a sixth order FEM approximation; however, the method can be 

extended to higher orders while ensuring the passivity of the macromodel. The developed
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macromodel is applicable to model interconnects with frequency dependent p.u.l. 

parameters and can be incorporated with passive model order reduction techniques. 

Secondly, a parametric model order reduction methodology was developed for high 

frequency microwave problems solved using the finite element method [53]. 

Multidimensional Krylov subspace techniques were used to derive reduced order models 

as a function of frequency as well as other design parameters of the systems. This 

eliminates the need to redo the reduction for each optimization point and thus results in 

significant CPU cost savings. Furthermore, the method presented performs 

multidimensional Krylov subspace based reduction directly on the conventional FEM 

system obtained through discretization of vector wave equation. The new approach does 

not result in doubling the size of the original system in order to perform Krylov-based 

MOR and also enables one to handle frequency dependent parameters in the system 

which arises due to frequency dependent material properties and frequency dependent 

boundary conditions.

5.2 - Suggestions for Future Research
This section provides some suggestions for future research based on the work 

presented in this thesis.

1. In many situations sensitivity analysis is frequently required for the 

optimization of circuits and systems. If the proposed FEM macromodel for 

transmission lines is able to support sensitivity analysis, it becomes an 

important tool for interconnect optimization. Since the coefficients of the 

interconnect model are obtained analytically in terms of the predetermined 
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constants and per unit length parameters, the proposed transmission line model 

should be able to support sensitivity analysis with respect to any interconnect 

parameter.

2. High speed interconnects in modern printed circuit boards and multi chip 

modules are complex in geometry and hence extending the macromodel to 

handle nonuniform transmission lines is important. The proposed macromodel 

can be applied to transmission lines with nonuniform line parameters by 

expanding the line parameters as FEM basis function with respect to the 

position x.

3. The PMR technique presented in this thesis can be extended to solve various 

other electromagnetic problems. In electromagnetics, eigenvalue problems are 

often encountered in cavity resonance and wave propagation in both closed and 

open structures, such as metallic waveguides, microstrip transmission lines, 

and optical waveguides [7]. Application of FEM to these problems, results in a 

large generalized eigenvalue problem to be solved for each frequency. Solving 

these for many frequency points and design parameter values is a very high 

computational burden. Extending the PMR technique to these problems, would 

help in addressing these issues. Furthermore, the parametric frequency 

approach based PMR can be investigated to solve electromagnetic problems 

with frequency dependent material properties.
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