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Abstract

This thesis establishes new guidelines to aid a system planning 

engineer in the process of improving the small signal stability of power 

systems. These guidelines help in designing controllers to increase the 

positive damping of poorly damped or unstable electromechanical modes of 

oscillations. Design strategies for damping controllers on generators 

(called power system stabilizers) and on Static Var Compensators (called 

supplementary controls) are described. The same procedure can be used 

for designing damping controllers on other dynamic devices like HVDC 

link, Flexible AC Transmission System (FACTS) elements etc.

In this thesis the particulars of the appropriate system 

representation and the use of various analysis techniques are treated in 

detail. Also, in this thesis certain new techniques and innovations to the 

existing techniques for the small signal stability investigations and design 

of damping control on a power system are introduced, namely, modal 

torque calculations, use of voltage participation and observability factors 

and innovations to the standard pole placement technique of designing 

damping control to make it more robust.

Modal torque calculations, used to determine in a qualitative and 

quantitative manner the dynamic interaction between various devices and 
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their effect on system stability, is shown to be a very powerful for small 

signal stability studies.

A systematic procedure for the selection of a suitable location to place 

damping control is presented considering the controllability and 

observability of the device and feedback signal respectively, for the mode 

under consideration (the mode whose damping is to be enhanced). The 

controllability and observability aspects using the well known state 

participation factors are augmented by the use of a new sensitivity index 

called the voltage participation factor and a novel method for calculating 

the observability of a potential feedback signal to the mode under 

consideration respectively. The effectiveness of this procedure for the 

selection of a suitable site is validated through a case study of a test system.

The effectiveness of the standard pole placement technique used for 

the design of the damping control is enhanced from robustness 

considerations by certain innovations with regard to selecting the new 

location for the mode under consideration and the constraints placed on the 

phase characteristics of the damping control compensation network.

The proposed guidelines developed for the generalized procedure of 

designing damping control is validated through an extensive case study of 

a 39-bus test system presented in this thesis.
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Nomenclature

All of the symbols used in this thesis have been defined in the text at 

appropriate places. Definitions of some important symbols are reproduced 

here.

ωo : Base angular speed (radians/second)

H : Inertia constant of synchronous machine in per unit

D : Damping constant of synchronous machine in per unit

[A] : Matrix A or vector [A]

[A]τ : Transpose of matrix [A] or vector [A]

Δ(.) : Small deviation in the quantity (.)

SVC : Static Var Compensator

PSS : Power System Stabilizer

HVDC: High Voltage Direct Current

I,i : Current

V,v : Voltage

P,Q : Real and reactive power respectively

λ : Flux linkage in per unit (Chapter 2); Eigenvalue elsewhere

V : Flux linkage per unit voltage

Z,Y : Impdence and admittance respectively

9 : Damping ratio

Subscripts d.q and D.Q: Denote the direct (d,D) and quadrature (q,Q) 

components of the quantities refered to the machine rotor axis and the 

synchronously rotating reference frame respectively

xix



Chapter 1.

Introduction

1.1 General

Electric power systems are the most complex structures mankind 

has ever built. They span vast geographical areas transmitting energy 

over large distances. The stability and integrity of this system is vital for 

the economy. The power system must be reliable and ensure good quality 

of electric energy supplied to the user. However, these systems are prone to 

disturbances. A disturbance may be small or large in magnitude. These 

disturbances lead to different type of changes in the system. These 

changes may allow the system to operate under a stable condition or make 

it unstable. The instability of a power system can be loosely classified into 

two categories a)Steady state or small disturbance instability and 

b)Transient instability. The conditions for the onset of these instabilities 

and the corresponding remedial actions have been widely documented in 

the literature [2].

The steady state stability or small disturbance stability of a power 

system is defined as follows [24]:
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A power system is steady state stable for a particular steady state 

operating condition if, following any small disturbance, it reaches a 

steady state operating condition which is identical or close to the pre

disturbance operating condition. This is also known as small 

disturbance stability of a power system.

In general the term small signal stability is interchangeably used for 

steady state stability [6]. Small signal instability is prone to occur in 

situations where the system is operating near its power limit, or if remote 

generation is involved, or if the system is trying to achieve an operating 

point which is inherently unstable. Incidents such as the Northeast Power 

Failure of 1965 demonstrate the consequences of small signal instability [3]. 

Ever since then there has been a growing interest in the study of power 

systems to improve the small signal stability.

1.2 Problem of small signal instability

Almost on a continuous basis the power system undergoes small 

changes due to random switching of the loads. The inherent nature of the 

system to try and meet the load requirements cause low frequency 

electromechanical oscillations. This is due to the dynamic interactions 

between the mechanical and electrical torques applied to the generator 

rotating system. These oscillations are reflected as variations in the speed, 

voltage, frequency etc. of the system. When these variations remain within 

narrow bounds, the system is said to be stable in the small signal sense. 

Conversely, if these variations increase with time, the system is unstable. 

The relative small signal stability of the system depends on how well the 

electromechanical modes of the system are damped. The behavior of the 
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electromechanical modes of oscillations can be analyzed in a linearized 

domain, since the cause of small signal instability is not due to large 

deviations but the inherent system conditions which lead to instability. 

The improvement of small signal stability is achieved by the proper design 

of controls so as to increase the damping of electromechanical modes of 

oscillation. This calls for a detailed analysis of the power system through 

appropriate modelling of its components as well as a systematic approach 

to the design of the controls.

1.3 System modelling

The modelling of a power system in dealing with small signal 

stability studies has been a well researched topic [1]. As mentioned earlier 

small signal stability studies involve the analysis of the small signal 

(linear) behavior of the power system about an operating point. This has 

led to the development of linearized system models in the state space 

framework. The time frame of interest in the analysis of the small signal 

stability is between 1 to 10 seconds. By this time the stator quantities of the 

machines and the network voltages and currents would have reached the 

steady state and hence can be represented by algebraic equations [4]. A 

recent development in the representation of the power system is the use of 

component connection form to model all the dynamic devices in the system 

[1]. In this approach the development of the system model proceeds 

systematically with the development of individual subsystems or 

component models which are interfaced through appropriate variables. 

This makes modelling flexible and enables large, complex systems to be 

modelled conveniently [5].
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1.4 Control system design philosophy

The basic steps in the design of a damping control are: ' 

a)Selection of suitable location for installing the damping control 

b)Choice of suitable feedback signal to the damping control. 

c)Determination of damping control parameters.

Linear control theory can be used to design damping control for the 

damping of electromechanical modes of oscillations. There are many 

control system design techniques, ranging from classical control methods 

to optimal and adaptive. It is important to note that very few power utilities 

have incorporated designs using optimal or adaptive control methods; and 

where it has been used, it is on an experimental basis. The main 

shortcoming of the optimal design technique is its lack of robustness since 

the system can operate under a wide variety of operating conditions, 

thereby making an optimal design subjective [6]. Adaptive control 

generally requires an internal model of the system (state identification). 

The degree to which this model remains representative of the system 

limits the use of adaptive control. Traditionally, classical control methods 

have been used for design purposes in power systems. Techniques like root 

locus, frequency response and pole placement have been used, but mainly 

for the design of power system stabilizers (PSS) on generators.

Based on the feedback of signals like speed, frequency, or 

combination of these and other signals; a PSS is designed to provide a 

supplementary input to the excitation system. The excitation system acts 
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on this supplementary input and produces a torque. This torque has a 

component in phase with speed changes of the generator which aids the 

damping of the electromechanical modes of oscillation [7]. The frequency 

response technique is normally used to design the lead or lag network for 

providing the necessary phase compensation over the desired frequency 

range [6].

Damping of electromechanical modes of oscillation can also be 

achieved through the supplementary control of Static Var Compensators 

(SVC) [8]. For the proper design of SVC supplementary control it is 

necessary to take into account the system wide interaction between the 

generating systems. However, this may result in a single input/multi- 

output type situation and hence the frequency response technique used for 

the design of PSS cannot be directly applied. In this situation the design of 

the phase compensation network will become quite complex and may 

deteriorate into a trial and error procedure. A need therefore exists to 

develop a systematic procedure for the design of SVC supplementary 

control. In addition to frequency response, pole placement techniques have 

also been used for the design of damping control [8,9,10]. This approach for 

control design has the advantage that the complete system dynamics can 

be conveniently handled.

In a large system, the location of damping control (power system 

stabilizer, supplementary control on SVC, etc) plays an important role in 

establishing its effectiveness on damping electromechanical modes of 

oscillation. A suitable location can be determined, based on the state 
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participation factors [11,12]. State participation factors give the sensitivity 

of the eigenvalues to the diagonal elements in the state matrix. The 

magnitude of the state participation factor gives an indication of the 

contribution of that state to a particular mode of electromechanical 

oscillation (eigenvalue). In situations where state participation factors 

cannot provide adequate information, a need exists to develop alternative 

criterion using other system quantities.

To enhance the effectiveness of the damping control the proper 

selection of feedback signals to the damping controllers is important. 

Years of field experience coupled with detailed analysis has shown that 

speed, frequency, line power flows or combinations of these form 

satisfactory feedback signals to power system stabilizers [13]. In the 

selection of feedback signals for supplementary control on SVC one cannot 

rely on field experience as this is minimal. Some work done in this area 

pinpoint line currents, line active power, bus frequency, active current 

components as possible signals [14].

1.5 Objective and scope of the thesis

The above discussion points to a need to develop a systematic 

approach for the design of damping control taking into consideration the 

dynamic interaction between the various components of a power system. 

In an attempt to accomplish this, the specific objectives of this thesis are 

established as:



7

a)Develop a better understanding, on a quantitative basis, of the dynamic 

interactions between the various power system components and their effect 

on the system stability.

b)Develop an alternate criteria for the determination of a suitable location 

of the damping control. The need for this arises when the state 

participation factors may not provide adequate information. 

c)Develop a generalized procedure based on the mode observability criterion 

to select the appropriate feedback signals for the damping control. 

d)Develop a design strategy for increasing the robustness of a damping 

control. The robustness of the design ensures that the damping control 

will operate effectively under a wide range of operating conditions to 

increase the damping of electromechanical modes of oscillation.

This thesis proposes new guidelines for the systematic design of 

controllers for damping electromechanical modes of oscillation. Special 

attention is required for the design of supplementary controls on Static Var 

Compensators.

1.6 Outline of the thesis

Chapter 2 describes the development of the linearized power system 

model in the state space form. Standard techniques ( state participation 

factors, mode shape determination, frequency response, residue and time 

response calculation) for the small signal stability analysis of power 

systems and design of control is described in Chapter 3. Certain 

shortcomings in these techniques are overcome by certain improvements 

and new techniques are brought forth in Chapter 4. Also, in Chapter 4, the 
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effect of various power system components on the small signal stability of 

the system is described. Here emphasis is laid on the quantitative 

assessment of the effect a device (like SVC) has on system stability. Also, 

the concepts of voltage participation factors and the observability of 

eigenvalues in various system signals is described.

The guidelines and procedures for the design of the damping control 

using a pole placement technique employing the residue method, is 

discussed in Chapter 5. Certain innovations for making the damping 

control more robust are also proposed in this chapter.

The structure and salient features of the Small Signal Stability ( S3) 

program developed for the purpose of conducting small signal stability 

investigations is described in Chapter 6. Also, case studies of a test system 

employing the proposed design procedures for damping control are 

reported in Chapter 6.

Chapter 7 summarizes the conclusions drawn from this thesis and 

submits the future scope of work.



Chapter 2.

Power System Modelling

2.1 General

This chapter describes the development of the system model in the 

state space framework for small signal stability analysis of power systems. 

The overall system model is developed in a modular fashion utilizing the 

various device (subsystem) models.

2.2 State space representation

A linear dynamic system described by state space equations has the 

following form,

[X] = [A] [X] + [B] [u] (2.001)

[y] = [C] [X] + [D] [u] (2.002)

where, [X] is the state vector, a set of system variables which, when known, 

completely describes the system, [u] is the vector of applied inputs to the

9
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system, [y] is the output vector, [A] is the system state matrix, [B] is the 

input matrix defining the distribution of the inputs into the system, [C] is 

the output matrix defining the linear combination of the states forming 

each output and [D] is the feedforward matrix defining the linear 

combination of the inputs forming each output.

The size of the vector [X] is equal to the number of states used to 

represent the system under consideration and matrix [A] is a square 

matrix whose size is equal to the number of states in the system modelled. 

Also, [X] = ⅛ [X]

2.3 System modelling - a macro view

The development of the power system model for small signal stability 

analysis requires appropriate representation of the dynamic behavior of the 

various constituent devices of the power system and the interaction between 

them. These constituent devices are generally generating system, reactive 

power control devices, HVDC transmission system, loads etc. One 

approach to model the system is to represent each individual device in the 

linearized state space framework about an operating point, as given below,

LXal = [Ad] [Xd] + [Bd] [ΔVd] 

[ΔId] = [Cd] [Xd] - [Yd] [ΔVd] 

(2.003)

(2.004)
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where, [Xd] is the state vector of the device, [ΔVd] is the vector of all the 

small signal changes in the bus voltages (p.u.) which are input to this 

device, [ΔId] is the vector of all the small signal changes in the current 

injections into the buses by this device (p.u.), [Ad] is the individual device 

state matrix, [Bd] is the bus voltage input distribution matrix, [Cd] is the 

device output distribution matrix for the device states, and [Yd] is the device 

admittance matrix.

It can be seen that Equations (2.003) and (2.004) represent each device 

as a voltage controlled current source. As the various devices in the power 

system interact through the transmission network, their respective 

component models can now be conveniently interfaced through appropriate 

network variables (voltage and current). The transmission network is 

treated to be under steady state for small signal stability analysis and is 

represented in the linearized domain about an operating point, by the 

equation,

[ΔI] = [Yn] [ΔV] (2.005)

where, [YN] is the bus admittance matrix.

2.3.1 System State Matrix

The individual state space equations of the dynamic devices are 

stacked together in the following form,
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[X] = [Astl [X] + [Bstl [AV] (2.006)
[ΔI] = [Cst] [X] - [Yst] [ΔV] (2.007)

where, [X] is the complete state vector for the power system, [ΔV] is the 

vector of the network small signal changes in the bus voltages (p.u.), [ΔI] is 

the vector of the network small signal changes in the current injections 

(p.u.) into the buses by the system devices, [Ast] is the stacked state matrix 

built up from all the individual device state matrices in the block diagonal 

form, [Bst] is the stacked device bus input matrix built up from all the 

individual device bus input matrices in the block diagonal form, [Cst] is the 

stacked device output matrix built up from all the individual device output 

matrices in the block diagonal form, and [Yst] is the stacked device 

admittance matrix built up from all the individual device admittance 

matrices in the block diagonal form.

Combining Equations (2.005), (2.006) and (2.007), the overall system 

state matrix [A], can be derived as,

[A] = [Ast + Bgt[YN+Yst]-iCst] (2.008)

This modular approach known as the 'component connection form' 

provides flexibility and ease in formulating the overall power system model. 

By virtue of the fact that each device is represented separately and then 

interfaced, it is possible to represent the device to any desired degree of 

detail. Also, the approach extends the flexibility to conveniently augment 
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the system model to include the representation of any new device. The 

formation of the state matrix [A] for a sample power system is illustrated in 

Appendix (A1.1).

An important consideration in the development of the power system 

model is the proper interface of the various device dynamics. Since, each 

synchronous machine in a power system is represented on its individual 

direct (d-) and quadrature (q-) axes, these can be interfaced to the other 

power system components only if all the component models including the 

synchronous machine model can be transformed to a common reference 

frame. In this context, a discussion on the common reference frame 

(synchronously rotating reference frame) will be in order.

2.3.2 Synchronously rotating reference frame

The various power system components can be conveniently modelled 

using phase variables except synchronous machines which results in 

differential equations with time varying coefficients. To avoid these time 

varying elements, it is customary to express the machine equations in the 

direct (d-) and quadrature (q-) axes components using Park's 

transformation. The machine interface to the external system is then 

described through the terminal voltages and currents,’ which are 

referenced to the machine d- and q- axes. The direct (d-) axis lags the 

quadrature (q-) axis by 90° and is taken to be fixed on the machine rotor. 
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Thus, each machine model will result in a different set of direct (d-) and 

quadrature (q-) axes reference frame.

The proper interface of the machine models to the rest of the system 

which, may be represented in the phase variable domain, would require the 

transformation of all the device models to a common coordinate axes 

(reference frame). The common coordinate axes (direct axis D- and 

quadrature axis Q-) which form the synchronously rotating reference 

frame, are established with respect to the system slack bus. The direct (D-) 

axis coincides with angle reference of the slack bus and lags the quadrature 

(Q-) axis by 900. The relationship between the phase variables and the D- 

and Q- axis reference frame is depicted in Figure (2.1).

Figure (2.1): D-Q components of a phasor quantity



1 5

The phase variable (f,ff where a,b,c denote the phases) are related 

to the D-Q components (fp, fo)as follows [21],

fd

fo

ι cos θ sin θ 

f = cos (θ-120) sin (Θ-120) 
^ L cos (@-240) sin (@-240)

Since, the system is treated to be balanced for small signal stability 

analysis, there will not be any zero sequence component. In case of 

synchronous machine, the relationship between the machine d-q axes and 

the system common reference frame (D-Q axes) is shown in Figure (2.2).

The voltage equation describing a synchronous machine under 

steady state is given by,

E=v+ifa+jix (2.009)

where, all boldface quantities are phasors, E, vt and it are the phasor 

quantities respectively of the internal EMF, terminal voltage and current, of 

the machine expressed in per unit and ra, Xg are respectively the stator 

resistance and quadrature (q-) axis reactance of the machine expressed in 

per unit. The (d-q) and (D-Q) components of the terminal voltage and 

current are related to the phase quantities as,

vt = vd+Jvq 5 and vt = vD+jvQ 

i = ia + jiq; and i, = ip + jio 
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where, subscripts d, q, D, Q denote the (d- and q-) and (D- and Q-) 

component quantities (voltage and current ) respectively.

Any quantity (f) expressed in the d-q components can be transformed 

as given below to the D-Q components and vice-versa, using the 

transformation matrix [Tcs] which is derived from Figure (2.2).

q - Axis

δ

d - Axis

VDX 
ip

Figure (2.2): D-Q & d-q reference frames for a synchronous machine
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[⅛q1 - [Tcsl [fdql
Efdq] = CTcs]T [⅛q]

(2.010)

(2.011)

where,

[fpol = [ fp fo IT; [fdql = [ fa f IT; and [Tcs] = COS δ

. sin δ

-sin δ

cos δ .

The determination of the angle δ between the machine reference 

frame and the system reference frame can be obtained from the equation 

given below.

i . it Xq cos 0-lit ra sinetan(β+δ ) =------------------------------------------
itra cos θ +it Xq sinθ +∣vt∣

(2.012)

VDwhere, tanβ = , and θ is the power factor angle of the machine, and the 

load angle (90-β) is the bus voltage angle as obtained in the load flow 

calculations.

Expressing the machine terminal voltage and current in d-q and D-Q 

components using Equations (2.010) and (2.011), the following equations are 

obtained upon linearization,

[Δvdq] = [Tcs] [∆vdq] +
Γ -VQ 1 ∆δ

VD
(2.013)
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[∆idq] = [Tcs]T [Δ1dq] + [Tcs]τ
iQ

-ip
AS (2.014)

where,

[Δvdq] = [Δvd Δvq ]τ ; and [Aipol = [Aip AiQ JT

In Equations (2.013) and (2.014) the operator Δ signifies a small 

change around an operating point.

2.4 System modelling - a micro view

The overall power system model is built up from the individual 

subsystem models for generating system, static var compensator, loads, 

transmission network, etc. Loads can be assumed to be of the constant 

impedance form and included as part of the transmission network which, 

in turn, is represented by algebraic equations as it is treated to be under 

steady state for small signal stability studies. The other dynamic devices 

(subsystems) which comprise of various constituent blocks can be 

represented through the models of these blocks depending on the degree of 

■ detail required.

A typical generating system model consists of the synchronous 

machine model and various other control systems like, the excitation 

system model for terminal voltage regulation, the power system stabilizer 

(PSS) model for damping enhancement, the prime mover model for 

mechanical power input regulation etc. The synchronous machine of the 
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generating system can be modelled in two ways, the classical model and the 

flux linkage model. The classical model of the synchronous machine is 

used when only the machine dynamics of the rotating system is considered 

adequate in representing the dynamics of the generating system. The flux 

linkage model of the synchronous machine is used when, apart from the 

dynamics of the rotating system, a need is felt, to represent the rotor 

dynamics, or/and the dynamics of the controls associated with the 

generating system.

The static var compensator (SVC) model comprises of the voltage 

regulator model (needed to maintain the specified bus voltage magnitude) 

and may include the supplementary control model (needed for damping 

enhancement).

The various control systems which are part of the devices, i.e. 

excitation system and PSS on the generating system and, the voltage 

regulator and supplementary control on the SVC, can be modelled in an 

identical manner. The modelling of the control system involves the 

formulation of the state space equations describing its dynamic behavior.

2.4.1 ControlSystemmodel

A control system is built up of elementary blocks like lead, lag, 

washout, etc. Each of these control blocks can be represented by an 

individual state space equation of the form, 
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x=ax+bu (2.015)

y = cx + du (2.016)

where, x is the state variable of the control block, u is the input to the control 

block, y is the output of the control block and a,b,c,d are the coefficients of 

the state space equations. The method of representing individual 

elementary control blocks like lag, lead and washout are shown in 

Appendix (A1.2).

For a control system comprising of many blocks, the individual state 

space equations for each block are determined (in the form of Equations 

(2.015) and (2.016) ), and are stacked together to get,

[Xc] = [A] [Xc] + [B] [u] (2.017)

[y] = [C] [Xc] + [D] [u] (2.018)

where, [Xc] is the state vector of the control system, [A], [B], [C], [D] are the 

matrices assembled from the stacking of the state space equations of each 

individual control block, [u] is the vector of the inputs to all the individual 

blocks, and [y] is the vector of the outputs from all the individual blocks.

The interconnection between the various control blocks, external 

inputs and the final control system output [z] is given by,

[u] = [L] [y] + [G] [U] (2.019)
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[z] = [M] [y] + [K] [U] (2.020)

In Equations (2.019) and (2.020) the vector [U] consists of suitable variables, 

whose linear combinations form the external inputs to the control system. 

The inputs to the control blocks [u], as seen from Equation (2.019) is the sum 

of the linear combinations of the external inputs defined by the relation 

[G][U] and the linear combinations of the outputs of the other control blocks 

present in the system defined by the relation [L] [y]. Depending on the 

external inputs to the control system and the control blocks to which they 

are applied, the coefficient matrix [G] is accordingly derived. Similarly, 

depending on the structural interconnections of the various blocks in the 

control system, the matrix [L] is formulated which defines the input/output 

relationship between the various blocks.

Based on the similar lines of deriving the matrices [L] and [G], 

matrices [M] and [K] can also be formed. The matrix [M] describes the 

contributions of the outputs of the various internal elementary blocks to 

each of the final outputs from control system, and [K] is the feedforward 

matrix describing the contributions of the external inputs to the final output 

of the control system.

From the above discussion it is seen that the identity of the input and 

output of each control block is maintained by separately defining the vectors 

[u] and [y]. This procedure of defining a separate input [u] and output 

vector [y], provides the flexibility to account for the structural changes in 

the control system being modelled.
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Eliminating the vectors [u] and [y] from Equations (2.017) to 2.020), 

the final form of the state space equations of the control system is derived 

as,

[Xel - [AIDX]+IBI DU] (2.021)

[z] = [Mc] [Xc] + [Kc] [U] (2.022). 

where,

[Ac] = [A + BL[I-DL]-ι.C]; [Bc] = [B L [I - D L]1 DG+B G];

[Mc] = [M [I - D L]-1 C ] ; and [Kc] = [M [I - D ‰]1 D G + K]

The procedure outlined above for obtaining the control system state 

space equations is highly flexible as modifications can be easily 

incorporated. An example is given in Appendix (A1.3) to illustrate the 

development of a control system model.

2.5 Classical model of the synchronous machine

The classical model of a synchronous machine is the simplest form of 

representing its dynamics. This model is used if the detailed 

representation of a machine dynamics is not considered important for the 

analysis under consideration. In this model the assumptions made are 

that the field flux linkages are constant, the stator resistance is negligible, 

and the d- and q- axes transient reactances are equal. Thus, the machine
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can be modelled as a voltage source E behind a transient reactance xd' as 

shown in Figure (2.3).

jxd

Voltage behind 
transient reactance Generator 

terminai bus

Figure (2.3): Classical model of the synchronous machine

In Figure (2.3), all the boldface quantities are phasors and vt is the machine 

terminal voltage (p.u.).

2.5.1 State variables

The state variables chosen to derive the classical model of the 

synchronous machine are, the small changes in the angular velocity of the 

synchronous machine (∆ω; p.u.) and the small changes in the rotor angle 

(∆δ; p.u.). The rotor angle is defined as the angle between the machine 

direct (d-) axis and the common reference direct (D-) axis. Thus, the state 

vector of the classical machine is,

[Xcl] = [Δω Δδ]T (2.023)
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2.5.2 Initial equations for the state space formulation

The direct (d-) and quadrature (q-) axes terminal voltages of the 

synchronous machine neglecting the rate of change of stator and rotor flux 

linkages can be expressed as,

Vd = -000 Àq 

Vq = @0 Nd 

(2.024)

(2.025)

where, vd , vq are the d-q axis components of the machine terminal voltage 

in per unit.

The dynamics of the rotating parts of the machine is described by the 

following equation which is derived in Appendix (A1.4).

I @0 d.c — Pbase ( @0 λq id ^ C00 Ad iq ) (2.026)

where, Pbase is the base power of the system (MVA), 00 is the base angular 

speed of the system in radians/second, ω is the angular speed of the 

machine (p.u.), I is the moment of Inertia of the rotating parts of the 

synchronous machine in Kg-m2, Aa and Ag are the direct (d-) and 

quadrature (q-) axes components of the stator flux linkages (p.u.).

The flux linkages (λ) can be expressed in per unit voltage (ψ), as,

Ψd = ωoλq (2.027)



25

Ψq = ω0λd (2.028)

Rewriting Equations (2.024) to (2.026) using Equations (2.027) and (2.028) 

gives,

vd = -ψq (2.029)

vq = ψd (2.030)

Iω0 dω= Pbase(ψqid-ψdiq) (2.031) 
dt

Linearizing Equations (2.029), and (2.030) gives,

Δvd = -Δψq (2.032)

Δvq = Δψd (2.033)

The d- and q- axes flux linkages are related to the stator d- and q- axes 

currents as,

λd = -Ld'id (2.034)

λq = -Ld,iq (2.035)

where, Ld, is the d- axis transient inductance. Combining Equations (2.027) 

and (2.028), with Equations (2.034) and (2.035) results in,

Ψd = -xd' id

Ψq = -xd iq

(2.036)

(2.037)



26

Linearizing Equation (2.036) and (2.037) gives,

Δψd = -xd'Δid (2.038)

Δψq = -xdlΔiq (2.039)

2.5.3 Derivation of the state space equations

Equation (2.031) is linearized as,

2HAO=[Vq -Ψd] 
ωo 1

Δid

Δiq
+ [-iq id 1 (2.040)

where, H is the inertia constant of the machine (p.u). The derivation of 

Equation (2.040) is given in Appendix (A1.4). Substituting Δψd and Δψq from 

Equation (2.038) and (2.039) in the above equation gives,

. Δid

WXAo=L-Fa E 1 As,. (2.041)

where, Ed and Eq are the d- and q- axes components of the voltage behind 

the transient reactance and can be expressed as,

Ed = - (Ψq + xd' iq ) (2.042)
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Eq = Ψd + xd' id . (2.043)

The states Δω and Δδ are related as,

Δδ =∆ω (2.044)

From Equations (2.032), (2.033), (2.038) and (2.039), the terminal voltage and 

current can be related as,

[∆vdq] = [Zd] [∆idq] (2.045)

where, [∆vdq] = [ Δvd Δvq]τ; [∆idq] = [ Δid Δiq]τ ; and,

[¾]=f 0 Xa
- -Xd 0.

2.5.4 Transformation to the D- and Q- coordinates

In the state space equations derived above the terminal voltage and 

current are referenced to the d- and q- axes of the machine. It is necessary 

to transform these voltages to the D- and Q- axes of the system for proper 

interface of the machine to the system. Applying the transformation given 

by Equations (2.013) and (2.014) to the Equations (2.045), the terminal voltage 

and current in the D and Q coordinates are related by the following 

expression.



28

[Aipol = [Cdell Δδ - [Yal [ΔV0q] (2.046)

where, [Δvdq] = [ AVp ΔvQ]τ; [Aipol = [ Aip AioJT ;

[cω]=[ Ep Eo; and [Ya] = - [Za]1
. xd xa' .

E0 and Eq are the D- and Q- components of the voltage behind the transient 

reactance, and is given as,

ED = Vp- xd iQ

eQ = vQ + xd' iD

(2.047)

(2.048)

Transforming the terms in Equation (2.041) expressed in the d-q 

coordinates to the D- and Q- coordinates, and substituting for [Aipol from 

Equation (2.046), gives,

Ao = a12 Δδ + [Bv] [Δvdq] (2.049)

where,

a12 " 2H QID - eD 1Q '--------- — ∕ '
Xd

and, [B,1= 2 =E Ep

ZHL xd xd J

(2.050)
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2.5.5 Final state space equations

Equations (2.049), (2.045) and (2.047) can be put in the general form of 

Equations (2.003) and (2.004) to result in the following state space model of 

the classical representation of the generating system.

[Xd] = [Ad] [Xd] + [Bd] [ΔVd]

[ΔId] = [Cd] [Xd] - [Yd] [ΔVd]

(2.051)

(2.052)

where, [Xal =
Δω

. Δδ -
[AVal = [Δydq] ; [ΔId] = [AipQ ];

[AdJ= I a12
0 [Bal= o ;01x2

and [Cd] = [02×l Cdel]
Γ Bv 1

2.6 Flux linkage model of the synchronous machine

A synchronous machine having three stator windings, one field winding 

and five equivalent damper windings - two along the direct (d-) axis and 

three along the quadrature (q-) axis, on the rotor are considered in deriving 

the detailed synchronous machine model using flux linkage 

representation. Figures (2.4a) and (2.4b), show the d- and q- axes equivalent 

circuits of the synchronous machine respectively [1,14,15].
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Ta X] χcι Xc2

XflXkld1

Xad

Γkdl Tkd2

Figure (2.4a): Synchronous machine d- axis equivalent circuit

X]

Xklql

Tkq3

Xaq

Figure (2.4b): Synchronous machine q- axis equivalent circuit

In Figures (2.4a) and (2.4b), the various quantities are,

ra, xj = Stator resistance and leakage reactance (p.u.), respectively.

rf, xf = Field winding resistance and leakage reactance (p.u.), respectively.

rkdi> Xkldi = Damper winding resistance and leakage reactance (p.u.) in the 

d- axis equivalent circuit respectively. Fori = 1, 2.

rkqj> Xklqj = Damper winding resistance and leakage reactancè (p.u.) in the 

q- axis equivalent circuit respectively. Forj = 1 to 3.
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In Figures (2.4a) and (2.4b), the unsaturated value of the mutual 

reactances on the d- and q- axes is given respectively as Xad and xaq. These 

mutual reactances are influenced by the saturation of the synchronous 

machine. If saturation is to be represented in the flux linkage model of the 

synchronous machine, then the saturation factors Sa, Sq and the 

incremental saturation factors Sdi and Sqi have to be calculated. The 

determination of these factors is given in Appendix (A1.5). If saturation of 

the machine is not considered then, 

Sd=Sq = Sdi = Sqi = I (2.053)

The following reactances are defined based on the equivalent circuits of 

Figures (2.4a) & (2.4b).

Xads - xad Sd (2.054a)

xaqs = xaq Sq (2.054b)

xadsi - xad Sdi (2.054c)

xaqsi = xaq Sqi (2.054d)

xd = xl + xads (2.054e)

*q-X+ xaqs (2.054f)

xdi — X1 + xadsi (2.054g)

xqi — xl ÷ xaqsi (2.054h)

' xads xfl (2.054i)Md - xI + χads + χfl

' l xadsi xfl (2.054j)xdi - xI + χadsi ⅛ χfl

xq' = xq (2.054k)

xqi - xqi (2.0541)

xf = Xadsi + xA +xcl +xc2 (2.054m)
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xfdl = xadsi + xcl (2.054n)

xfd2 - xadsi + xcl + xc2 (2.0540)

xkdl = xadsi +Xkld1 + xcl (2.054p)

xkd2 - xadsi +Xkld2 + xcl + xc2 (2.054q)

xdl2 = xadsi + xc2 (2.054r)

xkql = xaqsi +Xklq1 (2.054s)

Xkq2 = xaqsi +Xklq2 (2.054t)

Xkq3 = xaqsi +Xklq3 (2.054u)

Xq12 — Xaqsi . (2.054v)

xql3 = xaqsi (2.054w)

xq23 - xaqsi (2.054x)

These reactances are used in the formulation of the state space 

equations of the synchronous machine. If fewer damper windings are to be 

considered in the machine representation, the d- and q- axis equivalent 

circuits can be modified by ignoring the appropriate damper winding 

branches.

2.6.1 State variables

In the flux linkage model of the synchronous machine the state 

variables chosen are, the small changes in the angular velocity of the 

machine (∆ω in per unit), small changes in the rotor angle (∆δ in per unit), 

the small changes in the field flux linkages (∆ψf expressed in per unit 

voltage) and the small changes in the d- and q- axes damper winding flux 
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linkages (Vkdm and ÂVkqn, expressed in per unit voltages). Thus, the state 

vector of the machine for the flux linkage representation is,

[Xg] = [Δω Δδ AVr Δψkdm Δψkqn]T (2.055)

The rotor angle Δδ is defined as the angle between the machine direct (d-) 

axis and the common reference (D-) axis.

2.6.2 Initial equations for the state space formulation

Park's equation for the synchronous machine neglecting the rate of 

change of stator flux linkages are given below [1,18,21].

Va =Taia - 0Aq (2.056)

Vq =Taiq + 00 Aa (2.057)

V=rie+ dAf (2.058) 
dt

0 =Tkdmikdm + dAkdm, • m = 1,2. (2.059) 
dt

O=Tkqnikqn + d.Akqn; Vn = lto3. (2.060)
dt

The quantities vd, vq, id, iq,@0, ω, λd, and Aq have already been defined, with 

reference to the classical model of the synchronous machine. The other 

quantities not defined so far are,
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vf > λf, if = Field voltage, flux linkage and current (p.u.).

Akdm, ikdm = mth d ' axis damper winding flux linkage and current (p.u.); 

where m=1,2.

λ⅛qn, ikqn = nth q - axis damper winding flux linkage and current (p.u.); 

where n=l to 3.

The dynamics of the rotating parts of the synchronous machine is 

described by the following equation derived in Appendix (A1.4).

I 000 do= Pbase (Th + @0 λq ia- OgAaig ) (2.061)
dt

In this equation all the terms except Tm have already been defined with 

reference to the classical model of the synchronous machine. Tm is the 

mechanical power input to the synchronous machine.

The flux linkages (λ) can be expressed in per unit voltage (ψ) as,

Va =002)2 (2.062)

V=00Aa */ (2.063)

VI=@A (2.064)

Vkdm = Co Akdm; Vm= 1,2 (2.065)

Vkqn = 000 Akqn; V n = 1 to 3 (2.066)

Using these equations, Equations (2.056) to (2.061) can be rewritten by 

expressing the flux linkages in per unit voltage. The resulting equations 

can be linearized and expressed as, 
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AVa =-Ta Aid AVq (2.067)

Av, = - Ta Aiq + AVa (2.068)

00 Ave= ore Δif+ dAVr (2.069) 
dt

0 = 00 Tkedm Aikdm + d.AVkdm (2.070) 
dt

0 = 00 Ton Aigg + d AVkqn (2.071) 
dt

2H dAo= AT+AVqia-AVdi + Vq Aia-Va Ai- (2.072) 
@0 dt

The derivation of Equation (2.072) is given in Appendix (A1.4).

2.6.3 State space equations for the rotor flux linkage states [AVfkdql

The relation between the flux linkages in the stator and rotor to the 

currents in the various windings is given below, by the matrix equations,

AVd

Δψf
' Xdi

Xadsi
Xadsi Xadsi Xadsi

-Aid
ΔifXf Xfdl Xfd2

AVkdi

. Δψkd2 _

Xadsi
- Xadsi

Xfd 1
Xfd2

Xkdi 
Xd12

Xdl2
Xkd2 .

Δikdi

-Δikd2-

(2.073)
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Δψq
^ Xqi Xaqsi Xaqsi Xaqsi

-Δiq

Δψkql Xaqsi Xkql Xq12 Xq13 Δikql

AVkq2
=

Xaqsi Xql2 Xkq2 Xq23 Aikq2
(2.074)

_ Δψkq3 _
Xaqsi Xql3 Xq23 xkq3 _

Aikq3

The d- and q- axes rotor flux linkages ([AVfkdql) are related to the stator 

currents ([Δidq]) and rotor currents ([Aifkdql) as,

LAVfkdql — ^ [Xx] [Aidql + [Xfkdql [Aifkdql (2.075)

where,

[∆ψ⅛dq] = [ Δψf Δψkdl Δψkd2 Δψkql Δψkq2 Δψkq3 ]T ;

[Aipeaql = [ Δif Aikal Δikd2 Aikql Aikq2 Aikqs ]

[Δidq] = [∆id Δiq]τ ;

IXxI= 0

Γ -TXadsi Xadsi Xadsi 0 0 0

0 0 Xaqsi Xaqsi Xaqsi
; and
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~ Xf Xfdl Xfd2 0 0 0

XfdI Xkdi Xa12 0 0 0

Xfa2 Xd12 Xkd2 0 0 0

[Xikdl- 0
0

0 0 Xkqi Xqi2 Xq13

0 0 Xqi2 Xkq2 Xq23

0 0 0 Xqi3 Xq23 Xkq3

From Equation (2.075), the following equation is evident,

[Aifkdql — [Xfkdql 1 [AVfkdql + [Xfkdql 1 [XX] [Aidql (2.076)

Using Equations (2.069) to (2.071), the rate of change of rotor flux 

linkages can be expressed in the matrix form as, 

LAYrkaq) 5100 TrxdglEAipkaql + Lopod AVr (2.077) 

where, [ωo Tfkdql is a diagonal matrix with elements as, 

[oo Tikdql = Diag loo Fr @o Tkdi @o Tka2 ω0 rkql @o Tkq2 Wo Tkq3l and

[ω0f] = [ω0 0 0 0 0 0T

Substituting for [Aifkdql from Equation (2.076) in Equation (2.077), gives,

LAyfkdql = [Awxfl [AVfkdql + [Wxxi] [Δidq] + [wor. Δvf (2.078)
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where, [Awxf] = [ODorfkda [Xfkdql-1 ; and [Wxxl=[0oTfkdql [K kdql-1 [X.X]

Equation (2.078) is the state equation for the rotor flux linkage states, 

[AVfkdql.

2.6.4 State space equation for the speed and rotor angle states (Δω, Δδ)

From Equation (2.072), the state equation for the speed state is,

Ao = @0 AT-@o [-Vq ψd][∆idq] +⅛[-iq id ] [Δψdq] (2.079) 
2H 2H 2Hq

where, [∆ψdq] = [∆ψd AVAIT

From Equations (2.073) and (2.074) the stator flux linkage changes in 

the d- and q- axes [Δψdq] can be expressed as a function of the stator d and q 

components of the changes in current [Δ idq] and the changes in the rotor 

flux linkages [AVfkdq], i.e.

[∆Ψdq] = [Xa] [Δ idq] + [Xb] LAYrkaql (2.080)

where, [Xa] =
-Xdi

0

0
-Xqi _

+ [XXIT [Xfkdql-1 [Xx] ; and

KJ = [XXJT [⅜dq] i
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Equations (2.081) and (2.082) are the state equations for the speed and 

rotor angle states. These equations involve quantities which correspond to 

the machine d-q axes. Equation (2.084) is the initial output equation.

2.6.5 Transformation to the D- and Q- coordinates

The machine state and output equations which are referenced to the 

d- and q- coordinate axes of the machine need to be transformed to the D- 

and Q- coordinates axes of the system for proper interface of the machine to 

the system. From Equations (2.013) and (2.014) the following expressions 

can be written for the voltage and current of the machine,

[Δvdq] = [Tcs] [Δvdq] +

[∆idq] = [Tcs]T [Δ⅛q] - [TesIT

Δδ (2.085)

-iQ 

ip
(2.086)

where,

[Tcs] =
cos δ

. sin δ

-sin δ
»

cos δ -
[Δvoq] = [Δvd Δvq]t; and

[Aipol = [Aip AioIT

Substituting for [Δvdq] from Equation (2.083) in Equation (2.085) gives,
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[Δydq] = - [YJ4 [Aipql + [CVdell Δδ + [Cvf] [AVfkdql (2.087)

where, [Ya] = - { [Tcs] [Za] {[Tcs]T }-1 ; [Cv,l= [Ta[0 3]0Xpl; and

[CVdell = [Yd]-i
-iQ 

ip

Therefore, the current ([Aipol) from Equation (2.087) is,

[Aipql = [Cdell A8 + [CA [Ayfkdql - [Ya] [Δvoq] (2.088)

where, [Cdel] = [Ya] [CVdel] ; and [Cf] = [Yd] [Cvf]

Equations (2.088) is the output current equation. Substituting for 

[Δidq] using Equation (2.086) in Equation (2.081) and (2.078) gives,

∆ω - 0o. ΔTm - [Wtdqi] [Δiθq] - Adw ∆δ+ [Adqf] [AVfkdql (2.089)

where, [Wtdqi] = [Wdqi] [TesIT and Adw = - [Wdqi] [TesIT

and,

LAVfkdql = FAwxfl LAVfkdql + FWtxxiJ [ΔiθQ] + [Adf] ∆δ + [of] Δvf (2.090)

Γ -vQ 1

. VD

^ 4Q

_ ip
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where, [Wtxxi] = [Wxxi] [Tcs]τ and [Adf] = - [Wxxi] [Tcs]T
-iQ

ip

2.6.6 Overall state space model of the synchronous machine

The state Equations (2.089), (2.082) and (2.090) can be combined in the 

form,

[Xg] = [Ag] [Xg] + [Wi] [AiDQ] + [Btw] ΔTm + [Ex] Δvf (2.091)

where,

[Xg] = [∆ω Δδ AVfkdqJT ;

[BAw1= 1000 07xιlτ:

[wi] = [-Wtdqi 01x2 WtxxiIT;

[Ex] = [02x1 ω0 05×1]τ and

[Ae] =

01x1

1

06X1

Adw Adqf

01x1 01x6

Adf Awxf

Here Onxm denotes a null matrix of size n×m.

The output current Equation (2.088) can be rewritten in terms of the 

state vector [Xg] as,

[Δ⅛q] = [Cg] [Xg] - [Yd] [Δvdq] (2.092)
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where, [Cg] = [ 02x1 Cdei Cf ]

2.7 Exciter model

The exciter regulates the terminal voltage of the synchronous 

machine. Exciter dynamics is modelled by the generalized method of 

control system representation as described in Section (2.4.1). The block 

diagram of an exciter [16] is given in Figure (2.5).

sTe

AVso

Figure (2.5): Exciter block diagram

In this figure the inputs I∆vtl, AVref and Δvso denote small changes 

in the terminal voltage magnitude, reference voltage and output of PSS 

respectively, expressed in per unit. ∆Efd is the change in the output of the 

exciter in per unit and Se denotes the incremental saturation factor of the 

exciter DC machine. The steady state saturation factor SE is calculated 

from the following expression describing the saturation curve of the exciter 

DC machine [16].
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SE = Aex EBex Efd (2.093)

where, Efd is the steady state output of the exciter and is calculated as 

shown in Appendix (A1.6). Aex, Bex are constants defining the saturation 

curve of the DC machine. The incremental saturation factor Se is obtained 

by linearizing Equation (2.093) as,

Se = Aex Bex EBexEfd (2.094)

2.7.1 Initial state space equations

Based on Equations (2.017) to (2.020) of Section (2.4.1), the initial state 

space equations of the exciter can be written as,

LXel = [Ax] [Xe] + [Bx] [u] + [Bss] Δvso (2.095)

[y] = [Cx] [Xe] + [Dx] [ul+[Dss] Δvso (2.096)

[u] = [Lx] [y] + [Gx] [U] (2.097)

ΔEfd = [Mx] [y] + [Kx] [U] (2.098)

[Xe] is the state vector of the exciter. Vectors [U] and [z] of Equations (2.019) 

and (2.020) are defined in case of exciter as,

[U] = [Δω AVp Δvq Aip Aiq AVrefJT (2.099)

[z]= AEfd (2.100)
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It can be seen that the vector [U] contains variables whose linear 

combinations defines the external inputs to the exciter. From the block 

diagram of the exciter given in Figure (2.5) it is seen that the external 

inputs are IΔvtl, Δvref and Δvso.

The steady state terminal voltage magnitude of the synchronous 

machine IvtI can be expressed as a function of its D-Q components as,

∣ vt I = √v∏2 + VQ2 (2.101)

where, VD, VQ are the direct (D-) and quadrature (Q-) axes components of the 

terminal voltage vt. Linearizing Equation (2.101), the expression for the 

small changes in the terminal voltage magnitude IΔvtlis given as,

I∆vtl = VD vQ
IvtI IvtI

[∆vo AvoJT (2.102)

I Δvtl can be expressed as a function of the vector [U] using Equation (2.099) 

and (2.102) as,

vQ 0 0 0][U] (2.103)

The input AVref can also be expressed as a function of the vector [U] 

from Equation (2.099) as,

Δvref=[0 0 0 0 0 1][U] (2.104)
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The remaining input Δvso, is treated separately for the sake of ease in 

interfacing the exciter model to the PSS. The influence of the input Δvso on 

the exciter is described by the vectors [Bss] and [Dss] in Equations (2.095) and 

(2.096). The formulation of these vectors is illustrated by an example in 

Appendix (A1.3).

The matrices [Ax], [Bx], [Cx], [Dx], [Lx], [Gx], [Mx] and [Kx] correspond 

to the matrices [A], [B], [C], [D], [L], [G], [M] and [K] of Equations (2.017) to 

(2.020). All these matrices except [Gx] and [Kx] can be determined based 

solely on the parameters of the various constituent exciter blocks and their 

interconnections. Matrices [Gx] and [Kx] can be formulated from the 

knowledge of external inputs and the constituent exciter blocks to which 

they are applied. For the block diagram of the exciter shown in Figure (2.5), 

where the external inputs ∣∆vtl and AVref are applied to the first block, the 

matrix [Gx] is derived,using Equations (2.103) and (2.104) as,

[Gxl = [ Onxxi Gxi Onxx2 Avil

where, nx = number of exciter states;

VD VQ
∣vt I Ivtl

O nx- 1)×1O(nx-1)x1
and Av1 —

1

O(nx-1) ×1

The matrix [Kx] is given by,
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[K-] — [Onx x 6]

The negative sign in [Gxl] is due to the negative feedback of IΔvtl. 

The matrix [Kx] is a null matrix due to the absence of feedforward paths 

from the external inputs to the output ΔEfd.

2.7.2 Final state space equations

Eliminating vectors [u] and [y] from Equations (2.095), (2.096), (2.097) and 

(2.098); the final state space equations of the exciter are obtained as,

LXal = [Ae] [Xe] + [Be] [U] + [Bvso] Δvs0

ΔEfd = [Me] [Xe] + [Ke] [U] + Kvso Δvso

(2.105)

(2.106)

The matrices [Ae], [Be], [Me] and [Ke] correspond to the matrices [Ac], [Bc], 

[Mc] and [Kc] ofEquations (2.021) and (2.022) respectively. Also,

[Bvso] = [BxLx [Ix- DxLI Dss +Bss]; and Kvso = Mx[Ix-DtLxFDss

2.8 Power System Stabilizer (PSS) model

The Power System Stabilizer provides a supplementary input to the 

exciter in order to modulate the voltage reference, thus modifying the 

output of the exciter in a manner so that the damping of electromechanical
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modes is increased. The PSS dynamics is modelled by the generalized 

method of control system representation as described in Section (2.4.1). 

Depending on the type of feedback signals used in PSS, three different types 

of PSS are considered here [1], which are,

i)Type-l: where the feedback signal to the PSS is the small change in the 

speed (Δω) of the synchronous machine in per unit.

ii)Type-2: where the feedback signal is the small change in the electrical 

power output (ΔPe) of the synchronous machine in per unit.

iii)Type-3: where the feedback signal comprises both the small changes in 

the speed and electrical power output of the synchronous machine in per 

unit.

The block diagrams of Type-1, Type-2 and Type-3 PSS are given in 

Figures (2.6a),(2.6b) and (2.6c) respectively. The output of all the three types 

of PSS is denoted by Δvso.

2.8.1 Initial state space equations

Based on Equations (2.017) to (2.020) of Section (2.4.1), the initial state 

space equations of the PSS can be written as,

[XJ = [At] [Xs] + [Bt] [u](2.107)
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[y] = [Ct] [X8] + [Dt] [u]

[u] = [Lt] [y] + [Gt] [U] 

Avso = [Mt] [y] + [Kt] [U]

(2.108)

(2.109)

(2.110)

[Xs] is the state vector of the PSS. The vector [U] is the same as in the case of 

exciter and is given by,

[U] = [Δω Δvd Δvq Δiπ ΔiQ Δvref]τ (2.111)

The vector [z] of Equation (2.020) is defined in case of PSS as,

[z] = ∆vso (2.112)

It can be seen that the vector [U] contains variables whose linear 

combinations defines the external inputs to the PSS. The two possible 

external inputs considered are Δω and ΔPe. The input Δω can be expressed 

as a function of the vector [U] as,

Δω = [l 0 0 0 0 0][U] (2.113)

The steady state electrical power output (Pe) of the synchronous 

machine can be expressed in terms of the D-Q components of the terminai 

voltage (vd, vq) and current (⅛, iq) as,

Pe = vD iD + vQ 1Q (2.114)
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Linearizing Equation (2.114), the expression for the small change in 

electrical power output (∆Pe) is obtained as,

ΔPe = [io iq [Δvd Δvq]t+[vd VollAip AiqlT (2.115)

Expressing ∆Pe as a function of the vector [U] gives,

APe = [0 ip iQ Vp Vq 0][U] (2.116)

The matrices [At], [Bt], [Ct], [Dt], [Lt], [Gt], [Mt] and [Kt] correspond to 

the matrices [A], [B], [C], [D], [L], [G], [M] and [K] of Equations (2.017) to 

(2.020). All these matrices except [Gt] and [Kt] can be determined based 

solely on the parameters of the various PSS constituent blocks and their 

interconnections. Matrices [Gt] and [Kt] can be formulated from the 

knowledge of external inputs and the constituent blocks of the PSS to which 

they are applied. For the block diagrams of the PSS shown in Figure (2.6a), 

(2.6b) and (2.6c), the matrix [Gt] and [Kt] are derived using Equations 

(2.109), (2.110), (2.113) and (2.116); depending on the type of PSS.

i)Type-1 Here, Δω is the feedback signal and hence,

[Gt] = [Gtl 0nsy5] .

where, ns is the number of PSS states; and,
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[G1] = [1 01x (ns-l)lτ î and [K4] - [01x6]

ii)Type-2 Here, ΔPe is the feedback signal and hence,

[G4] - [Onsx1 G+1 Onsxil

where,

ip io VD VD

[Gt1] —∩ ∩ ∩_ υns-l×l υns-lxl Uns-1x1 υns-l×l _
and [K4] - [O1x6]»

iii)Tvpe-3 Here, both ∆ω and ΔPe are the feedback signals. The initial 

state space Equations (2.107) to (2.110) for the PSS shown in Figure (2.6c) are 

formed by stacking the state space equations for each individual block in a 

sequential manner as explained in Section (2.4.1). If the blocks to which Δω 

and ΔPe signals are applied are, say, respectively the first and the sixth 

block in the stack, then the matrices [Gt] and [Kt] are,

[Gt] = [Gtl Onsχil

where,
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1 01x1 01x1 01x1 01x1

04x1 04x1 04x1 04x1 04x1
[Ga = O1×1 ip iQ VD VD

; and

Ons-5x1 Ons-5x1 Ons-5x1 Ons-5x1 Ons-5x1

[KA] = [0lx6]

In all the PSS models (Type-1, Type-2 and Type-3) it is seen that the 

matrix [Kt] is a null matrix. This is so because in all these models there is 

no feedforward path from the external inputs to the output Δvso.

2.8.2 Final state space equations

Eliminating vectors [u] and [y] from Equations (2.107) to (2.110), the 

final state space equations of the PSS are obtained as,

[xa] = [AJ IXgI + [B J [U] (2.117)

AVgo = IM, DX,J + IKAI LU] (2.118)

where, the matrices [As], [Bs], [Ms] and [Ks] correspond to the matrices [Ac], 

[Bc], [Mc] and [Kc] of Equations (2.021) and (2.022) respectively.

2.9 Overall state space representation of the generating system

Depending upon the details required, the generating system model 

can be formulated with any of the following three options, 
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i)Only machine dynamics considered. 

ii)Machine and exciter dynamics are considered. 

iii)Dynamics of machine, exciter and PSS are considered.

2.9.1 Generating system model considering only machine dynamics

If the requirement of the small signal stability investigation is 

satisfied by the classical representation of a synchronous machine, then the 

generating system model comprises only the Equations (2.051) and (2.052).

If the flux linkage model of a synchronous machine is required. 

Equations (2.091) and (2.092) constitute the generating system model with 

the exception that AVe = 0, as no exciter controls is modelled and hence the 

field voltage V remains constant. With this modification Equation (2.091) 

and (2.092) can be rewritten as,

[Xg] = [Ag] [Xg] + [Wi] [Δ⅛q] + [Btw] ΔTm (2.119)

[Aipol = ICglIXgl - IYal LAVpQl (2.120)

Substituting for [Aipol from Equation (2.120) in Equation (2.119) gives,

[Xg] = [Ag + Wi Cg ] [Xg] - [Wi Yd ] [Δvdq] + [Btw] ΔTm (2.121)
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Equations (2.121) and (2.120) can be put in the general form of 

Equations (2.003) and (2.004) to result in the following state space model of 

the generating system.

[Xd] = [Ad] [Xd] + [Bd] [ΔVd]

[ΔId] = [Cd] [Xd] - [Yd] [ΔVd]

where, [Xd] = [Xg]; [Ad] = [Ag + WiCg]; [Bd] = - [Wi Yd];

[ΔId] = [Δ⅛q]; [Cd] = [Cg]; [∆Vd] = [Δvdq]

In Equation (2.121) the vector [Btw] is the input distribution vector for 

the change in mechanical torque input applied to this machine. The vector 

[Btw] is not needed in the formation of the system state matrix. It is needed 

only for the calculation of residues, or frequency or time responses.

2.9.2 Generating system model considering machine and exciter 

dynamics

The flux linkage model of the synchronous machine is considered in 

this case. In this model the field voltage of the synchronous machine is 

related to the exciter output by the following relation [15],

vf = X Efd (2.122)

Linearizing Equation (2.122) gives,
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ΔVf = AEfd
1 4ad (2.123)

Equation (2.123) provides the interface between the machine and 

exciter model. For the exciter, the external inputs (l∆vtl, AVref) are 

expressed as functions of the vector [U] in the state space representation of 

the exciter model. In this representation only certain elements (AVD, ΔvQ 

and AVref) of [U] are needed. Based on this, the state space equations of the 

exciter model (Equations (2.105) and (2.106)) are rewritten by partitioning 

the vector [U] and matrices [Be] and [Ke], so that only the elements of [U], 

needed to represent the external inputs are considered.

LXa] = [Ag DX1+[Bail TAVpol + [B,2] AVref (2.124)

ΔEfd = [Me] [Xe] + [Kel] [Δvdq]+[Ke2] Δvref (2.125)

[Bel], [Be2] and [Kel], [Ke2] can be easily obtained by the proper partitioning 

of matrices [Ba] and [Ke] respectively. It must be noted that as the PSS is not 

modelled, Δvso = 0.

To interface the exciter and machine model, ΔEfd is substituted from 

Equation (2.125) in Equation (2.123). This results in AVf , which is expressed 

as a function of the exciter variables . Substituting the resulting expression 

in Equation (2.091) gives,

[Xgl - [Ag (Ex1Me)J + [Wil [Aipol + [Btwl ATm + KEx'Kel)] [Δvdq]

+ [E.'K.2] AV,ef (2.126)
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Expressing [Aipol in Equation (2.126) as a function of synchronous machine 

variables using Equation (2.092) gives,

[Xg] = [Agg
Xg

g Xe
+ [Bg] [AVpQl + [Btw] ΔTm + [Ex'Ke2l AVref (2.127)

where, [Ex'] = - [Ex]; Agg= [Ag + WiCg]; Age = [Ex'Me]; 

and[Bg]= [-Wi Yd+ (ExKel)]

The machine and exciter state Equations (2.127) and (2.124) can be 

combined together as,

X Γ A
Agg

Xe ] L Ong xnx

Age Xg Bg

Ae Xe Be
[Δvoq] + [Btw'] ΔTm + [Brf] AVref

(2.128)

where, ng,nx is the number of states in the machine and exciter models

respectively and,

[Btw'l =
Btw

Onxx1
and

To maintain compatibility of the overall state vector, the output current

Equation (2.092) is modified as,
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■ Xg ■
[Aipol = [Cg 02xnx] - [Yal [Δvoq] (2.129)

Equations (2.128) and (2.129) can be put in the general form of 

Equations (2.003) and (2.004) to result in the following state space model of 

the generating system.

LXal = [Ad] [Xd] + [Bal [ΔVd]

[ΔId] = [Cd] [Xd] - [Yd] [ΔVd]

where,

[Ad] =
Agg Age

0 Ae

[ΔId] = [Δinq] ; [Cal = [Cg 02xnxJ; and [ΔVd] = [Δvoq]

In Equation (2.128) the vectors [Btw,] and [Brf] are the input 

distribution vectors for either a change in mechanical torque input applied 

to this machine or a change in the voltage reference input to the exciter. 

The vectors [Btw'] and [Brf] are not needed in the formation of the system 

state matrix. They are needed only for the calculation of residues, or 

frequency or time responses.
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2.9.3 Generating system model considering the dynamics of machine, 

exciter and PSS

This is the most detailed representation of the generating system. 

The flux linkage model of the synchronous machine is considered here. To 

interface the PSS and exciter models with the synchronous machine model, 

the PSS and exciter state space equations can be rewritten as,

[Xe] - [Ae] [Xe] + [Bel] [Δvoq] + [Be2] [∆vref] + [Bvso] [Δvso] (2.130)

ΔEfd = [Me] [Xe] + [Kel] [Δydq] + [Ke2] [∆vref] + Kvso [Δvso] (2.131)

[xs] = [As] [Xs] + [Bsl] ∆ω + [Bs2W^^ (2.132)

Δvso = [Ms] [Xs] + [Ksl] Δω + [Ks2] [Δvqq] + [Ks3] [Δ⅛Q] (2.133)

Equations (2.132) and (2.133) correspond to the PSS state space 

Equations (2.117) and (2.118), and are derived by partitioning the vector [U] 

to explicitly introduce interface variables Δω, [Δvdq] and [Δiθq]. 

Accordingly, the matrices [Bsl], [Bs2], [Bs3] and [Ksl], [Ks2], [Ks3] are 

obtained by the proper partitioning of the matrices [Bs] and [Ks] respectively.

On the same basis, the exciter state space Equations (2.105) and 

(2.106) are written in the form of Equation (2.130) and (2.131). It may be 

noted that Δvso now appears as a variable in the exciter state Equation 

(2.130) as PSS is being considered and this forms a basis for interfacing the 

exciter and PSS models. Equations (2.130) and (2.132) are combined 

together, and eliminating Δvso using Equation (2.133) gives,
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[Xes] = [Aesl [Xesl + [Besvl [AVpql + [Besil [Aipql + [B swl ∆ω + [Bestl [AVredl

(2.134)

where,

Bvso Mg 

A.

(B 1 = Bvso Ks3 • Lesi- — 9
B.3

and
Be2

LBespl Onsci

Eliminating [AVso] from Equation (2.131) using Equation (2.133) gives,

ΔEfd = [Mes] [Xes] + [Kesv] [Δydq] + [Kesi] [Δ⅛q] +Kesw. ∆ω + [Ke2] [∆vref]

(2.135)

where, [Mes] = [Me KvsoMs]; [Kegv] = [Kel + Kvs0 Ks2] ; 

[Kesi] = [Kvso Ks3 ] and [Kesw] = [ Kvs0Ksl]

To interface the PSS and exciter model with the machine model, ΔEfd 

is substituted from Equation (2.135) in Equation (2.123). This results in Δvf 

which is expressed as a function of exciter and PSS variables. This 

resulting expression can be combined with Equation (2.091) of synchronous 

machine model to result in the following equation.
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LXgesl = [Agesv] [Xgesl + [Wil [Aipql + [Bv] [ΔvβQ] + [Brefl [AVrefl + [Brl ATm

(2.136)

where, ng, nx, ns are the number of states in the machine, exciter and PSS

models and, nxs = nx + ns; ngxs =ng + nx + ns. Also,

[Agesv. -

[W1] =

Ag

Onxs× ng

Ex Mes 
+

Aes

Wj + Ex Kesj

- Besi -

[Bref. =
Ex Ke2

- Besr _
and

02x1

oo TL
° Xad

Bsw

02 × (ngxs-1)

01 × (ngxs-1)

Onxs x (ngxs-1)

[B.]=
Ex Kesv 

- Besv -

[Br] =
Btw 

θnxs×l

»

The [ΔiθQ] term in Equation (2.136) can be eliminated using Equation (2.092) 

to give,

LXgesl - [Agesl [Xgesl + [Bgesl [AVpQl + [Bref] [AVrefl + [Br] ΔTm (2.137)

where,

[Agesl — [Agesv] +
WI Cg Ong x nxs 

Onxsxng Onxs x nxs and [Bges] = [Bv - W1 Yd]
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The output current ([Aipol) in Equation (2.092) can be expressed in 

terms of the generating system state variables as,

CAipol = ICgedl IXges)-IYallAVpql (2.138)

where, [Cgesl - [Cg 02 xnxsl

Equations (2.137) and (2.138) can be put in the general form of 

Equations (2.003) and (2.004) to result in the following state space model of 

the generating system.

IXal = [Ad] [Xd] + [Bd] [ΔVd]

[ΔId] = [Cd] [Xd] - [Yd] [ΔVd]

where, [Xd] = [Xges]; [Ad] = [Ages] ; [Bd] = [Bges], 

[ΔId] = [Δi0Q] [Cd] = [Cges]; [ΔVd] = [Δvdq]

In Equation (2.137) the vectors [Btw'] and [Brf] are the input 

distribution vectors for either a change in mechanical torque input applied 

to this machine or a change in the voltage reference input to the exciter. 

The vectors [Btw,] and [Brf] are not needed in the formation of the system 

state matrix. They are needed only for the calculation of residues, or 

frequency or time responses.
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2.10 Static Var Compensator (SVC) model

The primary function of the Static Var Compensator is to provide 

voltage support by maintaining the voltage magnitude of a specified bus 

constant. With the addition of supplementary controls it can also be used to 

enhance the damping of the electromechanical modes. The SVC dynamics 

is modelled by the generalized method of control system representation as 

described in Section (2.4.1). The SVC model takes the form of a variable 

susceptance controlled by the voltage magnitude of a specified sensing bus. 

The control output is the value of the change in susceptance. The sign of 

the output is taken to be that of an inductance for sensing bus voltage 

magnitude higher than the reference value and of a capacitance for 

sensing bus voltage magnitude lower than the reference value.

The steady state current in the D-Q coordinates (ip, iq) injected into 

the power system by the SVC is,

⅛q1 = [Ysvcl[Vpql (2.139)

where, [Ysvc ] ^s the steady state shunt susceptance offered by the SVC, 

⅛q1 = ⅛ ⅛]τ; [vdq] = [vd vq]t;

[Ysvc]=0-B]; and B=A 
∣v∣z

The steady state reactive power injected into the power system by the 

SVC is Q, which is positive if the net effect of the SVC is that of a capacitor, 

and is negative if the net effect of the SVC is that of a inductor. The
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terminal voltage magnitude of the SVC is Ivl and can be expressed as a 

function of the D-Q components of the terminal voltage as,

Ivl = VD2 + VQ2 (2.140)

Linearizing Equation (2.140), gives,

Γ -VQ 1
[Aipol= VD ΔB + [Ysvc ] [Δvoq] (2.141)

2.10.1 SVC voltage regulator model

The voltage regulator of the SVC gives a control output based on the 

feedback of the change in the voltage magnitude of a specified bus. The 

control output of the SVC voltage regulator is ΔB. Figure (2.7) shows the 

block diagram of the transfer function of the SVC voltage regulator [1].

AVso

1 + sTl∣ 1+sT3
1 + sT2 1+sT4 1+sT5

Figure (2.7): Block diagram of SVC voltage regulator

l + sT6
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In this figure the inputs IΔvsl, Δvref and Δvso denote small changes 

in the sensing bus voltage magnitude, reference voltage and output of the 

supplementary control, all expressed in per unit.

2.10.2 Initial state space equations

Based on Equations (2.017) to (2.020) of Section (2.4.1), the initial state 

space equations of the SVC voltage regulator can be written as,

[Xv] = [Av] [Xv] + [Bv] [u]+[Bss] Δvso (2.142)

[y] = [Cv] [Xv] + [Dv] [u] + [Dss] Δvso (2.143)

[u] = [Lv] [y] + [Gv] [U] (2.144)

ΔB = [Mv] [y] + [Kv] [U] (2.145)

[Xv] is the state vector of the SVC voltage regulator. Vectors [z] and [U] of 

Equations (2.020) and (2.019) are defined in the case of the SVC voltage 

regulator as,

[z] = ΔB

[U]= [ AVp AvQ AVDs Δvqs AVpr Avof AVDt AvQt AVref Δω]τ

(2.146)

where, AVDs, AVQs are the D-Q components of the small changes in the 

sensing bus voltage, AVDf, ΔvQf are the D-Q components of the small 

changes in the sending end bus voltage of the specified line, AVDt, AvQt are 
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the D-Q components of the small changes in the receiving end bus voltage of 

the specified line and Δω is the small change in speed of a specified 

generating system. The vector [U] contains variables whose linear 

combinations defines the external inputs to the SVC voltage regulator as 

well as supplementary control input signal. From the block diagram of the 

SVC voltage regulator given in Figure (2.7), it is seen that the external 

inputs are IΔvsl, AVref and AVso-

The steady state sensing bus voltage magnitude IvsI can be 

expressed as a function of its D-Q components as,

Iv,I = vp.2+v9,2 (2.147)

Linearizing Equation (2.147), the expression for the small changes in the 

sensing bus voltage magnitude I∆vsl is derived as,

IAv,I = [V1 VlCAvDs AvQsJT (2.148)

I∆vsl can be expressed as a function of the vector [U] using Equations 

(2.148) and (2.146) as,

Vn≈ VQsIΔvsl=[O 000000 0][U] (2.149)

Similarly the input AVref which has a negative sign as shown in 

Figure (2.7) can also be expressed as a function of the vector [U] as,
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-Δvref=[O 0000000 -1 0][U] (2.150)

The remaining input Δvso, is treated separately for the ease in 

interfacing the SVC voltage regulator model with the supplementary 

control. The influence of the input Δvso on the SVC voltage regulator is 

described by the vectors [Bss] and [Dss] in Equations (2.142) and (2.143). The 

formulation of these vectors is illustrated through an example in Appendix 

(A1.3). It must however be noted that from the block diagram of the SVC 

voltage regulator of Figure (2.7) that the sign of the input Δvso is negative 

and must be taken into account while forming the vectors [Bss] and [Dss].

The matrices [Av], [Bv], [Cv], [Dv], [Lv], [Gv], [Mv] and [Kv] in 

Equations (2.142) to (2.145) correspond to the matrices [A], [B], [C], [D], [L], 

[G], [M] and [K] of Equations (2.017) to (2.020). All these matrices except 

[Gv] and [Kv] can be determined solely based on the parameters of the 

various constituent regulator blocks and their interconnections. Matrices 

[Gv] and [Kv] can be formulated from the knowledge of external inputs and 

the constituent regulator blocks to which they are applied. In a manner 

identical to that describing the formulation of the matrices [Gv] and [Kv] for 

PSS Type-3 model, let the first and second block in the sequence of stacking 

the individual block state space equations be where the inputs l∆vsl and 

Δvref are applied respectively, then the matrices [Gv] and [Kv] using 

Equations (2.144), (2.145), (2.149) and (2.150) are,

[Gv] — [ 0∏v×2 G.1 θnv×4 Avi 0∏v × 1 ]
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where, nv is the number of states in the SVC voltage regulator; and

VPa

[GvιJ =
Vsl

VQs
Val

θ(nv-l)×l O(nv-1)x1
[Avl] = [0 -1 Oiχ(nv-2)lτ

2.10.3 Final state space equations

Eliminating vectors [u] and [y] from Equations (2.142) to (2.145), the 

final state space equations of the voltage regulator are obtained as,

[Xv] - [Astel [Xvl + IBstel [U + IBvsol AVso 
AB = [M,t] [X, + [Kse] [U] + Kvso Δvso

(2.151)

(2.152)

where, the matrices [Astc], [Bstc], [Mstc] and [Kstc] correspond to the matrices 

[Ac], [Bc], [Mc] and [Kc] ofEquations (2.021) and (2.022) respectively. Also, 

[Bvol = [By Ly II-Dy Ly-1 Das + Bss ]; Kvso = Mv [Iv - Dv Lv]-1 Dss

2.11 Supplementarycontrolmodel

The supplementary control provides an input (Avso) to the SVC 

voltage regulator in order to modulate the voltage reference, thus modifying 

the output of the SVC voltage regulator in a manner so that the damping of 

electromechanical modes is increased. The supplementary control 
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dynamics is modelled by the generalized method of control system 

representation as described in Section (2.4.1). Depending on the type of 

feedback signals used in supplementary control, four different types of 

supplementary control are considered here, which are,

i)Type-l: where the feedback signal to the supplementary control is the 

small change in a specified line current magnitude (l∆il) in per unit. 

ii)Type-2: where the feedback signal is the small change in the sending end 

real power (APline) of a specified line in per unit.

iii)Type-3: where the feedback signal is the small change in the sending end 

reactive power (AQline) of a specified line in per unit.

iv)Type-4: where the feedback signal is the small change in the specified 

generating systems speed (Δω) in per unit.

Figure (2.8) gives the block diagram of the supplementary control 

transfer function. ∆Sig is the input signal depending upon the type of 

supplementary control considered as described above. Δvso is the output of 

the supplementary control.

Type-1: ASig = I AiI

ASig
Sk — - 2(1 + sT7

1 + sT8√
— sT9 — 1 + ST11 — sT13

1 + sT10 1 + sT12 1 + sT13

AVso

Type-2: ∆Sig = ΔPline
Type-3: ∆Sig = ΔQline

Type-4: ∆Sig = ∆ω
Figure (2.8): Block diagram of supplementary control
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2.11.1 Initial equations for the state space formulations

Based on Equations (2.017) to (2.020) of Section (2.4.1), the initial state 

space equations of the supplementary control can be written as,

LXgl = [A] [Xg] + [Bil [u] (2.153)

[y] = [Ct] [Xs] + [Dt] [u] (2.154)

[u] = [Lt] [y] + [Gt] [U] (2.155)

Δvso = [Mt] [y] + [Kt] [U] (2.156)

[Xs] is the state vector of the supplementary control. The vector [U] is the 

same as in case of SVC voltage regulator and is given as,

[U] = [Δvo Δvq ΔvDs AvQs AVpf ΔvQf AVpt ΔvQt Δvref Δω]τ

The vector [z] of Equation (2.020) is defined in the case of supplementary 

control as,

[z] = Δvso

The supplementary control input (∆Sig) can be expressed in terms of 

the elements of vector [U] as shown below:

i)Type-l: Here the input is the small change in the specified line current 

magnitude (IAil) in per unit. The steady state line current magnitude in 

a specified line can be expressed as,
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lil " Vim2 + IQi2 (2.157)

where, ⅛1, iqn are the steady state D-Q components of the line current 

respectively. These can also be expressed as a function of the D-Q 

components of the steady state sending end (Vp f, VQ f) and receiving end 

(VD t, vQ t) voltages as shown below,

⅛ iQ13τ= S & ^vDf vQf]T-[vDt VqJt) (2.158)

where, G = and

R1 = Line resistance (p.u)

X1 = Line reactance (p.u). It is positive for inductive reactance and negative 

for capacitive reactance.

Linearizing Equations (2.157) and (2.158), the expression for the small 

changes in the specified line current magnitude IΔil can be derived as,

IAil = KI [VDf VQf -Dt -VQt] [Δv0f Δvqf AVDt AvQtT (2.159)

where, KI =
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IΔil can be expressed as a function of the vector [U] using Equation (2.159) 

and (2.146) as,

IΔil=KI[0 0 0 0 v0f VQf -vDt -VQt 0 0] [U] (2.160)

ii)Type-2: Here the input is the small changes in the specified line sending 

end power (APline) in per unit. The steady state sending end power (Pline) in 

a specified line can be expressed as,

pIine = vDfiDI + vQfiQl (2.161)

Combining the linearized form of Equations (2.161) and (2.158), the 

expression for the small changes in the sending end power in a specified 

line is given as,

APine = Iga Sb ge gd] [AVpr ΔvQf AVpe AvqJT (2.162)

where, ga = 2G Vpr - G Vpt - BjVQt;

gb = 2G Vor + B1 VDt -GVQti

go = B Vor - G Vpr; and

gd =-B1v0f -GVor

APline can be expressed as a function of the vector [U] using Equation (2.162) 

and (2.146) as,

APline = [0 0 0 0 ga gb gc gd 0 0] [U] (2.163)
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iii)Type-3: Here the input is the small changes in the specified line sending 

end reactive power (AQline) in per unit. The steady state sending end 

reactive power (Qline) in a specified line can be expressed as,

Qune = vQf1Dl-vDfiQl (2.164)

Combining the linearized forms of Equations (2.164) and (2.158), the 

expression for the small changes in the sending end reactive power in a 

specified line is given as,

AQIine = Iga gb ge gd][Δv0f ΔvQf AVpt AVoUT (2.165)

where, ga=2B1vβf+G1Vqt -B1vot;

gb = 2B1VQf -GVDt -BjVot

gc = -G1 VQf + B1 VDf; and

gd = G VDf -B1 VQf

AQline can be expressed as a function of the vector [U] using Equation (2.165) 

and (2.146) as,

AQine = [0 0 0 0 ga gb gc gd 0 0][U] (2.166)

iv)Type-4: Here the input is the small changes in the specified generating 

system speed (∆ω). The feedback signal (∆ω) can be expressed as a function 

of the vector [U] as shown below,
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Δω = [0 00000000 1] [U] (2.167)

The matrices [At], [Bt], [Ct], [Dt], [Lt], [Gt], [Mt] and [Kt] in Equations (2.153) 

to (2.156) correspond to the matrices [A], [B], [C], [D], [L], [G], [M] and [K] of 

Equations (2.017) to (2.020). All these matrices except [Gt] and [Kt] can be 

determined solely based on the parameters of the various constituent 

supplementary control blocks and their interconnections. Matrices [Gt] 

and [Kt] can be formulated from the knowledge of external inputs and the 

constituent supplementary control blocks to which they are applied. For the 

block diagrams of the supplementary control shown in Figure (2.8) the 

matrices [Gt] and [Kt] are derived using Equations (2.155), (2.156), (2.160), 

(2.163), (2.166) and (2.167), depending on the type of feedback signal to the 

supplementary control.

i)Tvpe-l: The feedback signal is IΔiland hence, the matrices [Gt] and [Kt] 

are derived as,

[G] = [Oncx4 Gel Oncx2]

where, nc is the number of supplementary control states and;

VDf VDf VDt VDt
[Gtl] = KI

O(nc-1) ×1 O(nc-1) ×1 O(nc-1) ×1 O(nc-1) ×1 _

Also,
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[Gt1] =

[K = [0ι ×ιol

ii)Type-2: The feedback signal is APline and hence, the matrices [Gt] and [Kt] 

are derived as,

[Gtl = [θnc×4 Gt Onex 2]

where, nc is the number of supplementary control states and;

ga gb gc gd

O(nc-1) ×1 O(nc-1) ×1 O(nc-1) ×1 θ(nc-l) ×1

The coefficients ga,gb,gc,gd are obtained from the Equation (2.162). Also,

[KJ = [0, ×ιol

iii)Type-3: The feedback signal is AQline and hence, the matrices [Gt] and 

[Kt] are derived as,

[G= [Oncx4 Gu Onex.2]

where, nc is the number of supplementary control states and;

ga gb gc gd

O(nc-1) ×1 O(nc-1) ×1 O(nc-1) ×1 O(nc-1) ×1
[Gil =

The coefficients ga,gb,gc,gd are obtained from the Equation (2.176). Also,

[K4] - [O1 x10] 
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iv)Type-4: The feedback signal is Δω and hence, the matrices [Gt] and [Kt] 

are derived as,

[G,= IOnc x.9 Gal

where, nc is the number of supplementary control states and;

[Gw=1 0 x cne-vT

Also,

[KA =[0, ×10]

In all the supplementary control models (Type-1, Type-2, Type-3 and Type-4) 

it is seen that the matrix [Kt] is a null matrix. This is so, because in all 

these models there is no feedforward path from the external input to the 

output Δvs0.

2.11.2 Final state space equations

Eliminating vectors [u] and [y] from Equations (2.153) to (2.156), the 

final form of the state space equations for the supplementary control can be 

derived as,

[Xs] = [As] [Xs] + [Bs] [U]

Δvs0 = [Ms] [Xs] + [Ks] [U] 

(2.168)

(2.169)
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Matrices [As], [Bs], [Ms] and [Ks] correspond to the matrices [Ac], [Bc], [Mc] 

and [Kc] of Equations (2.021) and (2.022) respectively.

2.12 Interconnection of SVC and its associated controls

The SVC can be modelled with the following options;

i) SVC with no supplementary control and,

ii) SVC with supplementary control.

2.12.1 SVC model with no supplementary control

For the SVC voltage regulator, the external inputs (IΔvsl, Δvref) are 

expressed as functions of the vector [U] in the state space representation of 

the SVC voltage regulator model. In this representation only certain 

elements (AVDs, AVos and AVref) of [U] are needed. Based on this, the state 

space equations of the SVC voltage regulator model (Equations (2.151) and 

(2.152)) are rewritten by partitioning the vector [U] and matrices [Bstc] and 

[Kstc], so that only the elements of [U] needed to represent the external 

inputs are considered.

[Xv] - IAstel [Xyl + [Bsteil [Δvoqs] + [Brl [AVrefl

ΔB = [Mstc] [Xv] + [Kstcl] [Δvdqs] + [Krf] [∆vref]

(2.170)

(2.171)
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[Bstc1], [Br and [Kstci], [K,r] can be easily obtained by the proper partitioning 

of matrices [Bstel and [Kstc] respectively. It must be noted that as the 

supplementary control is not modelled, Δvso =0.

Eliminating ∆B in Equation (2.141) using Equation (2.171) gives,

[Aipol =
■ -VQ

VD
LMstel LXvl + [Ysl [AYDQsl + IYsvc 1 [AYpql + [Kref. AVref

(2.172)

and
-VQ '

VD
[Kstl]

Equation (2.170) and (2.172) can be put in the general form of Equations 

(2.003) and (2.004) to result in the following state space model of the SVC.

IXal = [Ad] [Xd] + [Bd] [ΔVd]

[ΔId] = [Cd] [Xd] - [Yd] [ΔVd]

where, [Xd] = [Xvl; [Ad] = [Asvc] ;

[Bal =[Onvx2 Bstel ]; [AIal = [Aipol;

[Cal =
^ -VQ -

VD
[Mstc] ; [Yal = - ¾vc 1

^ -VQ

VD
[Kstcl];

and, [ΔVd] = [Δvd Δvq AVDs AvQs IT
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In Equations (2.170) and (2.172), the vectors [Brf] and [Kref] are the 

input distribution vectors for a change in the voltage reference input to the 

SVC. The vectors [Brf] and [Kref] are not needed in the formation of the 

system state matrix. They are needed only for the calculation of residues, 

or frequency or time responses, as will be shown later.

2.12.2 SVC model with supplementary control

To interface the models of the supplementary control to the SVC 

voltage regulator, the SVC voltage regulator and supplementary control 

state space equations can be rewritten as,

Regulator:

[Xy] - [Astel [X.J + [Bsteil [AVposl+[B,l AVref + [Bysol AVso (2.173)

[ΔB] = [Mstc] [Xv] + [Kstcl] [ Δvdqs] + [Krf] Δvref + Kvso Δvso (2.174)

Supplementary control:

[Xs] = [As] [Xs] + [Bsl] [∆vc ] + [Bs2] Δω (2.175)

Δvso = [Ms] [Xs] + [Ksl] [∆vc ] + Ks2 Δω (2.176)

Equations (2.175) and (2.176) correspond to the supplementary control 

state space Equations (2.168) and (2.169), and are derived by partitioning the 

vector [U] to explicitly introduce interface variables [Δvc], ∆ω , [Δvoqs] and 

AVref . Accordingly the matrices [B.1], [Bs2] and [Ksl], Ks2 (scalar), are 
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obtained by the proper partitioning of the matrices [Bs] and [Ks]. In 

Equations (2.175) and (2.176) the vector [∆vc ] is defined as,

[Δvc] = [Δvθf AVor AVDt AVQAT

On the same basis, the SVC voltage regulator state space Equations 

(2.151) and (2.152) are written in the from of Equations (2.173) and (2.174). It 

may be noted that in these equations, Δvso now appears as a variable, since 

supplementary control is being considered and thus, forms a basis for 

interfacing the SVC voltage regulator and its supplementary control 

models. Equations (2.173) and (2.175) are combined together, and 

eliminating Δvs0 using Equation (2.176) gives,

[Xcompl = [Acommpl [Xcommpl + [Bcompl [AVSve] + [Bcw] ∆ω + [Bref] Δvref (2.178)

where,

CXeomp)= Xy ]; [Acomp
Astc

Onc ×nv

Bvso Ms

[Bcwl=[ ByggKa2]; [BrefJ =

[Bcompl —
θnv×2

Onc ×2

Bste

One x 2

Bvso Ks1
and

[∆Vsvc] = [ Δvd Δvq AVDs Δvqs AVDr ΔvQf AVDt AvQt ]τ
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Eliminating Δvso from Equation (2.174) using Equation (2.176), gives,

ΔB = [Mcompl LXcompl + IKcompl [AVsvel + Kcw ∆ω + Krf Δvref (2.179)

where, [Mcomp] = [Mstc Kvs0M3]; [Kcompl - [Kste1 Kyso Mal 

and Kcw = Kvs0Ks2

Eliminating ΔB in Equation (2.141) using Equation (2.179), gives,

[Aipol = [Ccomp] [Xcompl - [Ycomp] [AVgvel + [Ccw] ∆ω + [Kref] Δvref (2.180)

where,

[Ccompl -
’ -VQ '

VD EMste Kvso Mal , [Ccw] =
VD

Kvso Ks2 ,

[Kref] =
’ -VQ 1

vd Kr and [Ycompl = TYsvc
' -VQ '

VD
[Kste

Equations (2.178) and (2.180) can be rewritten as follows,

[Xdl = [Ad] [Xd] + [Bd] [ΔVd] + [Bcw] ∆ω

[ΔId] = [Cd] [Xd] - [Yd] [ΔVd] + [CeWI ∆ω

(2.181)

(2.182)

where,

DXal - LXcompl î [Aal = [Acompl; [Bal = [Bcompl; [ΔVd] = [ΔVsvc] ;

[∆ld] = [ΔiθQ] ; [Cd] = [Ccomp] and [Yal = [Ycompl
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In Equations (2.178) and (2.180) the variable Δω appears only when 

the supplementary control is of Type-4, hence for the other types of 

supplementary control (Type-1, Type-2 and Type-3) Equations (2.181) and 

(2.182) can be written in the general form of Equations (2.003) and (2.004) to 

result in the state space model of the SVC. Also in Equations (2.178) and 

(2.180) the vectors [B,4] and [Kref] are the input distribution vectors for a 

change in the voltage reference input to the SVC. The vectors [B,4] and 

[Kref] are not needed in the formation of the system state matrix. They are 

needed only for the calculation of residues, or frequency or time responses, 

as will be shown later.

For the supplementary control of Type-4 it can be noticed that Δω is 

not included in the overall SVC state vector [Xd]. This is because Δω is a 

state which corresponds to the specified generating system. Hence, 

inclusion of the effect of Δω state on SVC is treated separately after the 

complete system state space equations are derived. This is illustrated 

through an example shown below.

The state space equations for the generating systems and SVCs with 

one of them having a supplementary control of Type-4, can be combined as 

described in Section (3.1) and expressed in the form,

[X] = [Ast] [X] + [Bst] [ΔV] + [Bcw,]Δω

[ΔI] = [Cst] [X] - [Yst] [ΔV] + [Ccw']Δω

(2.183)

(2.184)
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For the SVC with supplementary control of Type-4, the individual 

device matrices are the same as that given in Equations (2.181) and (2.182) 

in the formation of matrices [Ast], [Bst], [Cst] and [Yst]. [Bewl and [Ccw'] are 

vectors of appropriate sizes and have vectors [Bcw] and [Bcw] of Equations 

(2.181) and (2.182) as their nonzero entries. Since Δω is a state variable 

defined for the specified generating system, it is included in the overall 

system state vector [X] and hence can be expressed in terms of the vector 

[X]. Equations (2.183) and (2.184) can now be simplified to result in the 

overall state space representation of the system, which is of the form

[X] = [Ast'] [X] + [Bst] [ΔY]

[ΔI] = [Cst,] [X] - [Yst] [ΔV] (2.184)

where, [Ast'l and [Cst'] are the resulting matrices formed due to the 

inclusion of vectors [Bcw'] and [Ccw'] in matrices [Ast] and [Cst] respectively. 

Using matrices [Ast'] and [Cst’] the overall system state matrix [A] is 

formulated in the same way as given by Equation (2.008) and is,

[A] = [Ast'] + [Bst] [Y + Yc]∙ι [Cst,]

2.13 Discussion

This chapter has given a detailed description of how the various 

subsystem models of the power system are modelled. The interfacing of 

these models to the network is also explained. Modifications on existing or 
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the incorporation of new models can be easily achieved by following the 

same framework of modelling described in this chapter.

A program called the Small Signal Stability (S3) programme has been 

developed incorporating this modelling technique for the purpose of 

conducting small signal stability studies. It is interesting to note that the 

network admittance matrix may or may not be collapsed to its device buses 

while forming the overall system state matrix. In the S3 programme, 

presently the admittance matrix is collapsed to its device buses as explained 

in Appendix (A1.7). .



Chapter 3

Techniques for Small Signal Stability Analysis 
and

Design of Damping Control

3.1 General

The small signal stability analysis of a power system deals with the 

study of underdamped power systems where minor disturbances can cause 

the machine rotor angle to oscillate around its steady state value at the 

natural frequency of the total electromechanical system. These oscillations 

called the electromechanical modes of oscillation are of very low frequency, 

typically in the range of 0.1 to 2.5 Hz. These modes are initiated by the 

interaction of the electrical and mechanical torques applied to the rotating 

system of the synchronous machine in the event of a disturbance in the 

power system. The primary objective of small signal stability analysis is to 

identify and damp out the poorly damped electromechanical modes of 

oscillation.

This chapter reviews some of the techniques currently used for the 

small signal stability assessment and design of damping control. The 

86



87

small signal stability assessment is usually based on eigenvalue analysis. 

The design of damping control to improve system stability is carried out 

using frequency response technique, pole placement by residue calculations 

and time response.

3.2 Eigenvalue analysis for small signal stability investigations

The power system small signals can be described in the linearized 

domain by the following state equation as derived in the previous chapter.

[X] = [A] [X]

The eigenvalues of the state matrix [A] provide information about the small 

signal behavior of the power system. For, the power system to be stable, all 

the eigenvalues of [A] should have a negative real part. The imaginary part 

of each eigenvalue gives the natural frequency of oscillation of the power 

system. These oscillations can range from electromechanical modes to the 

control modes. The damping ratio of the corresponding eigenvalues 

indicate how well these oscillations are damped. The poorly damped 

oscillations corresponding to the control modes can be damped effectively by 

the proper tuning of various controls present in the system. The poorly or 

negatively damped oscillations (eigenvalues) corresponding to the 

electromechanical modes of oscillation which are a cause of concern in the 

small signal stability analysis of a power system, can be damped through 

the proper design of damping control.
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An eigenvalue corresponds to the electromechanical mode of 

oscillation if its frequency of oscillation lies between 0.1 to 2.5 Hz. and is 

predominantly influenced by the speed (Δω) state of the synchronous 

machine. It is possible that some control modes might also have frequency 

of oscillation in this range but it will not be mainly influenced by the speed 

(∆ω) state of the synchronous machine. The influence of the speed (∆ω) 

state on an eigenvalue can be obtained from a sensitivity index called the 

state participation factor. The state participation factor of a state is the 

sensitivity of the eigenvalue to the change in the corresponding diagonal 

element in the system state matrix of the power system model. The 

magnitude of this factor for an eigenvalue conveys information of how the 

corresponding state of the system model influences the specific eigenvalue. 

Also, since these factors are non-dimensional, they do not have the scaling 

problems associated with eigenvectors and are therefore, better suited to 

determine which states predominantly influence the specific eigenvalue. 

Based on this procedure, the concerned electromechanical modes of 

oscillation and the synchronous machines predominantly influencing 

these modes can be identified. The procedure for the evaluation of state 

participation factors is given in Appendix (A1.8).

The state participation factors of all the states for a specific 

eigenvalue are useful in determining the influence of various system states 

on that eigenvalue. But, the state participation factor does not give 

information of the effect of the passive elements in the power system like tie
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line impedances or loads on the small signal stability. This information is 

useful for a better understanding of the small signal stability problem.

Electromechanical modes of oscillation are loosely classified into 

local, intermachine and interarea modes of oscillation. Local modes are 

dominated by a single machine having a very significant state participation 

factor of its speed (Δω) and rotor angle (∆δ) states to this mode compared to 

all of the other synchronous machines present in the system. The 

frequency range of the local mode is approximately 0.5 to 2.5 Hz.

Intermachine modes are characterized by a small group of machines 

having significant magnitude of state participation factors of their speed 

(∆ω) and rotor angle (∆δ) states to this mode compared to the other 

synchronous machines present in the system. The frequency range of the 

intermachine modes is roughly 0.3 to 1.0 Hz.

Interarea modes are characterized by a number of synchronous 

machines located in one 'area' (set of coherent machines) having a 

significant state participation factor of their speed (∆ω) and rotor angle (∆δ) 

states to this mode compared to the machines in other areas of the system. 

The frequency range of these modes is around 0.1 to 0.6 Hz.. This 

demarcation of the frequency ranges for the local, intermachine and 

interarea modes is not strict and may vary according to the system under 

consideration [2,17].
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In a physical sense, the occurrence of electromechanical modes of 

oscillation can be described by machines oscillating or 'swinging' against 

each other. The information about which machine is swinging against the 

other for a mode under consideration, can be obtained by determining the 

mode shape of the electromechanical oscillation.

The modes shape for a particular electromechanical oscillation 

(eigenvalue) is described by the elements of the associated eigenvector 

corresponding to the speed deviation (∆ω) of all the machines present in the 

system. The various synchronous machines whose speed (∆ω) states (in the 

eigenvector under consideration) have a positive real part, oscillate 

(swings) against those synchronous machines whose speed (∆ω) states have 

a negative real part. For intermachine and interarea modes, the mode 

shapes will similarly depict the two groups of machines or areas which are 

swinging against each other. Also, the mode shape provides the knowledge 

about the interface between the group of machines or areas, which is 

demarcated by the eigenvector elements corresponding to the speed (∆ω) 

states of the synchronous machines having a small magnitude [5,6].

In the study of the small signal behavior of a power system, the 

machine rotor angle is defined with respect to a fixed reference. The 

formulation of the linearized synchronous machine state space model 

described in the previous chapter utilizes the bus angles as obtained from 

the load flow analysis for the calculation of the machine rotor angle (δ). In 

load flow calculations, the bus angles are defined with respect to a slack 

bus, which can also be taken as the infinite bus for small signal stability 

studies. Normally a bus whose voltage magnitude and phase angle is not 
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influenced by any disturbance in the system and remains constant is 

chosen as an infinite bus. An implicit assumption involved in this is that 

the dynamics of the synchronous machine or equivalent external system 

connected to this infinite bus cannot be represented in small signal stability 

investigations. An attempt to model the power system without an infinite 

bus will result in one or two zero eigenvalues [1,10]. One of the zero 

eigenvalues is caused as the rotor angle is now defined with respect to a 

floating reference. Another zero eigenvalue can appear if the inherent 

damping of the synchronous machine is ignored. This zero eigenvalue 

situation can be avoided, either by redefining the state variables 

corresponding to the rotor angle and speed deviation states, or considering 

an infinite bus in the model formulation.

3.3 Techniques for the design of damping control

The design of damping control is carried out using standard 

techniques like frequency response and pole placement [22]. The advantage 

of these techniques is that the state space representation of the system can 

be directly used without explicitly deriving the system transfer function as 

is the case in other standard techniques like root locus. The control design 

can also be carried out using time response with step or impulse inputs. 

This, however ,results in a trial and error procedure for a complex system.
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3.3.1 Frequency response technique

The frequency response calculation is a very powerful tool for control 

system design. The power system is taken to be that of a Single Input 

Multiple Output (SIMO) type. This enables the calculation of the frequency 

response of various signals simultaneously. The frequency response of the 

various monitored signals in the power system can be calculated with 

respect to one of the following inputs:

i)Voltage reference of the excitation system of a synchronous machine. 

ii)Mechanical torque applied to a synchronous machine.

iii)Voltage reference of the regulator of a SVC.

The state space equation describing the dynamics of the system is,

[X] = [A] [X] + [Binp] u (3.01)

where, [X] is the state vector of the system, [A] is the system state matrix, 

[Binpl is the matrix defining the distribution of the input u to the system. 

Transforming Equation (3.01) into the Laplace domain gives,

[X(s)] = [sl - A]-1 [Binp] u(s) (3.02)

where, [I] is the identity matrix having the same dimension as matrix [A].

For frequency response calculations the Laplace operator 's’ is 

replaced by the imaginary frequency jω i.e. s = jω and the frequency ,ω' is
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varied over a range of interest, u(s=jω) is taken as unit in frequency 

response calculations. Thus Equation (3.02) can be rewritten as,

[X(jω)] = βωl - A]-1 [Binp] (3.03)

The calculation of the frequency response from Equation (3.03) would 

require the inversion of matrix [jωl - A]1 for each frequency point ω ; this is 

Computationaly expensive. In order to reduce the computational effort, 

matrix [A] is diagonalized using standard eigenvector transformations as 

shown below.

[Λ] = P[A]P-ι (3.04)

where, [Λ] is a diagonal matrix with eigenvalues of [A] as its diagonal 

elements. [P] is the transformation matrix whose columns are the 

eigenvectors corresponding to each eigenvalue of [A]. Combining this 

equation with Equation (3.03) gives,

[X(jω)] = [P]-iβωI-Λ]-i[P][Binp] (3.05)

The use of Equation (3.05) for the calculation of the frequency response 

would require the inversion of the matrix [jωl - Λ ] at each frequency point 

which is trivial as this matrix is diagonal. Equation (3.05) gives the state 

vector [X(jc)] for each frequency point i.e. the frequency response of the 

system state vector.
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The monitored signal (y) present in the system for which the 

frequency response is being obtained can be expressed as a function of the 

system states [X] as,

y = [Cy][X] (3.06)

Transforming the above equation into the frequency domain and 

substituting the value of [X(jω)] from Equation (3.05) gives,

y(jo) = IC,1 IP}-1 Dol - A } [P] OBnp (3.07)

This expression can be used directly for obtaining the frequency response of 

the monitored signal y.

Frequency response technique has been extensively used for the 

design of PSS [6,13,17], In the design of a PSS for a particular machine in a 

multimachine system, each machine except the candidate machine where 

the PSS is being installed is replaced by a negative impedance and the 

inertia constant of the candidate machine is increased by a factor of 25 so 

that the effect of rotor angle deviation on exciter output of the candidate 

machine is minimized [6]. The frequency response of the generating 

system electrical torque with respect to the voltage reference of the exciter is 

obtained. In this calculation of the frequency response only the contribution 

to the electrical torque from the exciter is considered. Suitable 

compensation networks are designed so that the phase lag from the exciter 

is compensated over the range of frequencies of interest. The amount of 
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phase compensation given is generally 30° less than the total phase lag 

introduced by the exciter over the frequency range of interest. The gain of 

the compensation network is determined by varying the gain over a range 

and selecting the gain value where maximιπn damping of the mode of 

interest is obtained and the damping of control modes are also acceptable. 

The feedback signal used for the PSS is the speed or an equivalent speed 

signal [6,13,14]. In this design, the PSS provides a phase lead to the speed 

signal with appropriate amplification to compensate the phase lag 

introduced by the exciter. The output of the PSS will modulate the voltage 

reference of the exciter in a manner that the electrical torque contribution 

from the exciter is in phase with the machine speed and hence increases 

the damping of the electromechanical mode of oscillation.

The frequency response technique for the design of PSS is very 

effective, but this method cannot be easily extended to the design of other 

damping controls like supplementary control on SVC because the 

compensation network will have to be designed to satisfy a single input 

multiple output situation. Frequency response of various signals can also 

be used to determine the suitability of various signals as potential feedback 

signals to the damping control. The electromechanical mode (eigenvalue) 

whose damping is to be improved, is obviously near the imaginary axis in 

the complex s-plane. Thus, the frequency response of a potential feedback 

signal would show the presence of this mode as a resonant peak in the 

magnitude response (the bandwidth being governed by its damping) as the 

frequency being varied equals the frequency of oscillation of this mode. 

Also, the phase response would show a dip by 180° lag. Even though the 
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frequency response indicates as to how the monitored signal is influenced 

by the poorly damped eigenvalues, it does not indicate how much 

information the signal has on the modes that are better damped, or 

information of eigenvalues which lie on the real axis in the complex s- 

plane. This information is important for selecting the suitable feedback 

signal for effective design of damping control. The frequency response of 

various signals present in the system can also be used to detect any non

minimum phase behavior exhibited by them [18,19].

3.3.2 Pole placement technique

The design of control has also been attempted with pole placement 

techniques using the residue method for placing poles. In this method, the 

residue of the power system model is calculated at a specified location in the 

complex s-plane, where the mode under consideration is desired to be 

shifted. Appropriate controls are designed to meet the required magnitude 

and phase criteria.

For a system with transfer function G(s) if the pole is to be shifted 

from a particular location to a new location s = S = 0 + jω0 in the complex 

s-plane, the residue of the transfer function G(s) at the complex frequency 

s0 is given as G(s0 ).

The procedure for calculating the residues is the same as that of the 

frequency response calculations described in the previous section. In case 
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of residue calculation the complex frequency is used instead of the 

imaginary frequency only as in the case of the frequency response 

calculations. Therefore, from Equation (3.07) the residue of a monitored 

signal with respect to a specified input at a complex frequency s0 is given by 

the expression,

y(so) = [Cy] [P]-ι [s0I - A ]-ι [P] [Binp] (3.08)

where, y is the desired monitored signal and the input for the power system 

model is one of the following, 

i)Voltage reference of the excitation system of a synchronous machine. 

ii)Mechanical torque applied to a synchronous machine. 

iii)Voltage reference of the regulator of an SVC.

While frequency response technique is well suited for the design of 

PSS, the pole placement technique provides a more general method and has 

been used for the PSS design and design of supplementary control of SVC 

[8,10].

3.3.3 Time response calculation

The time response of the system to standard test signals like impulse 

and step can also be used for the design of controls. The time response of 

various monitored signals with respect to an impulse or step in one of the 

following inputs can be obtained.
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i)Voltage reference of the excitation system of a synchronous machine. 

ii)Mechanical torque applied to a synchronous machine. 

iii)Voltage reference of the regulator of an SVC.

Impulse response

For a impulse response, the input u(t) in Equation (3.01) is taken as,

u(0) =1 and

u(t) = 0, ∀t>0 (3.09)

and the system is initially assumed to be at rest, i.e. [X(O)] = 0. Therefore, 

from Equations (3.01) and (3.09), the impulse response of the system states 

[X(t)] in the time domain is,

[X(t)] = [P] Ce LAt]] [P]-1 [B,np (3.10)

Step response

For a step response the input u(t) is described by

u(t) =1, ∀t≥0 (3.11)

and the system is assumed to be initially at rest, i.e. [X(O)] = 0. Therefore, 

from Equations (3.01) and (3.11), the step response of the system states [X(t)] 

in the time domain is,

[X(t)] = [P] [A]1 [ε [Λt] -1] [P]∙ι [Binpl (3.12)
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Since the desired monitored signal can be expressed as a function of 

the system states [X], the time response of the monitored signal can be 

determined from Equations (3.06) and one of (3.10) or (3.12) depending on 

whether an impulse or step input is applied respectively as,

y(t) = [Cy] [X(t)] (3.13)

As mentioned earlier, this technique for control design results in a trial 

and error procedure and hence is used in relatively simple situations.

From the foregoing it is evident that a proper choice of the monitored 

signal is important for effective damping of the power system.

3.3.4 Monitored system signals

The various signals which can be monitored in a power system for 

damping purposes are the bus quantities, line quantities, machine 

quantities, and SVC quantities. Given below are the most commonly 

monitored signals in a typical power system.

i)Bus quantities:

a)Change in bus voltage magnitude.

b)Change in bus voltage phase.

ii)Line quantities:
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a)Change in line current magnitude.

b)Change in sending end line real power.

c)Change in sending end line reactive power.

iii)Quantities related to the classical model of the synchronous machine:

a)Change in output real power.

b)Change in output reactive power.

c)Change in speed.

d)Change in rotor angle.

e)Change in output current magnitude.

iv)Quantities related to the flux linkage model of the synchronous machine:

a)Change in output real power.

b)Change in output reactive power.

c)Change in electrical torque contribution from the excitation system.

d)Change in speed.

e)Change in rotor angle.

f)Change in output current magnitude.

v)Quantities related to SVC model:

a)Change in the output reactive power.

b)Change in the output current magnitude.

Any of the above signals can be expressed in the following form,

y = [R][X] + [S][ΔV] (3.14)

where, y is the monitored signal, [X] is the state vector of the system, [ΔV] is 

the vector of system bus voltage deviations and [R],[S] define the linear 
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combination of the system states and bus voltages forming the monitored 

signal respectively. The determination of matrices [R] and [S] for the 

various monitored signals is quite straightforward and is not given.

From the linearized network equation (Equation (2.005)), and the 

stacked device output current equation (Equation (2.007)) of Chapter 2., the 

system bus voltages can be expressed as a function of the system states as,

[∆V] = [Yn + Yst]-1 [Cst] [X] (3.15)

Combining Equation (3.01) and (3.02) gives,

y = [Cy] [X]

where, [Cy] = [R] + [S] [YN + YstJ l [Cst]

3.4 Discussion

This chapter has given a review of the various analysis tools used for 

the small signal stability study of a power system. Also, certain design 

procedures for the design of damping control have been described. 

Eigenanalysis, state participation factor determination, frequency, residue 

and time response calculations can be obtained from the Small Signal 

Stability (S3) programme.



Chapter 4

New Techniques for Small Signal Stability Analysis

4.1 General

This chapter describes certain innovations to enhance and overcome 

some of the shortcomings of the existing techniques for the small signal 

stability analysis of a power system and for the design of damping control. 

To supplement the use of state participation factor, an index called voltage 

participation factor has been suggested which indicates the influence of 

passive network elements on system stability [20]. A suitable choice of the 

potential feedback signal is important for the effectiveness of the damping 

control. This can be evaluated based on observability criteria as described 

here. Also, a novel method for calculating the modal torques for the mode 

under consideration is introduced in this chapter. The calculation of modal 

torques is considered useful in assessing the small signal and transient 

stability.

4.2 Voltage participation factors

Voltage participation factor is the sensitivity of an eigenvalue to change in 

the shunt admittance at a bus, or the sensitivity of the eigenvalue to the 

changes in the transfer admittance between two buses. The voltage 

102
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participation factors are ideal for analyzing the effect of network loads and 

variations in tie line impedances on the small signal stability of a power 

system. The voltage participation factors can also provide a suitable basis 

for the selection of the site of a SVC equipped with damping control. This is 

because the SVC is modelled as a voltage controlled variable shunt 

susceptance. The method of calculating the voltage participation factors is 

described below.

Using Equations (2.005) to (2.007), the state space equation for the 

complete power system can be expressed in the form,

(4.01)

Transforming Equation (4.01) into the Laplace (complex frequency) domain 

gives,

(4.02)

where, [X(s)] is the state vector of the system in the Laplace domain and 

[ΔV(s)] is the system bus voltage vector in the complex frequency domain. 

Let λι be an eigenvalue of the system described by Equation (4.02), and 

[X(λι)] be the corresponding right eigenvector. Also, let the corresponding 

left eigenvector be [Z(λ1)]. Substituting s = A1 in Equation (4.02) gives,
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Ai X(λι) = Ast 
0 . Cst

Bst 1 XQX1)
-(YN + Yst)JAV() (4.03)

where, [∆V(λ1)] is the right system bus voltage vector corresponding to the 

eigenvalue Ax. A similar equation for the left eigenvector [Z(λi)] as Equation 

(4.03) can be derived as,

[λi Z(1) 0 ] = Ast
Cst Bst v T [ZQ2 AW(20

-IN + 1st).
(4.04)

where, [AW(1)] is the left system bus voltage vector corresponding to the 

eigenvalue λι. Premultiplying Equation (4.03) by the row vector

[Z(λι) AW(A)I gives,

λi Z(λι) X(λi) = [Z(λ1) ∆W(λ1)][ Ast Bst v 1 X(U)
L Cst -(YN + Yst.LAV(1)

(4.05)

The product of the right and left eigenvectors for a eigenvalue is unity as 

described in Appendix (A1.8). i.e.

Z(Aj) X(λi) = 1.0 (4.06)

Taking the partial derivative of the eigenvalue A1 with respect to the 

shunt admittance at the jth bus (y;j) in Equation (4.05), and using the 

relation of Equation (4.06) gives,
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3y=-AWg AVo (4.07)

where, AWG) is the jth element (the jth bus left voltage) in the left voltage 

vector [AW(A1)] and AVG) is the jth element (the jth bus right voltage) in the 

right voltage vector [AV(Aj)]. Equation (4.07) is the sensitivity of the 

eigenvalue A1 to the change in shunt admittance at the jth bus.

Taking the partial derivative of the eigenvalue %1 with respect to the series 

admittance between the jth bus and the kth bus (y;k) in Equation (4.05), and 

using the relation of Equation (4.06) gives,

⅛ =- AWo AV(k) (4.08)

The L.H.S of Equations (4.07) and (4.08) are called the voltage participation 

factors.

4.3 Observability of eigenvalues in system signals

An important consideration in the choice of suitable feedback signal 

for damping control is that it should contain adequate information about 

the mode being damped. Alternatively, it can be said that the mode under 

consideration should be observable' in the signal being chosen. The 

concept of observability as described in control theory can, therefore, be used 

for the selection of the appropriate feedback signal. The calculation of 
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observability of eigenvalues (modes) in various signals, determines in a 

qualitative and quantitative manner the amount of information a signal 

has of the system eigenvalues. The method of calculating the observability 

of eigenvalues in various signals is described below.

Any signal present in the system can be expressed as a function of the 

system states [X] as described by Equation (3.16), which is reproduced here,

y = {[R] + [S] [Yn + Yst]-1 [Cst] ) [X]

Transforming the above equation into the Laplace (complex frequency) 

domain gives,

y(s) = {[R] + [S] [Yn + Yst]-1 [Cst]} [X(s)] (4.09)

Let A be an eigenvalue under consideration, and [X(A1)] be the 

corresponding eigenvector. Then, the observability of the monitored signal 

(y) to this eigenvalue λι , is given by,

yfλi) = { [R] + [S] |YN + YstTHCst]} [X(λι)J (4.10)

Similarly the observability of the monitored signal (y) to all the system 

eigenvalues can also be calculated using the right eigenvector matrix [P] 

as,

[Yo] = {[R] + [S] [Yn + Yst]-1 [Cst] ] [P] (4.11)



107

where, [Yo] is a column vector and the ith element in it is the observability of 

the monitored signal (y) to the ith eigenvalue of the system.

4.4 Small signal stability assessment using modal torque calculations

In an effort to improve the small signal stability of the power system 

it is necessary to understand the mechanism by which various power 

system components (excitation systems of generator, voltage regulators of 

SVC etc.) influence the small signal stability. In the past the explanation of 

these mechanisms have been addressed in a qualitative manner 

[2,7,13,17,19]. This can help to predict the approximate behavior of a 

component with regard to its effect on the system small signal stability. 

However, a quantitative idea about the effect of various components on 

system small signal stability would greatly benefit the design of various 

controls.

The quantitative assessment of the effect of power system components 

on the system small signal stability can be made on the basis of 

determination of the torque contribution from the individual component for 

each mode of oscillation. This torque contribution is called the modal 

torque. The modal torque has two components, the damping and the 

synchronizing torque. The damping torque indicates the inherent damping 

the system has for the mode (eigenvalue) under consideration. The 

synchronizing torque conveys the ability (strength or 'stiffness') of the 

system to restore itself to a steady state operating point after a disturbance. 

To understand the basic concept of how the modal torque governs the 
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characteristics of these modes, a description of the generation of 

electromechanical modes of oscillation and the corresponding torques is 

necessary.

4.4.1 Generation of electromechanical modes and associated torques

Electromechanical oscillations are produced by the interaction 

between the torques applied to the rotating system of the generators. To 

illustrate this, consider the single machine infinite bus system shown in 

Figure (4.1). The synchronous machine is modelled as a voltage source 

(Eq') behind a transient reactance (xd') assuming that the field flux 

linkages are constant. The machine is connected to an infinite bus having 

voltage Eo through an external reactance (xe).

E0

Generator terminai bus Infinite bus

Figure (4.1): Single machine infinite bus system

The machine dynamics can be expressed as,

2H d∆ω + DdA + K1 ∆δ =0
000 dt 00 dt

(4.12)
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where, D is the damping coefficient (p.u.) and the synchronizing coefficient 

(K1) is given as,

OTe EqE0
K1= . ——;-------- 

σ00 Xd + Xe
-cosδ0

where, 80 is the steady state angle between Eq' and E0 in Figure (4.1) and Te 

is the electrical torque. Equation (4.12) is in per unit quantities and hence; 

Per unit torque = Per unit power. Equation (4.12) can be transformed into 

the Laplace domain and can be represented in the block diagram structure 

as shown in Figure (4.2).

Δω Δδ
1 
s

D 
ω0

_Oo
2Hs

Figure (4.2): Block diagram of the single machine infinite bus system

The roots of the characteristic equation of Equation (4.12) are,

si,S2 = ⅛±λ/ D2 . Krto
4H V 16H 2H

(4.13)
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Generally D2 « K1 @o, which leads to an oscillatory response. The 
16H 2H

oscillatory response of the system is attributed to the imaginary part of the 

roots given in Equation (4.13). This oscillation is called the 

electromechanical mode of the system. Examining Equation (4.12), it is 

evident that the torque applied to this machine is,

AT= D AC +K1∆δ (4.14)
000 '

This torque is also called the modal torque for the mode (eigenvalue) 

corresponding to the roots of the characteristic equation (Equation (4.13)). 

The modal torque has two components, which are,

i)Damping torque (D d∆δ = D Δω): A positive value of the damping 
ωodt 00 

coefficient indicates that the oscillation will eventually decay, while a 

negative value indicates that the oscillation will rise in magnitude i.e the 

system is unstable. A measure of the small signal stability of the system is 

indicated by the amount of damping torque present in the system.

ii)Synchronizing or restoring torque (K1 ∆δ) : This torque tends to bring the 

system back to the steady state operating point. A higher value of the 

synchronizing coefficient K1, which is positive, indicates the strength or 

'stiffness' of the system. Higher the 'stiffness', the better is the ability of the 

system to achieve steady state. A measure of the relative transient stability 

of the system is indicated by the amount of synchronizing torque present in 

the system.
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4.4.2 Calculation of modal torques for multimachine power systems

In the case of the simple single machine infinite bus system 

considered above, the electromechanical oscillation can be examined 

through the interaction of only two states Δω (small changes in speed) and 

Δδ (small changes in the rotor angle) as shown in Figure (4.1). However in 

a large complex system, the electromechanical oscillations would be 

influenced by the dynamic interaction of the other states corresponding to 

the various machines, SVC, HVDC etc. This calls for appropriate 

modelling of the various system components. The complexity of the system 

model would depend upon the degree of detail considered in the 

representation of each subsystem. A typical block diagram of such a large 

system is shown in Figure (4.3). Where, ∆ωm and ASm are the small 

changes in the mth machine speed and machine angle. Figure (4.3) 

illustrates the dynamic interaction between the mth machine and the rest of 

the system which is represented by the equivalent transfer function G(s). 

The effect of the mth machine on the equivalent system G(s) is represented 

through the inputs ∆ωm and Δδm . The output of G(s) is ∆Tm. ΔTm is the 

torque contribution from the rest of the system applied to the mth machine. 

This torque can be split into two components; one in phase with Aom and 

the other in phase with ∆δm . The component in phase with the small 

changes in speed of the mth machine (∆ωm) will tend to damp out the 

electromechanical modes of oscillation in which this machine participates, 

whereas the component in phase with the small changes in rotor angle for
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the mth machine ( ∆δm ) will tend to restore the system to its steady state

operating point.

G(s)

Figure (4.3): The dynamics of the mth machine in a large power system

Co

Equivalent transfer function of the 
rest of the system

ATm

Dm

00

Having identified the electromechanical mode of interest and its 

participating machines, the corresponding modal torque and hence the 

constituent damping and synchronizing torques can be calculated as 

illustrated below.

Consider a local mode of electromechanical oscillation as initiated 

from the mth generator. Let this mode of oscillation correspond to the kth 

eigenvalue (k ) of the system. Since the mode under consideration is the 
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local mode associated with the mth machine, only the modal torque for the 

mode Xk applied to this machine need to be calculated. From the 

calculation of the modal torque, the damping and synchronizing torques 

can also be calculated.

For the mth machine, its modal acceleration corresponding to the 

mode Ak is,

adm=a% (1s)
1

where, n is the size of the state matrix [A], aji is the ith element in the jth 

row of the state matrix [A], the Aom state of the mth machine is the jth 

element in the state vector and x; is the ith element in the eigenvector of [A] 

corresponding to the mode Ak.

Therefore the corresponding modal torque applied to the mth machine is,

. 2H V (4.16)ATm =-mm2 aji X;
ωo 1

where, Hm is the inertia constant (p.u.) of the mth machine.

The modal torque ATm is a complex quantity. It has a component in 

phase with Aom (damping torque), and another component in phase with 

Δδm (synchronizing or restoring torque) as shown in Figure (4.4). Note 

that Aom and ∆δm are orthogonal due to the fact that
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A dΔδmA®m =dm (4.17)

The damping and synchronizing torque components of the modal 

torque can be determined if the angle θ (refer Figure (4.4)) is known. The 

eigenvector corresponding to the mode Ak will have elements corresponding 

to AOm and Δδm . These elements which are complex quantities give the 

magnitude and angle of ∆ωm and Δδm with respect to a fixed reference. 

Also, the angle information contained in the complex quantity ATm is with 

reference to the same fixed reference. Thus the angle θ can be obtained 

accordingly to calculate the modal torque components.

ATMs

ATmo

ATm — ATm ω + jAT'm δ

Figure (4.4) Modal torque components

In certain situations, there may be a need to determine the modal 

torque (and hence, the damping and synchronizing torque) contribution 

from a particular device (e.g. SVC or HVDC, excitation systems, voltage



115

.D

regulators, etc) for a particular mode of electromechanical oscillation 

(eigenvalue). This can be easily obtained by modifying Equation (4.18). 

Suppose in the example considered above, the interest lies in determining 

the effect of a jth device on the local mode (Ak). The modal torque 

contribution AT'mj from the jth device to mth machine for the local mode (Ak ) 

is given as,

.2 Hm 
ωo 

where, the limits jl to jj denote the locations of the corresponding states of 

the jth device in the state vector.

In the above discussions we have considered a local mode and hence 

the modal torque contribution to only one machine was determined. For 

inter-area and inter-machines modes of electromechanical oscillations, the 

modal torques applied to more than one machine will have to be 

determined. This process will be a simple extension of the above method as 

shown below.

Let the eigenvalue Aki be an interarea mode of oscillation and the 

synchronous machines participating in this mode be m1, m2, m3, . . . mm. 

The modal torque ATKM applied to the Mth participating machine for the 

interarea mode Ak1 is,
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ATIM=-2 HM 2 ay x (4.19)
000 1

where,

M = m1, m2, m3, ... mm-

Hm = Inertia constant in (p.u) of the Mth machine.

aji = the ith element in the Jth row of the system state matrix [A].

The AOM state of the Mth machine is the Jth element in the state vector

The modal torque contribution ATkIMi from the jth device to the Mth 

participating machine for the interarea mode Ak1 is

ü

ATEIM=-2Hm Σaj1x1 (4.20)
ω0

The limits jl to jj denote the locations of the corresponding states of the jth 

device in the state vector.

The analysis of the modal torque contributions for the intermachine 

and interarea modes is accomplished by determining the the damping and 

synchronizing torque contributions to each machine separately.
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4.4.3 Modal torques : A discussion

The proposed method provides a systematic approach for calculating 

the modal torque contribution of any device for the electromechanical mode 

under consideration. This serves as a tool for evaluating the effect of 

various devices on damping electromechanical modes of oscillation. In the 

past this effect has been qualitatively determined for complex systems based 

on either extrapolation of the effect obtained in case of simple systems or 

through field experience. The proposed method, on the contrary, provides a 

mathematical basis for evaluating modal torque components which give a 

measure of the system small signal and transient stability. Further work 

needs to be done in the nondimensionalizing the torque calculations so that 

effective comparisons of different case studies can be accomplished. At 

present these torque calculations can be compared on a percentage basis of 

their damping and synchronizing torque contributions.



Chapter 5

Design of Damping Control

5.1 General

In this chapter the generalized procedure for the design of damping 

control for a power system is presented. The objective of installing damping 

controllers is to damp those electromechanical modes of oscillations which 

are otherwise poorly or negatively damped. A beneficial side effect of the 

use of damping controls is the possibility for the system to increase its 

steady state power transfer capability. This is so, because the damping 

control allows the system to operate at certain operating conditions which 

may correspond to higher levels of power transfer; which in the absence of 

the damping control would not have been possible. It is also important that 

the damping control should not adversely effect the transient stability of the 

system.

5.2 Generalized design procedure

The process of designing the damping control involves the following 

steps:

118
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a)Identification of the least damped electromechanical mode of oscillation. 

b)Determination of the damping and synchronizing torques present in the 

system for the least damped mode of oscillation.

c)Selection of the site for installing the damping control. 

d)Selection of suitable feedback signal for the damping control.

e)Design of the compensation network i.e. determining the parameters of 

the damping control transfer function.

Validation of the design.

5.2.1 Identification of the least damped electromechanical mode of 

oscillation

The foremost requirement is to know whether damping control is at 

all needed for the power system under consideration or not. To obtain this 

information, the eigenvalues of the state matrix of the power system are 

obtained and the corresponding damping ratio for each eigenvalue 

associated with the electromechanical mode (0.5 to 2.5 Hz.) is evaluated. 

Unlike conventional control systems where one would ideally require the 

dominant pole to have a damping ratio of 0.707; a minimum damping ratio 

of 0.05 for the electromechanical mode is quite acceptable in power systems. 

It may however so happen that within the range of 0.5 to 2.5 Hz. there may 

be some modes which do not necessarily correspond to the 

electromechanical modes of oscillation. The eigenvalues corresponding to 

the electromechanical modes of oscillation of the system are identified by 

the determination of the state participation factors for each eigenvalue. 
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Those eigenvalues for which the state participation factors of the Δω states 

of the synchronous machines are largest are taken as the 

electromechanical modes. The state participation factors and the mode 

shapes of these electromechanical oscillations are used to determine 

whether these modes are local, intermachine or interarea oscillations. The 

concept and use of the state participation factors and eigenvectors (mode 

shapes) is given in Chapter 3.

5.2.2 Determination of the damping and synchronizing torques present in 

the system

Once the least damped electromechanical mode of oscillation is 

identified, the damping and synchronizing torque present in the system for 

this electromechanical mode of oscillation is determined. The method of 

calculating the damping and synchronizing torques has been explained in 

detail in Chapter 4. The calculation of the damping and synchronizing 

torques helps to evaluate the effectiveness of the damping control after it is 

incorporated into the system.

5.2.3 Selection of the site for the location of the damping control

It is very important to choose the proper site for the location of the 

damping control. Improper selection of the site for damping control will 

require the damping control to have a large control effort in order to provide 
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damping for the concerned electromechanical mode of oscillation. It will 

lead to the damping control being overaggressive and thus detrimental to 

transient stability [17]. There may also arise situations where the 

parameters of a improperly located damping control are physically 

unrealizable.

The selection of a suitable location of the damping control on a device 

is based on the controllability of the device and the observability of the 

feedback signal for the electromechanical mode whose damping is to be 

enhanced. The controllability of a device to a particular mode is determined 

through the use of state and voltage participation factors. Voltage 

participation factors supplement the information obtained from the state 

participation factors for the selection of a suitable site for damping control.

The potential site of the damping control must be chosen on the basis 

of controllability and observability of the mode of interest, for the damping 

control and its feedback signal respectively. The calculation of the 

observability factors presented earlier is used to determine the observability 

of eigenvalues (modes) present in various signals under consideration. 

From the control system design considerations it is important that the 

feedback signal should not exhibit non minimum phase behavior near the 

frequency of the mode of interest [18].

A natural location for installing the damping control is the 

synchronous machine since it is itself the source of electromechanical 

oscillations. For local and intermachine modes the choice of location for 
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installing the damping control is, therefore, quite straightforward as 

explained below.

The criteria for selecting the device (synchronous machine) for 

installing the damping control is based on a sensitivity index called the 

state participation factor which has been described in Chapter 3. A 

machine which has a significantly large state participation factor of its Δω 

state to the mode under consideration and also, a large rating is chosen for 

the location of the damping control which is called the Power System 

Stabilizer (PSS). The same procedure can be adopted for the selection of a 

synchronous machine for installing the damping control to damp out 

interarea modes. But in some situations it may be difficult to identify one 

machine for the installation of damping control, either, due to the fact that 

there might exist many machines of similar rating having significant state 

participation factors of their Δω states making it difficult to select between 

them; or , some other considerations might make the installation of a PSS 

on a synchronous machine unattractive. In such a situation, it may be 

worthwhile to consider installation of the damping control on devices like 

SVC which may be present in the system. To know how effectively can SVC 

damp out interarea modes, the analysis of state participation factors will 

require the representation of the SVC supplementary control (damping 

control). But then, the problem is that the supplementary control is yet to be 

designed. To explore the possibility of installing a damping control on a 

SVC, another sensitivity index called the voltage participation factor may be 

used.
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Voltage participation factors can be used to supplement the 

information obtained from the state participation factors for the selection of 

a suitable site for damping control. As voltage participation factor of the 

system bus is the sensitivity of the eigenvalue to the change in shunt 

admittance at the corresponding bus, it can form a basis for the selection of 

the SVC to be equipped with the damping control (Supplementary Control). 

The basic concepts of voltage participation factor is described in Chapter 4.

For electromechanical modes of oscillation the analysis of the 

sensitivity indices i.e. state and voltage participation factors will generally 

identify devices and system buses in close proximity as potential sites for 

the installation of damping control. In the case of local and intermachine 

modes as described earlier, a candidate synchronous machine is selected 

for the installation of the PSS. For interarea modes the analysis of the state 

participation factors will identify certain candidate synchronous machines 

as the site for the location of PSS, whereas the analysis of the voltage 

participation factors will identify certain candidate buses, where a SVC 

equipped with a damping control (supplementary control) would probably 

damp the interarea mode under consideration. The choice of selecting the 

site for installing the damping control on a synchronous machine or SVC 

will depend on transient stability and economic considerations. Even 

though interarea modes are generally adequately damped by the use of PSS, 

the use of damping control (Supplementary control) on SVC provides a 

viable option that can be used under certain conditions.
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The selection of site should also take into consideration the 

availability of suitable feedback signals which would contain adequate 

information of the mode under consideration. This can be derived based on 

the observability criteria described in Chapter 3.

In addition to the analytical procedure outlined above, practical 

considerations must also be taken into account while selecting the site for 

damping control. For example, if the state participation factors indicate 

that a particular synchronous machine is suitable for the installation of a 

PSS and if this synchronous machine happens to be equipped with a slow 

acting exciter, then the control effort required by the PSS may be enormous. 

Under such a situation the option is either to change the exciter itself or 

select the next best location for installing the damping control.

5.2.4 Selection of a suitable feedback signal for the damping control

A primary requirement of a suitable feedback signal is that it should 

contain adequate information about the mode of oscillation which is to be 

damped. For this, it is necessary to calculate the observability of 

eigenvalues (modes) present in various signals under consideration, as 

described in Chapter 4. This provides the information about the presence of 

the mode of interest in a particular signal and its selectivity. By selectivity 

it means how the signal is influenced by eigenvalues other than the one 

that is to be damped. If the calculation of observability of system 

eigenvalues for the signal under consideration shows that this signal has a 
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high observability of not only of the mode of interest but another eigenvalue 

whose frequency is close to that of the mode of interest, then this signal is 

not a good choice for a suitable feedback signal. Based on this information, 

the suitable feedback signal can be chosen for damping purposes. However 

it is important that the output of the damping control should not strongly 

influence the feedback signal. Otherwise a positive feedback situation will 

arise which may lead to an unstable inner loop.

From the control system design considerations it is important that 

the feedback signal should not exhibit non minimum phase behavior near 

the frequency of the mode of interest [18]. In a complex power system 

however, this cannot be avoided, but it is possible to select a signal which 

does not exhibit non minimum phase behavior near the mode of interest. 

Whether a signal exhibits non minimum phase behavior or not can be 

determined by obtaining a frequency response of the signal with respect to 

the point where the damping control output is to be applied. If the 

frequency response shows a sharp dip in the magnitude response 

accompanied by sudden dip in phase by 180 degrees as frequency is scanned 

upwards, it can be concluded that there is a zero in the right half plane 

close to the imaginary axis of the s-plane which is the condition for a 

nonminimum phase behavior.

From a practical point of view the feedback signal should be easily 

available, i.e local signals are preferred and should exhibit good noise 

immunity.
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5.2.5 Design of the compensation network

In this section the realization of the structure of the damping control 

is described. The general structure of the damping control consists of lead 

or lag networks in series with a gain and a washout term. The washout 

term is needed so that the damping control is active only when there are 

changes in the feedback signal applied to the damping control and thus 

keeping the damping control inactive under steady state conditions. The 

design procedure adopted here is a pole placement technique using the 

residue method as described below [10].

Figure (5.1) shows the interconnection between the power system G(s) 

and the damping control H(s). u(s) is the input to the system and y(s) is the 

desired feedback signal for the damping control (such as speed, line 

current magnitude, line real power etc.).

u(s) + G(s) y(s)

Figure (5.1): Block diagram of system G(s) and damping control H(s).
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Let the electromechanical mode of oscillation (eigenvalue) whose 

damping is to be improved be Aold- Aold corresponds to one of the poles of the 

transfer function G(s). The requirement is to shift this eigenvalue (pole) to 

a new location Anew- This is accomplished by the addition of the damping 

control H(s). The characteristic equation for the system shown in Figure 

(5.1) is

11 - G(s)H(s)l =0 (5.01)

If H(s) has been properly realized then s = λnew will satisfy the above

(5.02)

istic equation i.e.

11 - G(new) H(new) ∣ = 0

This implies that

HQw)=—1—- 
G(Anew)

(5.03)

and

1 H(new)I =- 
I G(Anew) ∣

(5.04)

ZH( new) ~ ^ ZG( new) (5.05)
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where, IHOnew)I, ZH(new) and IG(new)I, ZG(new) are the magnitudes 

and phase of H(new) and G(λnew) respectively.

Equations (5.04) and (5.05) give respectively the magnitude and phase 

criterion. G(new) is the residue of the transfer function G(s) at s = Anew. 

Once this is obtained then it is possible to determine the transfer function 

H(s) satisfying the magnitude and phase criterion. This is the basic 

principle for the design of damping control using the residue method. The 

procedure for the calculation of residues is given in Chapter 3.

Certain innovations in the realization of H(s) are described next to 

ensure that the designed damping control is robust and also enhances the 

'stiffness' of the system to increase the transient stability margin of the 

system.

Selection of the new location of the eigenvalue (Anew) :

The original eigenvalue (electromechanical mode of oscillation) Aold 

has to be shifted to a new location to increase its damping. Defining the 

original eigenvalue as,

Ana = αo+jβo (5.06)

The damping ratio for this eigenvalue is



129

S=Va,2+6, (5.07)

The damping ratio can be increased by: 

i)Keeping α0 constant and decreasing the magnitude of βo, or 

ii)Keeping βo constant and making α0 more negative, or 

iii)Increasing the negative value of Co and the magnitude of βo ensuring 

that the resultant damping ratio is also increased.

The third option for increasing the damping ratio is considered here 

as it not only increases the damping of the mode of interest but also 

increases the 'stiffness' of the system for this mode as explained below with 

reference to the single machine infinite bus system shown in Figure (4.2) of 

Chapter 4. Neglecting the damping, the system dynamics is expressed as,

25Ade+K, A8=0 (5.08)

where, H is the inertia constant of the machine (p.u), K1 is the 

synchronizing coefficient of the machine, Δω and Δδ are small changes in 

the angular velocity of the synchronous machine (radians/sec) and small 

changes in the rotor angle (radians) respectively. The rotor angle is defined 

as the angle between the machine direct axis and the synchronously 

rotating reference frame of the system. The roots of the characteristic 

Equation of(5.08) are
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S1,S2 =±, /-K1 Co (5.09)
V 2H

It is evident that the frequency of oscillation is directly proportional to 

VKJ. Thus, if K1 increases so does the frequency of the electromechanical 

mode of oscillation. Also, as described in Chapter 4, an increase in the 

value of K1 corresponds to the increase in the 'stiffness' of the system, 

which increases the transient stability margin of the system. A similar 

observation can be made in case of large complex systems also.

The location of the old eigenvalues in the s-plane is shown in Figure 

(5.2). The shaded portion indicates the possible region for the new 

eigenvalue which would result in increased damping and 'stiffness'. The 

final location to which the original eigenvalue can be shifted is determined 

after ensuring that;

i)the damping control is not over aggressive (Gain is not too large), 

ii)the damping control is physically realizable,

iii)the damping control does not deteriorate the damping of other modes or 

introduce new eigenvalues which are unstable, and

iv)the designed damping control provides adequate damping over a range of 

operating conditions.
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jω

Figure (5.2): Area to shift eigenvalue

Region for shifting 
Aold to a new location

Aold z
Orig inal eigenvalue

Realization of the transfer function H(s):

The general structure of the damping control consists of a series of 

lead, lag blocks with a washout block and a gain block as shown in Figure

(5.3).
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Washout blockGain block lead/lag block

Avs0ASig 1 + sT1
1 + ST2

_sT 
1 + sT

ASig = Feedback signal to the damping control

AVso = Damping control output
K = Gain
Tι, T2, . . . T = Time constants.

Figure (5.3): Block diagram of damping control

The washout block must act as an all pass to signals at frequencies of 

interest (frequencies of the modes of interest). As electromechanical 

oscillations have a very low frequency, the washout time constant (T) is kept 

quite large (around 10 seconds). A large time constant is necessary to avoid 

causing phase leads at the low end of the frequency spectrum [6].

The requirement of the damping control transfer function H(s) is that 

it must satisfy the magnitude and phase criteria given in Equations (5.04) 

and (5.05) respectively. From Figure (5.3) H(s) can be rewritten as

H(s) = sT K h(s). 
1 + sT

(5.10)

where, h(s) represents the transfer function of the cascaded lead or lag 

blocks. The washout time constant (T) is chosen as 10 seconds for the 

reasons given earlier. The problem now is to realize h(s) which can be 

accomplished as follows:
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i)From the knowledge of the total phase compensation required, ZG(new), 

the total number of lead or lag blocks can be determined. Generally the 

maximum phase compensation which one lead or lag block can provide is 

approximately 60 degrees. An attempt to achieve higher phase 

compensation from one block may result in undesirably large pole-zero 

separation. From practical considerations, a limit of say three to four 

blocks can be imposed on the total number of cascaded lead or lag blocks to 

be used. In case more blocks are required to achieve the desired phase 

compensation, it would be better to look for other alternative solutions to 

increase the damping of the mode of interest. These solutions could be in 

the form of a new eigenvalue location, or a different feedback signal or a 

different device for installing the damping control.

ii)Having determined the number of lead or lag blocks necessary to achieve 

the desired phase compensation, the various time constants for each lead or 

lag block are calculated. The requirements are:

a)The frequency at which all the lead or lag blocks together provide 

maximum phase compensation should be close to the frequency 

corresponding to the new eigenvalue location [9,10].

b)The following phase criterion obtained from Equations (5.05) and (5.10) 

should be satisfied.

ZhOnew=-Z-newT- ZGonew (5.11)
1 + λnewT
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The method of determining the time constants for each lead or lag 

block is illustrated through an example. Figure (5.4) shows the block 

diagram of a hypothetical damping control. Here the washout time 

constant (T) is taken as 10 seconds and the number of cascaded lead or lag 

blocks are two.

Gain block

AStE K

h(s)

Washout block

-ST
1 + sT

Δv30

Figure (5.4): Example block diagram of damping control.

From Figure (5.4),

h(s) = 1+sIl (5.12)
1+s T2 1+s T4

Generally the lead or lag blocks are taken to be identical. Hence, T1 is the 

same as T3 and T2 is the same as T4. Therefore,

h(s)

Considering that the residue of the system transfer function G(s) at s= Anew 

is already calculated, where, Anew = Un + jBn is the new eigenvalue. The two 

criteria mentioned above that must be satisfied are
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Sn VT,T2 (5.14)

Z(1+AnwT1) =.ZAowT. ZGo)
1 ÷ Anew T2) 1 + AnewT

(5.15)

Equations (5.14) and (5.15) are solved iteratively for T1 and T2. As 

shown earlier, the lead or lag blocks are generally taken to be identical, 

which leads to the determination of two unknowns from two equations. 

This results in a unique solution. In certain situations, where for example 

the damping control is being designed to satisfy the above criteria for two 

different operating conditions, it might be necessary to use lead or lag 

blocks which are not identical. In such a situation, a trial and error 

procedure combined with the above method will have to be used. This leads 

to a compromise solution where the frequency at which the damping 

control provides maximum phase compensation will not necessarily 

coincide with the frequency of the new eigenvalue or the phase criteria of 

Equation (5.05) may not be exactly satisfied. This results in the shifting of 

the mode of interest to a slightly different position than it was meant to be 

shifted to.

Once h(s) has been determined, it only remains to calculate the gain 

K of the damping control H(s). This can be calculated from the following 

expression which is obtained from (5.04) and (5.10).
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K =
1

-AnewT h(Anew) ∣ G(Anew) ∣ 
1 + AnewT

(5.016)

In this way the entire damping control H(s) can be realized.

5.2.6 Validation of the design

The design of the damping control can be validated through small 

signal stability analysis. For this the damping control is introduced into 

the system model and the new system state matrix is obtained. The 

effectiveness of the damping control can be determined through:

i)Eigenvalue analysis: It must be ensured that the mode under 

consideration has been damped and that the damping control did not 

introduce any additional eigenvalue with poor damping or did not have a 

detrimental effect on the damping of the other modes.

ii)Determination of the damping and synchronizing torαues: The damping 

control should result in higher damping and synchronizing torques for the 

mode under consideration.
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5.3 Discussion

The design strategy employed here assumes that there is only one 

electromechanical mode of oscillation whose damping is to be increased. If 

there exists more than one mode whose damping is to be increased, then 

the design process may have to be repeated for each of the concerned 

electromechanical modes of oscillation. Studies to be presented later show 

that a proper design of the damping control will increase the damping of 

not only the electromechanical mode of oscillation for which it was 

designed, but would also increase the damping of other electromechanical 

modes of oscillation. Thus, enhancing the overall system small signal 

stability.

The design process described here explains the design strategy for 

one operating condition. For the design of damping control to meet the 

requirements of different operating conditions, the above design steps can 

be followed in parallel for all the operating points under consideration. 

This would lead to a damping control H(s) which can meet the 

requirements of the various operating conditions to a certain extent. In this 

process more weight is given to the parameters of H(s) obtained for the 

weakest system operating point (usually maximum loading condition).

A flow chart of the generalized design procedure formulated in this 

chapter is shown in Figures (5.5a) and (5.5b).
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No”

NoAny electomechanical 
modes whose damping is 

less than 0.02 ?
• Yes ‘

Design PSS on 
this machine

Is the least damped mode 
an interarea oscillation ?

State space model of the 
power system

Damping control is the 
supplementary control 

on a SVC

Eigenanalysis, state and voltage 
participation factor determination

Identify the machine 
- predominantly influencing 

this mode

Classify these modes into interarea, 
intermachine and local oscillations

Design supplementary control 
for the SVC which shows the 
best combination of site and 

feedback signal selection

All electromechanical 
modes have damping 

higher than 0.02 and hence 
there is no need to improve 

the damping of any 
electromechanical mode

Calculate the modal torques for 
these modes and on a percentage 
basis determine the damping and 

synchronizing torques for each 
mode

Select potential feedback signals to the 
supplementary control for the shortlisted 

SVC's using the calculation of 
observability and frequency response

Shortlist the SVC's on which the 
installation of supplementary control for 
damping purpose shows promise, based on 
the state and voltage participating factors

Figure (5.5a): Flow chart for generalized design of damping control
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Yes 
-----PX

Is the design of the 
damping control 
satisfactory?

⅜Yes
Is there a need to 
design additional • 
damping controls :

Alternative 
design of : 
damping 
control

Validate design of damping 
control by 
a)Eigenanalysis
b)Modal torque calculations

Figure (5.5b): Flow chart for generalized design of damping control (Contd).



Chapter 6

Program Development and System Studies

6.1 General

The state space representation of power system for small signal 

stability analysis has been described in Chapter 2. Based on this a state-of- 

the-art program -the Small Signal Stability (S3) programme- has been 

developed incorporating the techniques for small signal stability 

investigations and design of damping control outlined in the earlier 

chapters [25]. A brief description of the structure and salient features of the 

S3 program is given in this chapter. To illustrate this programs capability 

and to demonstrate the effectiveness of the small signal stability analysis 

techniques and the generalized philosophy of damping control design, a 

case study of a 39 bus power system is also presented. Damping control is 

designed for SVC (supplementary control) as well as the generating system 

(PSS) and their relative performances are compared.

6.2 Small Signal Stability (S3) program

The Small Signal Stability (S3) program has been developed with a 

modular structure, with each device model or subsystem described in a 

140
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separate subroutine. Based on the modelling procedure described in 

Chapter 2, the program proceeds systematically to formulate the linearized 

state space model of the individual dynamic devices which are then stacked 

together and interconnected through the transmission model to result in 

the overall system model.

The flow chart describing the structure of the S3 program is given in 

Figures (6.1a) to (6.1e). The program requires two inputs, one defining the 

steady state operating point of the system about which the linearized system 

model is formulated, and the other defining the dynamic parameters of the 

system devices. The steady state operating point of the power system under 

consideration is given by its load flow solution. The dynamic parameters of 

the system devices which are required for the stability investigations 

correspond to the relevant device data including the associated control 

system parameters.

Using these inputs the individual device state space models are first 

formulated and then assembled in a systematic manner to derive the entire 

power system state space model as shown in Figures (6.1a) and (6.1b). The 

specific details of formulating the classical machine model, detailed 

generating system model and the SVC model are given in the flow charts 

shown in Figures (6. lc) to (6. le) respectively.
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CStart
Input solved load flow data defining 

the system operating point 7

Input device dynamic data defining 
the dynamic behaviour of the system/

Process load flow and dynamic 
data to identify the number and 
type of devices to be modelled

Number of generating 
systems to be represented 

by a classical machine 
model = NCMC

Number of SVC to be 
modelled = NSVC

Number of generating systems to be represented 
by a detailed model; i.e. flux linkage model of the 

synchronous machine and/or exciter and PSS 
dynamics also modelled = NDMC

C
Formulate the state space model 

for each SVC in the form
[Xa = [AallXal+ [Bal [Δv]

[∆i] =[Ca[Xal- [Yd] [Δv]

A
Formulate the state space model 
for each of the generating systems 
modelled as classical machines in 

the form

[Xal = [Ad] [Xd] + [Bd] [∆v] 
[∆i] = [Cd] [Xd] - [Ya] [Δv]

B
Formulate the state space model for each of 

the generating systems represented by a 
detailed model in the form
Kdl = [Ad][Xd] + [Ba [Δv]

[∆i] = [Cdl [Xd] - [Yd] [Δv]__________

Figure (6. la): Flow chart of S3
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Figure (6. lb): Flow chart of S3 (contd)

Stop

Stop

Stop Stop

Stop

Stop

Observability Calcualtions 
of residues

Modal torque 
calculations

Frequecy 
response 

calculations

Time 
response 

calculations

Expressing 
system signal 
as a function 
of the states

Eigenanalysis 
and calculation 

of state and 
voltage 

participation 
factors

Formulate the network equation 
[ΔI] = [Yn] [ΔV]

Output analysis

Combine the stacked state space equations and the network 
equation to obtain the overall system state matrix [A]

[A] = [Ast] + [B8tJ [Yn + Yr1 [Ca]

Stack the individual state space models for all the devices to get the 
overall stacked state space equations of the form 

[XJ=[AaIX]+[Bal [ΔV]

[ΔI] = [C8t] [X] - [Y8t] [ΔV]
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A
Classical machine model

No _ — Yes-------~
-----<N =NCMC ?——C Return)

N = 0

N=N+1

Formulate the individual state space model for 
the generating system using the classical 

machine representation in the form: 
[Xal =[Ad [Xal + [Bal [Δv]
[∆i] = [Cd] [Xd]- [Yal [Δv]

Figure (6.1c):Flow chart for formulating the state space model of the
classical machine



145

B
Detailed model of the generating system

N = 0

N = N+1 
---------- 

Formulate the intermediate state space model of the 
synchronous machine in the form

[Xg = [Ag Dy + [Bg. [Ai] + [EJ Δvf
[Ai] = [cg] Dy - [Yal [∆v]

Yes

No

be modelled ?
Is the exciter to

State space model of the 
exciter in the form

[Xa = [Ae] [Xe] + [Bal [U] + [Bvso] AVvygo

AEfd = [Me] [Xa] + [K.l [U] + [DvsJ Δvvso

No

State space model of 
the PSS in the form

Is PSS to be modelled ?
Yes

[Xal= [Ag IX + BI TU] 
Δvvso = [M,] [Xβ] + [K.] [U

Interconnection of the generating system component models to 
formulate the state space model of the generating system of the form 

[Xd] = [AallXal+ [Bal [Δv]

No

[∆i] = [Cd][Xd] - [Yal [Δv]

Yes /---- ~
ReturnN = NDMC ?

Figure (6.1d): Flow chart for formulating the detailed generating sys. state 
space model
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CSVC model )

N = 0

N=N+1

State space model of the SVC 
voltage regulator in the form 

[XI = [Ad [XI + [BZ [U] + [Bvsdl AVwso 

AB =[MJ [Xa + [KA [U] + [DvsJ AVvso

— Is supplementary 
control to be modelled ?

State space model of the 
supplementary control in the form 

[Xa= [Ag [X.]+[BI[U]

Δvvso = [MJ [Xs] + [Ks] [U]

Interconnection of the SVC component 
models to formulate the state space model

of the SVC of the form 
IXal= [AalIXal + BallAv] 

[Δi] = [Cd] [Xd] - [Yd] [Δv]

Figure (6.1e): Flow chart for formulating the SVC state space model

- — Yes
N = NSVCB------( Return)
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The Call Tree, i.e. the actual sequence of the subroutine calls in the 

S3 program is shown in Figures (6.2a) and (6.2b). The subroutines in 

square boxes, shown in Figure (6.2b), correspond to the various analysis 

options available in S3 program. In any execution of the S3 program one of 

these subroutines is used depending on the study being conducted. For 

example, if the program is being executed to carry out the calculation of 

frequency response, the subroutine FRQOUT will be used. The type of 

analysis/calculation required is specified by the user as an input data. The 

matrix operations and eigenvalueXeigenvector calculations are performed 

by subroutines MATUTY and EISPS3 respectively [21].



148

S3 (Main program)

-----► INFLO (Read load flow data)

-----• INDYNA (Read dynamic device data)

-----• RUNIN (Read user specified data pertaining to the mode of 
| execution)

■-----► INIRES (Initialization of user specified data)

• MACLAS (State space model for the classical representation of 
generating system)

• MACDET (Flux linkage model of the 
generator)

-------  EXC1 (Exciter model)

-------  GSTABI (PSS model)

-----► DGCON (State space model for the 
detailed representation of the 
generating system)

— SVC1 (Voltage regulator model)

-----• SVST1 (Supplementary control model)

------- SVCON (State space model of the SVC)

• REBUS (Renumber the network buses)

► YNET (Form the network admittance matrix)

Figure (6.2a): S3 Call Tree
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STOP

YREDUC (Reduce the network to the device buses)

ASTAT (Form the state matrix of the power system model)

APART
(Eigenvalue, 
eigenvector, 

state & voltage 
participation 

factor)

TIMOUT 
(Time 

response . 
calculation)

FRQOUΓ 
(Frequency 

response 
calculation)

AEIGEN
(Eigenvalue 

analysis)

OBSERV
(Calculation of 
observability 

factors)

MODAL
(Express the 
signal as a 
function of 
the states)

Figure (6.2b): S3 Call Tree (contd)
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6.2.1 Salient features of the S3 program

One of the salient features of the S3 program is its modular structure 

which permits future extensions and modifications with relative ease and 

without the need for modifying the entire program. Changes to the 

program can be conveniently handled for modifications in any of the 

existing device models or analysis techniques (eg. different algorithm for 

calculating eigenvalues or frequency response). These modifications would 

only involve changes in the corresponding subroutines. Also, the program 

has the flexibility to include representation of other power system 

components like HVDC transmission systems, governor or Flexible AC 

Transmission System (FACTS) devices, etc. This would require describing 

these components in separate subroutines which can then be easily 

incorporated in the Call Tree. Similarly, alternative numerical techniques 

like sparse vector approach for storing the admittance matrix etc, can be 

easily implemented for better computational efficiency and increasing the 

capacity of the program to model larger power systems.

Another salient feature of the program is the appropriate choice of 

the interface variables between the devices and the transmission network. 

In the modelling approach discussed in Chapter 2, it was shown that the 

device model is interfaced with the external world through the device 

terminal voltage and current. Thus, the dynamic interaction between the 

system devices is defined through the network interconnection. This allows 

the modification and implementation of new models with relative ease.
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The S3 program is versatile enough and has the option to carry out 

small signal stability investigations and design of damping control using 

various analysis techniques as given below [25]:

i) Eigenvalue analysis of the power system state matrix.

ii) Calculation of the state and voltage participation factors of the power 

system state matrix.

iii) Modal torque calculations for the modes of interest.

iv) Calculation of observability factors in various user specified line 

signals.

v) Frequency response over the range of user specified frequencies for 

various system signals with respect to a input. Both, the system 

signals and the input are user specified.

vi) Calculations of the residues at user specified complex frequencies, 

for various system signals with respect to a input which are specified 

by the user.

vii) Time response over the range of user specified time interval for 

various system signals with respect to a input. Both, the system 

signals and the input are user specified.

viii) Expressing a user specified system signal as a function of the system 

states.

These studies give an in-depth knowledge of the dynamic behavior of 

the power system under consideration and also provide the information 
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needed to improve the existing controls or to design new controls for 

enhancing the small signal stability of the power system.

The S3 program is suitable to carry out small signal stability analysis 

of a moderately sized power system. In its present form, the program can 

handle 400 system states corresponding to 20 individual power system 

devices and a transmission network of up to 100 buses. A large power 

system can also be represented in the S3 program but it will require sparsity 

based storage technique for efficient computation. The features of S3 

program are comparable to that of MASS (Multi-Area Small Signal) 

stability program of Ontario Hydro [1].

6.3 Small Signal Stability Analysis-A Case Study

The effectiveness of the analysis techniques and the generalized 

philosophy of damping control design proposed in the previous chapters is 

demonstrated through a case study of a test system. The objective of these 

studies is to improve the small signal stability of the test system for two 

different operating conditions by the proper design of damping control to 

damp out the poorly damped electromechanical modes of oscillation in the 

system.

The two operating conditions of the test system are defined below.

i) The operating condition under nominal system loading which is 

referred to as the nominal operating condition.
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ii) The operating condition that is defined by the same nominal system 

loading but with the heaviest loaded tie line out of service. This 

operating condition is referred to as the weakened operating 

condition. This is because of the fact that to supply the same load as 

that of the nominal loading condition, it has to re-route the power 

transfer over the in-service tie lines. This causes additional stress on 

the in-service tie lines as they now have to share the burden of 

transferring power of the out of service tie line also.

The case study of the test system can be subdivide as follows:

i) Load flow studies to establish the operating point for representing the 

test system in the linearized domain. This is obtained from the load 

flow solution using any standard load flow package [23].

ii) Preliminary study is carried out to first determine if any damping 

improvement is required due to the presence of inadequately damped 

electromechanical modes at both the operating points. If damping 

improvement is sought then the preliminary study is extended to 

identify the worst case condition between the two operating points

■ and a detailed analysis of the inadequately damped 

electromechanical modes is carried out. This involves the 

determination of the modes shapes and calculations of state and 

voltage participation factors of system states and buses respectively 

for the electromechanical modes under consideration.
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The identification of the worst case situation is needed because the 

design of damping control would have to satisfy the stability 

requirements for the two operating conditions. As described in 

Chapter 5 more weight is given to the parameters of the damping 

control designed for the worst case situation. In the present study, 

the strategy is to first design the damping control for the worst case 

situation and test the design at the other operating condition to check 

if any modifications are necessary. If not, then the design for the 

worst case situation stands as the final choice of damping control to 

meet the requirements for both the operating conditions.

iii) Design and validation of the damping control to improve the small 

signal stability of the test system.

6.3.1 The Test System-Modified 39 bus New England Area system

The test system is derived from the New England Area system of the 

United States after certain modifications [1]. The modifications include 

replacement of IEEE DC1 type exciters on generating systems at buses 30 

and 34 by STl type exciters. Also, in the test system 3 SVCs have been 

included. The schematic of the test system is shown in Figure (6.3). The 

system comprises 39 buses, 48 tie lines, 9 generating systems and 3 SVCs. 

The system buses are numbered such that the generating systems (G30 to 

G38) are respectively connected to each bus from 30 to 38. SVCs S1, S16 & 

S23 are connected to each of the buses 1, 16 and 23 respectively, to provide 
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the necessary voltage support. It is interesting to note that bus 39 

represents the interface between the United States and Canada. Under 

most operating conditions the United States imports power from Canadian 

utilities. In most small signal stability studies for the New England Area, 

bus 39 is taken to be a very strong source and is treated as a infinite bus. 

With this it is implicitly assumed that any disturbance occuring within the 

New England Area will not be transmitted to the Canadian power system.

The nine generating systems and the three SVCs are the dynamic 

devices in the test system and hence, are described by differential equations 

in the state space framework as discussed in Chapter 2. The transmission 

system (tie lines) and the loads form the network model which is described 

by a set of algebraic equations as its dynamics are ignored for the purpose of 

small signal stability investigations. In the case study the generating 

system is represented in detail considering flux linkage model of the 

synchronous machine and IEEE type DCl or STl exciters. The voltage 

regulators of all three SVCs are assumed to have identical parameters for 

the sake of simplicity. The network and dynamic device data are given in 

Appendix (A2.1) and (A2.2), respectively. Bus 39 is taken as the infinite 

bus.



Modified 39-Bus New England Area system
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6.3.2 Loadflowstudies

The load flow solution of the test system for the nominal operating 

condition is given in Appendix (A2.3). The heaviest loaded line in this case 

is the tie line between buses 21 and 22. For the weakened operating 

condition the load flow solution is obtained for the same loading condition 

but with the tie line between buses 21 and 22 out of service. The load flow 

result for this case is given in Appendix (A2.4). It can be seen that for both 

the operating conditions, the maximum generation and load is at bus 39, 

followed by the generating system G38. The fact that bus 39 is the strongest 

bus is consistent with the fact that this bus represents the strong Canadian 

system connected to it. In both load flow solutions it is assumed that the 

SVC’s are floating i.e. they are neither generating nor absorbing reactive 

power.

■ The operating points thus established by the load flow solutions is 

given as a input to the S3 program for all further small signal stability 

investigations.

6.3.3 Preliminary studies

The complete eigenvalue and the state participation factor analysis 

for both the nominal and weakened operating conditions shows that the 

least damped eigenvalues, as expected, are the electromechanical modes of 

oscillations. All eigenvalues except for the electromechanical modes have a 

damping ratio of greater than 0.1 and hence are not a cause of concern. 

Tables (6.1a) and (6.1b) give eigenvalues corresponding to the
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electromechanical modes and the devices participating in these modes for 

both the nominal and weakened operating conditions respectively. In 

Tables (6.1a) and (6.1b) the symbol <-> in the right hand column indicates 

the various generating systems swinging against one another. Also, from 

Tables (6. la) and (6.1b), it is seen that there are certain electromechanical 

modes whose damping ratio is less than the cutoff level of 0.02 (established 

in Chapter 5). This indicates that the damping of these modes must be 

improved by the suitable design of damping control(s).

Identification of the worst case situation:

Having determined the existence of inadequately damped 

electromechanical modes, the next step is to identify the worst case 

situation. From Table (6.1a) it can be seen that there are two 

electromechanical modes (No. 5 & 9) which are of concern as these have 

damping ratio less than 0.02. Also, from Table (6.1b) which corresponds to 

the weakened operating condition of the system, it is evident that modes 5, 6 

& 9 are inadequately damped and have damping ratios less than the 

corresponding damping ratios obtained under the nominal operating 

condition. Thus the weakened operating condition of the system can be 

treated as the worst case situation.

Figure (6.4) graphically displays the electromechanical modes in the 

complex s-plane for both the weakened and nominal operating conditions. 

It can be seen that for the weakened operating condition the 
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electromechanical modes tend to be closer to the imaginary axis. For better 

system stability these modes need to be shifted further into the left half 

plane through proper design of damping control.

Before initiating the design procedure it is necessary to obtain more 

information about the modes (No.5, 6 & 9) whose damping needs to be 

improved. The mode shapes of these electromechanical modes are given in 

Figures (6.5a) to (6.5c) for the weakened operating condition. The ordinate 

in Figures (6.5a) to (6.5c) is a quantity equivalent to the speed state (Δω) 

obtained as I∆ω I cos(ZAc) from the corresponding eigenvector of the mode 

under consideration. The state participation factors of each of the 

dominant device states (∆ω for generating system and control system states 

of SVC) to these modes (No. 5, 6 & 9) is given in Tables (6.2a) to (6.2c). An 

examination of the state participation factors and the modes shapes reveals 

that:

i)Mode No.9 is an interarea mode in which all the generating systems 

swing in near unison against the infinite bus '∞bus(39)1.

ii)Mode No.5 is the local mode of the generating system G30.

iii)Mode No.6 is the local mode of the generating system G34.

Based on the above preliminary investigation, the following 

conclusions can be drawn:

i) There are three electromechanical modes whose damping needs 

improvement. The least damped mode is an interarea mode in 

which all the machines are swinging against the infinite bus 
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obus(39). The other two modes are local modes of generating 

systems G30 and G34.

ii) The worst case situation corresponds to the weakened operating 

condition.

iii) There is a need to provide damping control to improve system 

damping.

s 5-

4-

6-

Interarea mode

• X

x Weak oprt cond
♦ Nomnl oprt cond

-0.5 -0.4 -0.3 -0.2 -0.1 -0.0
Real axis s-plane

×

×

Figure (6.4): Electromechanical modes of the original system for the two
operating conditions.
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Table (6.1a): Electromechanical modes and participating devices for the 
nominal operating condition

No. Electromechanical 

mode

Damping 

ratio

Participating devices

1 -0.3373 +j8.5928 0.03922 G33 <-> G34

2 -0.4171 + j8.7676 0.04752 G37 <-> G30

3 -0.4638 + j8.8628 0.05226 G36 <-> G35

4 -0.2887 +j7.4341 0.03880 G32 <-> G31

5 -0.1155+j7.0859 0.01629 G30, G37 <-> Rest of the system

6 -0.2117 + j6.8445 0.03092 G35, G36 <-> G31,G34, G30

7 -0.1620 + j6.1449 0.02635 G31, G32 <-> G34, G38

8 -0.1675 +j5.7611 0.02907 G38 <-> G34

9 -0.0596 + j3.2242 0.01848 ∞bus (39) <-> Rest of the system

<-> indicate the generating systems swinging against one another for a 

particular mode.



162

Table (6.1b): Electromechanical modes and participating devices for the 
weakened operating condition

No. Electromechanical 

mode

Damping 

ratio

Participating devices

1 -0.3027 +j8.4137 0.03595 G33 <-> G34

2 -0.4276 + j8.7577 0.04877 G37 <-> G30

3 -0.4214 + j8.8007 0.04783 G36 <-> G35

4 -0.2799 +j7.4500 0.03755 G32 <-> G31

5 -0.0962 + j7.0307 0.01368 G30,G37 <-> Rest of the system

6 -0.0947 +j5.9863 0.01582 G34, G33 <-> G35, G36, G38

7 -0.2146 + j6.1424 0.03491 G31, G32 <-> G34, G38

8 -0.2150 +j5.5846 0.03847 G38 o G35

9 -0.0321 + j3.0508 0.01053 ∞ bus (39) <-> Rest of the system
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Mode shape of the interarea mode
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Mode shape for the local mode of G30
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Figure (6.5b)Mode shape-local mode of G30
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Mode shape for the local mode of G34
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Figure (6.5c)Mode shape-local mode of G34
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Table (6.2a): State participation factors for Mode No.9
Device Device state State participation 

factor

G30 Δω 0.0330

G31 Δω 0.0333

G32 Δω 0.0435

G33 Δω 0.0482

G34 Δω 0.0679

G35 Δω 0.0918

G36 Δω 0.0710

G37 Δω 0.0203

G38 Δω 0.1070

S1 1 0.0003

S16

1 0.0040

2 0.0007

3 0.0020

S23 1 0.0020

3 0.0010

Device states 1,2 & 3 correspond to the control system states of SVC
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Table (6.213): State participation factors for Mode No.5

Device Device state State participation 

factor

G30 Δω 0.3784

G31 Δω 0.0333

. G32 Δω 0.0097

G33 Δω 0.0004

G34 Δω 0.0037

G35 Δω 0.0011

G36 Δω 0.0006

G37 Δω 0.0420

G38 Δω 0.0421
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Table (6.2c): State participation factors for Mode No.6
Device Device state State participation 

factor

G30 Δω 0.0019

G31 Δω 0.0181

G32 Δω 0.156

G33 Δω 0.0364

G34 Δω 0.3523

G35 Δω 0.0891

G36 Δω 0.0574

G37 Δω 0.0

G38 Δω 0.0342

6.3.4 Design of Damping control

Based on the foregoing preliminary studies, as the interarea mode is 

the least damped mode the damping control is first designed to improve its 

damping before considering the other local modes of concern. The process 

of designing damping control for a particular electromechanical mode can 

be outlined by the following steps.
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i) Selection of the type of damping control (PSS on generating system or 

supplementary control on SVC).

ii) Selection of site for installing damping control.

iii) Design of damping control compensation network.

iv) Validation.

In Chapter 5 it is stated that for the local and intermachine modes 

the obvious choice for the type of damping control would be the PSS on a 

generating system. But for an interarea mode, which spreads over the 

entire system, there are two possibilities for installing the damping control, 

i) Using a PSS on a generating system

ii) Using a supplementary control on an existing SVC.

The design of PSS to damp an interarea mode must take into account 

the local mode of the generating system on which the PSS is being installed. 

This is done because the local mode is much more strongly coupled to the 

generating system than the interarea mode and hence is likely to be most 

affected by the introduction of PSS. Thus, if the local mode is ignored in the 

design, the PSS could adversely effect the damping of the local mode.

The second option of using supplementary control on SVC can be 

applied only under special circumstances which depends on a myriad of 

practical considerations as described in Chapter 5.

In the present study both PSS and supplementary control on SVC are 

designed and their relative performance compared.
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6.3.4.1 Design of Power System Stabilizer (PSS)

The first step in the design process is to identify a suitable site for the 

installation of PSS. This selection is relatively simple and can be based on 

the state participation factors of the generating system speed states for the 

mode under consideration.

Selection of site

From Table (6.2a) it is evident that the speed state of generating 

system G38 is the best choice for installing PSS as this machine has the 

largest participation to the interarea mode. Also, G38 has the largest 

generation after the infinite bus. But a closer look at the excitation system 

of G38 reveals that it is a IEEE DC1 type exciter (Appendix A2.2). This type 

of exciter is slow acting and hence is not a good choice for installing a PSS. 

In a practical situation, the utility would probably change the excitation 

system altogether, but in the present study an attempt is made to choose an 

alternative candidate location for installing PSS.

From Table (6.2a) it can be noticed that the state participation factors 

of the speed states of all the other generating systems are relatively close 

and keeping in mind that the next least damped mode is the local mode of
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G30, the logical choice for installing PSS is taken as the generating system 

G30.

Selection of feedback signal

It is a standard practice to select the speed signal of the generator or 

an equivalent signal as the feedback signal for PSS. The speed signal is 

chosen as the feedback signal in the present study.

Design of PSS compensation network

The PSS compensation network for the generating system G30 is 

designed based on the following two methods to damp out the local mode as 

well as the interarea mode. 

i)Frequency response method used by Ontario Hydro [6]. 

ii)Generalized damping control design using residues presented in 

Chapter 5.

i)Frequency response method used by Ontario Hydro [6].

In this design method the concerned generating system G30 is 

modelled in detail and the rest of the system devices are represented by 

negative impedances i.e, their dynamics are ignored. Also, the inertia 
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constant of the modelled generating system G30 is increased by a factor of 

10-25 to minimize the effect of the influence of rotor angle variation on the 

excitation system output.

A frequency response of the electrical torque contribution of the 

excitation system with respect to the exciter voltage reference is obtained 

over the frequency range of interest. The phase of the frequency response 

indicates the phase lag introduced by the excitation system. The damping 

can be improved if the electrical torque applied to the machine is in phase 

with the speed of the generating system. The compensation network is, 

therefore, designed to compensate the phase lag introduced by the 

excitation system over the frequency range of interest (frequency range of 

modes whose damping needs improvement). Total phase compensation is, 

however, avoided as there may be a chance of overcompensation due to a 

variety of reasons which may lead to reduction in synchronizing torques, 

and thus transient stability [13]. The PSS compensation network consists of 

phase lead blocks. Once the lead block time constants are determined the 

PSS gain is determined by a trial and error procedure till acceptable 

damping of the modes of interest are achieved without deteriorating other 

modes (electromechanical and control modes) for the full system 

representation.

The frequency response of the electrical torque contributions from the 

exciter of G30 (DGET 30) is shown in Figure (6.6). It can be seen that near 

the frequency of the local mode (≈l.lHz.) the phase lag is approximately 

100° and approximately 70° for the interarea mode (≈0.47Hz.). A lead 
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network shown in Figure (6.7) is chosen as the phase compensation

network.

Frequency response of DGET 30 for input at G30

Frequency (Hz.)
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Figure (6.6)Frequency response of DGET

∆ω AVso
K

STw
1 + STw

1 + sTN
1 + sTD

∆ω = speed signal

AVso = Supplementary control output

Figure (6.7): PSS block diagram

The time constants, TN and TD are determined so that they give a 

maximum phase lead of approximately 850 at the frequency of the local 
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mode of G30 and a phase lead of approximately 60° at the frequency of the 

interarea mode. The various time constants of the phase compensation 

network are determined as:

TN = 0.225, TD = 0.0907 and TW = 10.0.

The gain (K) is determined by a trial and error approach and is found to be 

60.0

ii)Generalized damping control method

The generalized design of damping control uses a pole placement 

technique for shifting the eigenvalue (mode) under consideration to a 

suitable location. When the PSS is being designed to damp out a interarea 

mode, still the mode under consideration for design purposes will be the 

local mode. The shifting of this local mode to a suitable location should 

result in the improved damping of the interarea mode also. The first step 

in this design procedure is to select the new location of the local mode. 

Referring to the criteria developed in Chapter 5 the new location must be of 

higher frequency and should have the desired damping. Based on this a 

value of (-2.47 + j7.5) is chosen as the new location for the local mode of 

G30.

The next step is to determine the residue of the feedback signal at this 

new eigenvalue location in the complex s-plane. The feedback signal 

considered here is the speed signal and its residue at (-2.47 + j7.5) has a 

magnitude of 1.194 and an angle of-102.49°.
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The compensation network can be designed based on the procedure 

described in Chapter 5. The compensation network having the same 

structure as that of Figure (6.7) is chosen for the PSS. The various time 

constants and gain of the compensation network are obtained as

Tn = 0.19, Td = 0.0802, TW = 10.0 and K = 88.95

Validation of the PSS design

The PSS designs are validated by incorporating the designed PSS into 

the generating system (G30) model and determining the eigenvalues for 

both the weakened and nominal operating conditions. Tables (6.3a,b) and 

(6.4a,b) give the electromechanical modes with PSS designed by the 

frequency response method (PSS(OH)), and the generalized design method 

(PSS(GD)) respectively. The locations in the complex s-plane of the 

electromechanical modes with and without damping control for both the 

operating conditions is shown in Figures (6.8a) and (6.8b).
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Table (6.3a): Electromechanical modes and participating devices for PSS 
(OH) at G30 for the weakened operating condition

No. Electromechanical

mode

Damping 

ratio

Participating devices

1 -0.3318 +j8.4046 0.03945 G33 <-> G34

2 -0.6663 +j8.7123 0.07626 G37 <-> G30

3 -0.4215 + j8.8005 0.04784 G36 <-> G35

4 -0.2812 +j7.4459 0.03774 G32 <> G31

5 -2.0138 + j7.5175 0.25876 G30,G37 <-> Rest of the system

6 -0.0984 + j5.9827 0.01645 G34 <-> G35

7 -0.2216 + j6.1620 0.03594 G31,G32 <-> G34,G35

8 -0.3170 + j5.6356 0.05617 G38 <-> G36

9 -0.3906 + j3.1744 0.12214 ∞bus(39) <-> Rest of the system
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Table (6.3b): Electromechanical modes and participating devices for PSS 
(OH) at G30 for the nominal operating condition

No. Electromechanical 

mode

Damping 

ratio

Participating devices

1 -0.3532 + j8.5973 0.04101 G33 <-> G34

2 -0.6246 + j8.7160 0.07148 G37 <-> G30

3 -0.4639 + j8.8633 0.05226 G36 <-> G35

4 -0.2891 + j7.4336 0.03886 G32 <-> G31

5 -2.1232 +j7.585 0.26956 G30,G37 <-> Rest of the system

6 -0.2320 + j6.864 0.03377 G34 <-> G35

7 -0.1623 +j6.1682 0.02631 G31,G32 <-> G34,G35

8 -0.2275 + j5.767 0.03942 G38 <-> G36

9 -0.4445 + j3.3629 0.13104 obus(39) <-> Rest of the system
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Table (6.4a): Electromechanical modes and participating devices for PSS 
(GD) at G30 for the weakened operating condition

No. Electromechanical 

mode

Damping 

ratio

Participating devices

1 -0.3343 + j8,4010 0.03977 G33 <-> G34

2 -0.6683 + j8.6558 0.07698 G37 <-> G30

- 3 -0.4215 + j8.8005 0.04784 G36 <-> G35

4 -0.2809 + j7.4459 0.03770 G32 <-> G31

5 -2.4137 + j7.8853 0.2927 G30,G37 <-> Rest of the system

6 -0.0990 + j5.9828 0.01654 G34 <-> G36

7 -0.2198 + j6.1635 0.03564 G31, G32 <-> G34, G38

8 -0.3135 +j5.6534 0.05537 G38 <-> G35

9 -0.4251 +j3.2972 0.12787 ∞bus(39) <-> Rest of the system
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Table (6.4b): Electromechanical modes and participating devices for PSS 
(GD) at G30 for the nominal operating condition

No. Electromechanical

mode

Damping 

ratio

Participating devices

1 -0.3550 + j8.5972 0.04126 G33 <> G34

2 -0.6248 +j8.6690 0.07189 G37 <-> G30

3 -0.4639 + j8.8632 0.05227 G36 <-> G35

4 -0.2891 +j7.4336 0.03886 G32 <-> G31

5 -2.5247 +j7.9483 0.30273 G30,G37 <-> Rest of the system

6 -0.2312 + j6.8641 0.03366 G34 <-> G36

7 -0.1602 + j6.1691 0.02595 G31, G32 <-> G34, G38

8 -0.2294 + j5.7749 0.03968 G38 <-> G35

9 -0.4756 + j3.4928 0.13493 ∞bus(39) <-> Rest of the system
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Electromechanical modes for weakened operating condition
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Figure (6.8a)Electromechanical modes-weakened operating condition-PSS
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Electromechanical modes for nominal operating condition
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Figure (6.8b)Electromechanical modes-nominal operating condition-PSS
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It is seen from Tables (6.3a,b) and (6.4a,b) that adequate damping of 

the interarea mode and the local mode of G30 is achieved,but the local mode 

of G34 is still less than the cutoff level of 0.02. Hence additional damping 

control by using PSS on G34 is required to increase the damping of this 

mode. The design of PSS at G34 is not carried out as it is trivial.

It can be noted that the parameters of the compensation network of 

the PSS with both the design methods (frequencies response and the 

generalized design method) are quite close. The frequency response 

method has been proven to be quite robust [6] and thus, a similar claim can 

be made for the generalized design method for damping control.

The PSS designs are further validated by calculating the damping 

and synchronizing torques for the modes under consideration to see if any 

beneficial changes have been brought about by the introduction of damping 

control. The damping component (M-ω) and the synchronizing component 

(M-δ) as a percentage of the total modal torque for the local mode of G30 and 

the interarea mode is given for the case with and without damping control 

in Table (6.5).

It can be seen that in the absence of any damping control the modal 

torque for the local mode of G30 and the interarea mode is primarily made 

up of the synchronizing torque. Also, for the interarea mode the damping 

torque is negative. With the introduction of the PSS, the damping torque 

component of the two modes increases significantly. The synchronizing 
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torque component however, shows a slight reduction. It may be pointed out 

that the synchronizing torque is expressed as a % and not in actual 

quantity. In fact to determine the change in synchronizing torque 

component, it is necessary to compare actual magnitude of the modal 

torque to make a comparison between the cases with and without damping 

control. This is not possible at present because of the scaling problem 

associated with the eigenvectors of state matrices having different sizes.

Table (6.5): Modal torque components forthe weakened operating condition

Case Local mode of G30

M-ω M-δ

Interarea mode

M-ω M-δ

No damping 

control

1.368% 99.96% -1.1% 98.9%

PSS(OH) 24.89% 86.6% 12.22% 97.019%

PSS(GD) 29.3% 82.93% 12.78% 96.73%

6.3.4.2 Design of supplementary control on SVC

The supplementary control on SVC is used for damping the interarea 

mode. A critical part of the supplementary control design is the selection of 

the SVC for placing this control.

Selection of SVC for installing supplementary control

The criteria for selecting the site for installing damping control has 

been described in Chapter 5. The selection process involves two aspects
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i) Controllability i.e. how well the existing SVC will be able to control 

the interarea mode under consideration.

ii) Observability i.e. how well the information about the interarea mode 

is observable in the candidate feedback signal.

For selecting a SVC the ability to 'control' the mode under 

consideration can be determined by the state and voltage participation 

factors. The use of voltage participation factor for selecting the site (SVC) 

for installing supplementary control is a new concept introduced in this 

thesis and is described in detail in Chapters 4 & 5.

The observability of the mode under consideration in the potential 

feedback signals can be determined by the calculation of the observability 

factors, described in Chapter 4.

The state participation factors of the dominant device states 

participating to the interarea mode is given in Table (6.2a). The voltage 

participation factors of all the device buses for the interarea mode is given 

in Table (6.6).

The potential feedback signals considered are the line current 

magnitude (LCUR) and sending end line real power (LMWF). These 

signals are chosen because these are locally available at the SVC bus in any 

practical installation. The observability of the interarea mode in these 

signals is calculated as given in Table (6.7).
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On examination of the state and voltage participation factors and also 

the observability factors a relative ranking of the three SVCs, in accordance 

to their suitability for installation of supplementary control, is determined 

as given in Table (6.8).

From Table (6.2a) it can be seen that relative to SVCs S1 & S23, the 

state participation factors of the states of SVC S16 is higher, the voltage 

participation factors given in Table (6.6) indicate maximum controllability 

at SVC S23 followed by SVC S16. Thus from the controllability point of view 

the state and voltage participating factors indicate S16 to be the best choice 

for placing supplementary control followed by S23 and then S1.

From the observability point of view the local signals near S1 exhibit a 

very high observability to the interarea mode compared to the local signals 

near the other SVCs. Thus the ranking of the SVCs based on the 

observability criteria is S1 followed by S16 and then S23.

For the potential feedback signals chosen for the three SVCs (LMWF 

2-1 for S1, LMWF 16-17 for S16, LCUR 23-22 for S23), a frequency response 

is obtained to detect any non-minimum phase behavior. These frequency 

responses are shown in Figures (6.9a,b & c). The frequency response of all 

the three feedback signals clearly indicate the presence of the interarea 

mode shown by the high peak at the frequency of the interarea mode. The 

phase response of LMWF 2-1 does not exhibit any non-minimum phase 

behavior. The phase response of LMWF 16-17 indicates the presence of a 

RHP zero near 1 Hz. which is not very close to the frequency of the interarea 
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mode. The phase response of LMWF 23-24 indicates a LHP zero which is 

very close to the frequency of the interarea mode. This signal therefore 

would not be a good choice as a feedback signal.

Based on the above discussion it can be concluded that S16 with 

feedback signal LMWF 16-17 and S1 with feedback signal LMWF 2-1 are 

both suitable choices for the location of the supplementary control. The 

SVC S23 with feedback signal LCUR 23-24 does not appear to be a promising 

location for supplementary control. However, to validate these conclusions 

further, supplementary control is designed for all the three SVCs and their 

relative performance is compared.
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Table (6.6): Voltage participation factors for the interarea mode

Bus No Device Sensitivity of eigenvalue to 

shunt conductance

Sensitivity of eigenvalue to

shunt susceptance QiJ

1 S1 0.0018 0.0051

16 S16 0.0376 0.0532

23 S23 0.0256 0.1247

30 G30 0.0159 0.0425

31 G31 0.0251 0.0468

32 G32 0.0264 0.0543

33 G33 0.0453 0.0910

34 G34 0.0598 0.0982

35 G35 0.0215 0.1576

36 G36 0.0269 0.1607

37 G37 0.0301 0.0491

38 G38 0.0892 0.1253
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Table (6.7): Observability of the interarea mode in various signals

Signal Observability

LMWF 16-19 -0.09 + j0.98056

LCUR16-19 0.09266 - j1.04333

LMWF 16-21 -0.00994 + j0.08137

LCUR 16-21 -0.00570 + j0.04678

LMWF 16-24 0.01213 + j1.04345

LCUR16-24 -0.00091 -jl.19291

LMWF 16-17 0.05656 -jl,21123

LCUR 16-17 0.06706 -jl.03185

LMWF 16-15 0.04361 -j0.96239

LCUR 16-15 0.02747 -j0.96545

LMWF 23-22 0.02002 +j0.51927

LCUR 23-22 -0.00696 -j0.56341

LMWF 23-24 -0.02275 -j0.93866

LCUR 23-24 -0.00839 -jl.18512

LMWF 2-1 0.05292 + j2.64926

LCUR 2-1 0.05834 -j2.47710
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Frequency response of LMWF 2-1 for input at S1

Table (6.8): Relative ranking of SVCs for supplementary control

S1 S16 S23

State 

participation 

factors

Poor Best Moderate

Voltage 

participation 

factors

Poor Good Best

Observability of 

potential 

feedback signal

LMWF 2-1

Best

LMWF 16-17

Good

LCUR 23-22

Poor
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Figure (6.9a)Frequency response LMWF 2-1
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Frequency response of LMWF16-17 for input at S16
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Design of supplementary control compensation network

The generalized design method is used to obtain the parameters of 

the compensation network. The first step is to select the new eigenvalue 

location to which the interarea mode is to be shifted. The new location is 

chosen to be (-0.83 + j4.0), satisfying the criteria for selecting new 

eigenvalue locations described in Chapter 5. The residues of the feedback 

signals LMWF 2-1, LMWF 16-17 and LCUR 23-24 are obtained at the new 

eigenvalue location as given in Table (6.9).

Table (6.9): Residue of feedback signals at the location (-0.83 + j4.0)

Input at S1 Input at S16 Input at S23

LMWF 2-1 2.724 Z-51.920 - -

LMWF 16-17 - 6.82 Z-50.380 -

LCUR 23-24 - 5.814 Z-1250

The compensation network has the structure as shown in Figure 

(6.10). The parameters for each of the three supplementary controls are 

obtained by satisfying the magnitude, phase criteria and also the criteria 

for providing maximum phase lead at the frequency of the new eigenvalue 

location as described in Chapter 5. In all the three designs the washout 

time constant is chosen to be 10 seconds. The design parameters are given 

in Table (6.10).
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K
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1 + sTw
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1 + STD)

ASig = Feedback signal
AVso = Supplementary control output

Figure (6.10): Block diagram of supplementary control H(s)

Table (6.10): Supplementary control parameters

H(-0.83 +j4.0) NBL Tn To K

S1 0.3671 Z51.92® 2 0.365 0.171 0.1681

S16 0.14655 Z50.380 2 0.3613 0.173 0.0686

S23 0.17199 Z125° 3 0.473 0.132 0.0242

maximum phase compensation at fm = 0.637 Hz. 
washout time constant Tw = 10.0 seconds

Validation of the SVC supplementary control design

The three supplementary control designs are validated by 

incorporating the supplementary control into the system model one at a 

time and determining the eigenvalues for the two operating conditions. 

Tables (6.11a) to (6.11c) give the electromechanical modes of the weakened 

operating condition for the three designs. Tables (6.1b) gives the 

corresponding modes without the damping control. From comparison of 

the damping ratios given in Table (6.1b) and Tables (6.11a) to (6.11c), it is 

evident that the supplementary control at S23 has a disastrous effect on the 

system stability as it introduces unstable eigenvalues (Table (6.11c)). This 
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design is rejected and the failure of the design can be attributed to the non

minimum phase behavior of the feedback signal used and the fact that the 

supplementary control at S23 interacts to the local mode of the nearby 

generating system G36. On the other hand the supplementary control at S1 

and S16 provide adequate damping and have shifted the interarea mode to 

the desired location. The performance of the supplementary control at S16 

is marginally better than that of the supplementary control at S1 because all 

the electromechanical modes (Table (6.11b)) have a damping ratio greater 

than the cutoff level of 0.02.

Table (6.11a): Electromechanical modes and participating devices
Weakened operating condition with damping control at S1

No. Electromechanical 

mode

Damping 

ratio

Participating devices

1 -0.3064 + j8.4206 0.03636 G33 <-> G34

2 -0.5055 +j8.7741 0.05752 G30 <-> G37

3 -0.4214 + i8.8006 0.04782 G36 <-> G35

4 -0.2791 +j7.4491 0.03744 G32<->G31

5 -0.2201 +j7.1418 0.03080 G30 <-> Rest of the system

6 -0.1006 + j5.9776 0.01682 G35 <-> G35, G36

7 -0.2279 + j6.1693 0.03691 G31, G32 <-> G34, G38

8 -0.4433 + j5.6763 0.07785 G38 <-> G35, G36, S16

9 -0.8556 + j3.9866 0.20983 oo bus(39) <-> Rest of the system
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Table (6.11b): Electromechanical modes and participating devices 
Weakened operating condition with damping control at S16

No. Ele ctromechanical 

mode

Damping Participating devices

1 -0.4149 + j8.6258 0.04804 G33 <-> G37

2 -0.2901 +8.7817 0.03302 G33 <-> G37

3 -0.418 +j8.8021 0.04743 G36 <-> G35

4 -0.2843 +j7.455 0.03811 G32 <> G31

5 -0.1613 +j7.0553 0.02285 G30 <-> Rest of the system

6 -0.1702 +j5.9303 0.02869 G34 <-> G35, G36

7 -0.2406 + j6.1563 0.03906 G31, G32 <-> G38

8 -0.3820 + j5.4438 0.07000 G38, G35, G34 <-> S16

9 -0.8596 +j3.9793 0.21115 co Bus(39) <-> Rest of the system
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Table (6.11c): Electromechanical modes and participating devices 
Weakened operating condition with damping control at S23

No. Electromechanical 

mode

Damping

1 -0.4274 + j8.7581 0.04875

2 -0.4567 + j8.8067 0.05179

3 -0.2816 + j8.3627 0.03365

4 -0.2791 +j7.4492 0.03744

5 -0.1013 +j7.0178 0.01444

6 -0.1794 + j6.1398 0.02921

7 -0.1754 + j5.7973 0.03024

8 -0.8226 + j4.0144 0.20074

9 -0.7570 +j2.8379 0.25772

Unstable eigenvalues from 

supplementary control at S23

+290.5447

' +48.0662

The locations of the electromechanical modes for the weakened 

operating condition without the damping control, with the supplementary 

control at S16 and at S1 is given in Figure (6.12a). The arrow indicates the 

shift of the interarea mode from its original location to the new assigned 

location.



196

Electromechanical modes for weakened operating condition
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Figure (6.12a)Electromechanical modes-weakened operating condition-

S1&S16

The performance of the supplementary control at S1 and S16 is also 

examined under the nominal operating condition. Tables (6.12a) and 

(6.12b) give the electromechanical modes for the two supplementary control 

designs. It is seen that for both the designs there is no mode with damping 

ratio less than 0.02 and that the interarea mode is well damped. Thus there 

is no need for any modification in the supplementary control based on the 

system performance under the nominal operating condition.
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Table (6.12a): Electromechanical modes under nominal operating condition 
with supplementary control at S1

No. Electromechanical

mode

Damping Participating devices

1 -0.3394 + j8.6012 0.03943 G33 <-> G34, G36

2 -0.4973 + j8.7898 0.05648 G37 <-> G30

3 -0.4640 + j8.8626 0.05228 G36 <-> G35

4 -0.2881 + j7.4332 0.03873 G32 <-> G31

5 -0.2197 + j7.1833 0.03057 G30 <-> Rest of the system

6 -0.2080 + j6.8423 0.03039 G36, G35 <> G34

7 -0.1657 +j6.1867 0.02678 G31, G32 <-> G34

8 -0.2872 +j5.7461 0.04992 G38 <-> G34

9 -1.0012 +j4.2021 0.23178 » BUS(39) <-> Rest of the system

Table (6.12b): Electromechanical modes under nominal operating condition 
with supplementary control at S16

No. Electromechanical

mode

Damping Participating devices

1 -0.3055 + j8.8451 0.03452 G33 <-> G37

2 -0.4074 + j8.6643 0.04696 G37 <-> G33

3 -0.4590 + j8.8568 0.05176 G36 <-> G35

4 -0.2867 + j7.4383 0.03851 G32 <-> G31

5 -0.1573 + j6.9000 0.02279 G30 <-> rest of the system

6 -0.4522 + j7.2967 0.06185 I G35, G36 <-> G30

7 -0.2156 + j6.1788 0.03487 I G31,G32 <->G34,G38

8 -0.5102 + j5.6248 0.09034 G34, G38 <-> S16

9 -0.7234 + j4.0656 0.17518 | co bus(39) <-> rest of the system
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The location of the electromechanical modes in the complex s-plane 

for the nominal operating condition with and without supplementary 

control on S1 and S16 is shown in Figure (6.12b). The arrow indicates the 

shift in the interarea mode from its original location due to the 

supplementary control.

Electromechanical modes for nominal operating condition
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Real axis s-plane

Figure (6.12b)Electromechanical modes-nominal operating condition-

S1&S16

A final check of the design is made through the calculation of the 

damping and synchronizing torque components for the interarea mode to 

see if any beneficial changes have been brought about by the introduction of 

the damping (supplementary) control. The damping component (M-ω) and 
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the synchronizing component (M-δ) as a percentage of the total modal 

torque applied to each generating system for the interarea mode is given for 

the case with and without damping control in Tables (6.13a,b,c). It can be 

seen that the damping torque component significantly increases for the 

interarea mode with the introduction of supplementary control.

Table (6.13a): Modal torque components for the interarea mode with no 

_________________ damping control_____________________

Generating system M-ω M-δ

G30 -1.1% 98.9%

G31 1.0% 99.0%

G32 1.1% 98.9%

G33 1.1% 98.9%

G34 1.1% 98.9%

G35 1.1% 98.9%

G36 1.1% 98.9%

G37 1.0% 99.0%

G38 1.1% 98.9%
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Table (6.13b): Modal torque components for the interarea mode with 

________________ damping control at S1__________________

Generating system M-ω M-δ

G30 21.021% 91.347%

G31 20.932% 91.207%

G32 20.957% 91.252%

G33 20.997% 91.214%

G34 20.985% 91.194%

G35 20.982% 91.165%

G36 20.989% 91.209%

G37 20.993% 91.046%

G38 20.969% 91.149%

Table (6.13c): Modal torque components for the interarea mode with 

________________ damping control at S16__________________

Generating system M-ω M-δ

G30 21.200% 91.100%

G31 21.100% 91.100%

G32 21.100% 91.100%

G33 21.100% 91.400%

G34 21.100% 91.000%

G35 21.100% 91.100%

G36 21.100% 91.100%

G37 21.100% 91.100%

G38 21.100% 91.100%
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The damping torque (S-ω) and synchronizing torque (S-δ) contributed 

by the three SVCs individually for the cases with and without damping 

control is given in Tables (6.14a,b,c). It can be seen that SVC has a 

negative damping effect on the interarea modes in the absence of any 

supplementary control. Introduction of supplementary control increases 

the damping torque contribution of the corresponding SVC significantly.

Table (6.14a): Modal torque contributions from SVCs with no damping 

control

S23-ω S23-δ S16-ω S16-δ Sl-ω Sl-δ

G30 -0.342% 3.087% -0.723% 8.332% -0.105% 1.707%

G31 -0.314% 5.051% -0.454% 11.837% -0.017% 1.306%

G32 -0.314% 5.752% -0.422% 13.568% -0.008% 1.413%

G33 -0.581% 7.211% -1.069% 18.654% -0.040% 1.258%

G34 -1.300% 7.092% -2.624% 15.911% -0.135% 0.965%

G35 -1.500% 21.148% -6.557% 14.656% -0.018% 0.889%

G36 -1.600% 18.067% -0.913% 14.327% -0.033% 0.883%

G37 -0.469% 6.513% -0.770% 15.780% -0.071% 3.089%

G38 -0.412% 5.107% -0.646% 11.239% -0.054% 1.643%
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Table (6.14b): Modal torque contributions from SVCs with damping control 

at S1

S23-ω S23-δ S16-ω S16-δ Sl-ω Sl-δ

G30 0.194% 1.59% -0.509% -0.535% 57.431% 47.222%

G31 -0.136% 2.730% -6.759% -1.995% 35.958% 44.554%

G32 -0.113% 3.115% -7.867% -2.190% 39.962% 47.829%

G33 -0.738% 3.678% -9.045% -4.545% 24.689% 45.916%

G34 -1.065% 2.969% -5.569% -4.316% 10.094% 32.266%

G35 -3.076% 0.957% -5.737% -4.048% 11.404% 31.503%

G36 -2.700% 0.835% -5.751% -4.066% 11.608% 32.157%

G37 -0.873% 3.604% -11.136% 0.073% 128.894% 80.361%

G38 ∙ -1.218% 2.629% -8.272% 1.454% 79.031% 29.399%

Table (6.14c): Modal torque contributions from SVCs with damping control 

at S16

S23-ω S23-δ S16-ω S16-8 Sl-ω Sl-δ

G30 -1.267% -0.311% 11.231% 32.087% -0.631% 0.196%

G31 -2.254% -0.333% 21.132% 45.238% -0.501% 0.200%

G32 -2.631% -0.288% 26.769% 51.692% -0.548% 0.237%

G33 -3.395% -0.228% 40.494% 69.840% -0.490% 0.232%

G34 -2.366% -0.208% 23.566% 42.960% -0.278% 0.122%

G35 -8.993% -1.408% 24.633% 54.154% -0.327% 0.127%

G36 -7.953% -1.136% 25.486% 54.043% -0.335% 0.135%

G37 -2.927% -0.364% 29.522% 59.512% -1.175% 0.491%

G38 -2.412% -0.231% 23.424% 43.580% -0.648% 0.288%
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In the study presented above it has been shown that the 

supplementary control on SVC can be used to improve the damping of the 

interarea mode. From the study of the test system presented the following 

interesting observations are also made:

i) If any mode is significantly observable in the feedback signal of the 

SVC supplementary control then this mode will also be affected by the 

supplementary control. Comparison of Tables (6.1b) & (6.11b) shows 

that the local mode of G34 (mode No.6) is better damped after the 

supplementary control is installed on S16.

ii) Supplementary control on SVC can also change the devices 

participating in a particular mode. This may lead to change in the 

mode shape. For example in Table (6.1b) the generating system G38 

which was swinging against G35 for mode No. 8 ; starts swinging 

against SVC S16 after supplementary control was put on S16.

6.3.5 Comparison of PSS and supplementary control performance

The performance is-compared for the effect on the interarea mode, 

and it can be seen that both are equally effective in achieving the desired 

damping of the interarea mode.. Thus, the choice of damping control 

between PSS and supplementary control on SVC to increase the damping of 

interarea modes depends mostly on practical considerations. However, 

there are certain differences on the basis of application which are pointed 

out. The PSS is installed on a generating system which is the source of the 

electromechanical oscillations, thus, it has an inherently better 



204

controllability than the supplementary control on SVC. The PSS is used to 

damp local, intermachine and interarea modes, whereas the 

supplementary control on SVC is recommended only for increasing the 

damping of interarea modes as the interarea mode spreads throughout the 

system and is not primarily localized to one generating system. Also, even 

for different operating conditions the characteristics of the interarea mode 

will not drastically change and a properly designed supplementary control 

on SVC will be capable of handling the requirements of different operating 

conditions. If the supplementary control on a SVC is used to damp local or 

intermachine modes then the performance of this damping control will 

depend on whether the mode under consideration exists under different 

operating conditions (i.e. if for a particular operating condition the 

concerned generating system is out of service, thus eliminating the local 

mode to be damped).

6.4 Conclusions

This chapter presents the development of a versatile Small Signal 

Stability (S3) program based on the models and analysis techniques outlined 

in the previous chapters, the program has the capability and features 

which are comparable to the MASS program of Ontario Hydro. Utilizing 

this program a case study of the Modified 39-bus New England Area system 

is carried out to improve the system small signal stability. The damping 

control is implemented through PSS on generating system and 

supplementary control on SVC. Both the frequency response method and 
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the generalized design method have been used for the systematic design of 

the PSS, while the generalized design method is used for the design of 

supplementary control. Both these design methods involve the selection of 

suitable site, selection of suitable feedback signal and design of the 

compensation network. The selection of the suitable SVC for installing the 

damping control is based on a new concept of the use of voltage 

participation factor introduced in this thesis. The results obtained form the 

case study can be summarized as follows.

i) The design of PSS using the frequency response and the generalized 

design method yield similar parameters of the compensation 

network and hence the generalized design method can be claimed to 

be equally robust as the frequency response method.

ii) The PSS increases the damping of the modes in which the 

corresponding generating system participates.

iii) The design of supplementary control on SVC using generalized 

design method is quite effective in improving the damping of the 

interarea mode.

iv) The effectiveness of the supplementary control on a suitable SVC 

validates the new criteria introduced in this thesis involving the use 

of voltage participation factors and observability factors for the 

selection of a suitable site for installing the damping control.

v) The modal torque calculations provide a clear understanding about 

the variations in the damping and synchronizing torque components 

for a particular mode. This helps in obtaining a better 

understanding of the dynamic behavior of the power system.



Chapter?

Conclusions

7.1 General

This thesis establishes guidelines to aid a system planning engineer 

in designing damping control to enhance the small signal stability of power 

systems. In this context this thesis primarily deals with the following two 

aspects:

i) Development of a generalized procedure for the design of damping 

control to improve the small signal stability of a power system.

ii) Certain innovations in the techniques for better understanding of the 

small signal stability problem and effective design of damping 

control.

The proposed design procedure begins with a comprehensive investigation 

to get an in-depth understanding of the nature of the small signal stability 

problem existing in the power system using appropriate representation of 

the power system in the linearized domain. This is followed by the suitable 

design of damping control which involves the following steps:

i) selection of the type of damping control.

ii) selection of site for installing damping control

206
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iii) selection of the feedback signal

iv) determination of the parameters of the damping control 

compensation network

v) validation of the design.

The types of damping control considered here are the Power System 

Stabilizer (PSS) on the generating system and the supplementary control on 

SVC. The design procedure is general enough and can be extended for the 

design of damping control on other devices like HVDC transmission and 

Flexible AC Transmission System (FACTS) elements.

To examine the small signal stability problem and design the 

damping control, the power system is represented in the linearized state 

space framework as described in Chapter 2. The development of the power 

system model proceeds in a systematic manner by first deriving the 

constituent component models of the power system (devices and 

transmission network) which are then interfaced to result in the overall 

state space model. This modular approach of developing system model 

permits flexibility in representing any device or component to any desired 

degree of detail. Also, new models for various devices can be conveniently 

incorporated.

The small signal stability problem of power system can- be examined 

using various techniques described in Chapter 3. These techniques, some 

of which are used for the design of damping control are,

i) EigenvalueZeigenvector analysis to identify the poorly damped 

electromechanical modes and their mode shapes. This analysis
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technique is also used for final validation of the damping control 

design.

ii) Application of state participation factors to identify the devices having 

the largest participation to the mode under consideration.

in) Application of the frequency response method for the selection of 

suitable feedback signal to the damping control. This method is also 

used for damping control design.

iv) Application of time response methods for damping control design

v) Application of residue calculations for the design of damping control.

The above techniques have been supplemented by three new 

techniques proposed in this thesis. These proposed techniques are:

i) Application of modal torque calculations to get an in-depth 

understanding of the interactions between various devices and for 

damping control design validation.

ii) Application of voltage participation factors for the selection of site for 

supplementary control on SVC.

in) Application of observability factors for the selection of the most 

suitable feedback signal to the damping control.

The concept of modal torques is an entirely new concept introduced in 

this thesis. For a particular electromechanical mode the modal torque 

gives the torque applied to the rotating parts of the generating system. This 

torque can be split into the damping and synhronizing torque components 

which, respectively, determine the damping and the ability of the system to 

restore itself to a steady state operating point. These torque components can 

also be used to determine in a quantitative and qualitative manner the 
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dynamic interaction between the various constituent system devices. The 

method of calculating the modal torque and its components is given in 

Chapter 4.

Voltage participation factor is a new sensitivity index developed by 

Ontario Hydro which gives the sensitivity of the mode under consideration 

to changes in the shunt and series admittance. The procedure to derive 

this factor is given in Chapter 4. This sensitivity index can be used to study 

the effect of static or dynamic shunt and series admittance i.e. loads, SVCs 

etc. on system small signal stability. Based on this, a criteria for the 

selection of site for installing damping control (specifically supplementary 

control on SVC) is proposed in this thesis.

Observability factors determine, in control system terminology, the 

'observability' of a signal to a particular mode. The criteria for the selection 

of a suitable feedback signal to the damping control is based on the use of 

this observability factor. This is a well known concept in control theory and 

has been applied to the complex power system model through a novel 

method, described in Chapter 4, for calculating the observability factor of 

any system signal described as a function of the system states.

A generalized procedure for the design of damping control as 

described in Chapter 5, therefore, involves the selection of site based on the 

controllability of a device and the observability of the feedback signal to the 

mode under consideration; and the determination of the parameters of the 

compensation network of the damping control based on a pole placement 

technique. The robustness of the standard pole placement technique for the 
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design of damping control is achieved by certain innovations in selecting 

the location of the mode to be shifted and the phase characteristics of the 

compensation network of the damping control.

Based on the above design procedure and incorporating the system 

model derived in Chapter 2, a Small Signal Stability (S3) program has been 

developed for small signal stability studies and design of damping control 

as described in Chapter 6. The modular structure of the program and 

certain features make the program extremely flexible. The capability and 

features of the (S3) program are comparable to the MASS program 

developed at Ontario Hydro [1]. This program has been utilized to 

demonstrate the effectiveness of various analysis techniques and validate 

the generalized design procedure proposed in this thesis through an 

extensive case study of a 39-bus test system.

From the results of the case study the following general conclusions 

are drawn.

i) The generalized design procedure proposed in this thesis is as 

effective as the robust frequency response method for the design of 

PSS.

ii) The use of voltage participation factors and observability factors for 

the selection of suitable site and feedback signal for the damping 

control increases the effectiveness of the supplementary control on 

SVC in damping interarea modes.

iii) Modal torque calculations which can be used to validate a proposed 

design provides a better understanding about the dynamic behavior of 

the power system.
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7.2 Major contributions of the thesis

The major contributions of this thesis are summarized below.

i) The development of a procedure for a quantitative and qualitative 

assessment of the dynamic interaction between the various 

constituent system devices through the calculation of the damping 

and synchronizing torque components for the mode under 

consideration. These modal torque components reveal the effect of 

various system devices on the small signal and transient stability of 

the power system.

ii) The development of a procedure to select a suitable site for the 

location of the damping control on a device. This is based on the 

controllability of the device and the observability of the feedback signal 

to the the mode under consideration. The controllability of a device to 

a particular mode is determined through the use of its state and 

voltage participation factors. The observability of any feedback signal 

to the mode under consideration is determined through the 

calculation of the observability factor for the feedback signal described 

. as a function of the system states. The use of voltage participation 

factors and the method of calculating the observability factors are 

new contributions of this thesis.

iii) Certain innovations introduced in the standard pole placement 

technique have resulted in the robust design of damping control 

using the generalized design procedure proposed in this thesis.

iv) The development of the state-of the-art Small Signal Stability (S3) 

program for small signal stability studies and design of damping 
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control. The capability and features of this program are comparable 

to that of MASS program developed at Ontario Hydro. The program 

is structured in a manner so that modifications can be easily 

accommodated without tedious and extensive changes.

7.3 Future scope of work

This thesis establishes certain guidelines for detailed investigation of 

the small signal stability problem and robust design of damping control. 

These guidelines should be further validated on systems having other 

dynamic devices not considered here like nonlinear loads, HVDC 

transmission, Flexible AC Transmission System (FACTS) elements. This 

will require augmenting the power system model developed in this thesis 

with appropriate representation of these elements.

Based on the case studies presented in this thesis the proposed 

generalized design procedure for damping control design has been shown 

to be robust. Further improvements in the design philosophy to ensure 

robustness can be obtained by the use of advanced techniques such as the 

Hoo control concept.

The Small Signal Stability (S3) program developed in this thesis is 

well suited to handle moderately sized power systems. To study large 

power systems the program efficiency should be enhanced by using 

alternative numerical techniques like sparse vector method for storing the 

network admittance matrix. Also, use of other algorithms for the
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calculation of eigenvalues and eigenvectors which would take advantage of 

the sparsity of the network admittance matrix and would not need to 

formulate the huge system state matrix can be explored.



Appendix 1 - Miscellaneous Topics

Al. 1 Example of the formulation of the system state matrix

The formulation of the system state matrix from the individual state 

space equations is described in this section. The general form all the 

individual device state space equations must take is;

[Xd] = [Adl [Xd] + [Bd] [ΔVd] (A1.01)

[∆id] = [cdι [xd] - [Yd] [∆vd] (A1.02)

where,

[Ad] = Device state matrix.

[Bd] = Device input distribution matrix.

[Cd] = Device output distribution matrix for the device states.

[Yd] = Device admittance matrix.

[Xa] = Device state matrix.

[ΔVd] = Vector of all bus voltage changes which are inputted to this device, 

in the D, Q coordinates.

[ΔId] = Vector of all changes in current injections in the D, Q coordinates, 

from this device.

214
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Figure (A1.1) shows a sample 5-Bus system. This system contains 

four devices A,B,C and D. Devices A and B are connected to the same bus 

i.e. Bus-2. Devices B and C have remote sensing buses. The remote 

sensing bus for device B is Bus-1. The remote sensing bus for device C is 

Bus-4. Bus-1,Bus-2 and Bus-3 are therefore device buses , Bus-4 is a remote 

sensing bus and Bus-5 is the load bus.

Bus-3

Bus-5

Device C

Device D

Bus-4

jBus-1

—Remote sensing input __

Bus-2 Device A

Device B

"Remote sensing input

Figure (A1.1) Sample 5-bus system.

The individual device state space equations are:

Device A:

[Xa] = [Aa] [Xa] + [Ba2J [∆v2]

[∆ia] = [Ca] [Xa] - [Yad2] [∆v2] 

(A1.03)

(A1.04)
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Device B:

[Xb] = [Ab] [Xb] + [Bb2] [∆v2] + [Bbl] [∆v1] (A1.05)

[∆ib] = [Cbl [Xb] - [Ybd2] [Δv2] - [Ybdl] [Δv1] (A1.06)

Device C:

[Xc] = [Ac] [Xc] + [Bc3] [∆v3] + [Bc4] [Δv4] (A1.07) 

[∆ic] = [Cc] [Xc] - [Ycd3] [∆v3] - [Ycd4] [∆v4] (A1.08)

Device D:

[Xd] = [Ad] [Xd] + [Bdl] [Δv1] (A1.09)

[∆id] = [Cd] [Xd] - [Yddl] [∆v1] (A1.10)

where;

[Xa], Dy. [Xc], ¾^ = State vectors of the devices A, B, C and D. 

[Aa], [Ab], [Ac], [Ad] = State matrices of devices A, B, C and D.

[Ba2], [Bb2], [Bbl], [Bc3], [Bc4], [Bdl] = Input distribution matrices for the 

individual device buses and remote sensing buses.

[Ca], [Cb], [Cc], [Cd] = Individual device output distribution matrix for the 

device states.

[Yad2^ ‰21> ‰J> [Ycd3^ [Ycd4]> [Yddι] = Individual device admittance 

matrix.

[Δv1], [Δv2], [Δv3], [Δv4] = Bus-1, Bus-2, Bus-3 and Bus-4 voltage changes 

respectively

[∆ia], [∆ib], [∆ic], [Δid] = Device A, B, C and current injection changes into 

the power system respectively.
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The linearized algebraic equation describing the passive 

interconnecting network is 

[ΔI] = [Yn] [∆V] (A1.11)

where;

= Changes in the current injections into the individual buses.

[YN] = Linearized admittance matrix of the interconnecting power system.

1

[ΔV] =

Δvι

ΔV2

Δv3

Δv4

= Changes in the individual bus voltages.

L ΔV5 J

From Equation (A1.04), (A1.06), (A1.08), (A1.10), (A1.11), one can get;

[∆i1] = [Δid]

[Aigl = [∆ia] +[Ai,l

[∆i3] = [∆ic]

[Ai,]=0

[∆i5] = 0

(A1.12)

(A1.13)

(A1.14)

(A1.15)

(A1.16)

From Equation (A1.12) to (A1.16) and Equation (A1.11) one can get;
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[AI] = [Ca] [X] - [Y[AV] (A1.17)

where,

r x∙ 1 ■ Cd 
0

0 
Ca

0 
Cb

0
0

M = Xh [Ce 0 0 Cc 0
0 0 0 0
0 0 0 0 _

Γ Yddi 0 0 0 0
Ybdi Yad2 + Ybd2 0 0 0

[Ya = 0 0 Ycas Ycd4 0
0 0 0 0 0
0 0 0 0 0

Stacking Equations (A1.03), (A1.05), (A1.07) and (A1.09) together gives,

[XJ= [A,l[X]+[B[AV] (A1.18)

where,

Ad 0 0 0- ■ 0 Ba2 0 0 0

[Ast] = 0 Aa 0 0
0 0 Ab 0

,IBst- - Bbι Bb2 0 0 0
0 0 Bc3 Bc4 0

.0 0 0 Ac _ . Bdi 0 0 0 0

From Equation (A1.17), (A1.18) and (A1.11) the state matrix [A] of the 

system is,
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[A] = [Ast] + [Bst] [Yn + Yst]-1 [Cst] (A1.19)

Al.2 State space equations of elementary control blocks

The elementary state space equations for the following elementary 

blocks are given.

i)Lag block: __ 1__
1 + sT

The block diagram of this transfer function is shown in Figure (A1.2).

1 
s

Figure (A1.2) Lag block transfer function

The elementary state space equation for this block is

X = -ix + iu 
T T

y = X

(A1.20)

(A1.21)

In this case the output of the block is the state.

ii) Lead/Lag block: L+s∑l
1 + sT2
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The block diagram of this transfer function is shown in Figure (A1.3).

Figure (A1.3) Lead/Lag block transfer function

Ti
T2

1 
S

The elementary state space equation for this block is

T2 T22 U
(A1.22)

—U
T2

(A1.23)

ii) Washout block: sT
1 + sT

The block diagram of this transfer function is shown in Figure (A1.4).
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Figure (A1.4) Washout block transfer function

The elementary state space equation for this block is

x=-1x+lu
T T

y = - X + u

(A1.24)

(A1.25)

A1.3 State space equations of a sample control system

The elementary state space equations for a control system are:

[X] = [A] [X] + [B] [u]

[y] = [C] [X] + [D] [u]

[u] = [L] [y] + [G] [i]

[z] = [M] [y] + [K] [i]

where,

[X] = State vector of the control system.

(A1.26)

(A1.27)

(A1.28)

(A1.29)
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ra = ⅛ra
[u] = Vector of the inputs to all the individual blocks.

[y] = Vector of the outputs from all the individual blocks.

[i] = Vector of the actual external inputs to the control system.

[z] = Vector of the actual outputs from the control system.

[A], [B], [C], [D] = Matrices assembled from the stacking of the state space 

equations of each individual control block.

[L] = Matrix describing the interconnections between the various 

elementary blocks present in the control system.

[G] = Matrix describing the distribution of the external inputs to the control 

system.

[M] = Matrix describing the contributions of the outputs of the various 

internal elementary blocks to each of the final outputs to the external world 

from the control system.

[K] = Feedforward matrix describing the contributions of the external 

inputs to the final output of the control system.

The method developing the matrices [A], [B], [C], [D], [L], [G], [M] 

and [K] are illustrated by an example. Figure (A1.5) shows the block 

diagram of the transfer function of the excitation system of the synchronous 

machine.
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AE'fd
sTe

AVso

Figure (A1.5) Exciter block diagram.

The state space equations describing this system are

[X] = [A][X] + [B] [u] + [Bss] [∆vso]

[y] = [C] [X] + [D] [u]+ [Dβs] [∆vso]

[u] = [L] [y] + [G] [i]

ΔEfd = [M] [y] + [K] [i]

where,

(A1.30)

(A1.31)

(A1.32)

(A1.33)

Δω

AVp

^ Xι ' 
X2

Fun y1"
u2 y2

ΔVQ

[X]= X3 ; [u] = u3 ; ly] = y3 ; li] =
Lu4J Ly4.

Aip

AiQ

AVref
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[A] =

-1 0 0 0
Tb

0 0
Ta

0 0 -Ke 0
Te

0 0 0-1
L Tf J

[B] =

To-T 0 0 0
Tb2
0 Ka 00

Ta

0 010
Te

0 0 0

0

0
0

■ 1
0
0

-0

ΓTb-T1

; [C] =[Bssl =

0 
0
1 
0

Te
Tb

0
0 
0

0

0

0

0

0

0

0

0

0

0

0

0

0

0

Tf J

0 ];[K] = [0 0 0 0 0 0]

0
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0 VD 9 0 0 0
Vt Vt 

0 0 0 0 0 0

0 0 0 0 0 0

0 0 0 0 0 0

A1.4 Derivation of the state space equation describing the rotating system 

of a synchronous machine

The steady state kinetic energy or the kinetic energy at the rated 

synchronous speed of the machine is

Wein° =1 1 002 (A1.34)

Where,

Wkin° = Rated kinetic energy of the rotating system of the synchronous 

machine.

I = Moment of Inertia of the rotating system..

000 = Rated synchronous speed of the system.

The rate of change of kinetic energy is the power input to the rotating 

system. The rate of change of kinetic energy about the synchronous speed 

of the system (000) in per unit is
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I do d o (A1.35) 
Pbase dt

where,

Pbase = Base power of the system.

ω = Instantaneous speed of the machine (p.u.).

The power input to the rotating system is the difference between the 

mechanical power input and the electrical power output of the rotating 

system. Now,

Tm = Mechanical power input (p.u.). (A1.36)

Vdiq-Vqia = Electrical power output (p.u). (A1.37)

where,

ψd = d-axis stator flux linkages in per unit voltage.

Ψq = q-axis stator flux linkages in per unit voltage.

id = d-axis component of the machine terminai current (p.u.).

iq = q-axis component of the machine terminai current (p.u.).

From Equation (A1.35) to (A1.37) the following relation can be obtained,

Loo da=Tm -Vdiq-Vqia (A1.38)
I base dt

Linearizing Equation (A1.38) gives,
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2H dAo= AT + AVq ia-AVd i. + Vq Aia-Vd Ai. (A1.39) 
000 dt

where,

HLWkin°
Phase

= Inertia constant of the machine (p.u.).

A1.5 Calculation of the synchronous machine saturation factors

The synchronous machines magnetic circuit is subject to saturation 

depending on the operating point. This saturation effects the value of the 

mutual reactance xad, xaq of the equivalent circuits shown in Figure 2.3(a) 

and (b) in Chapter 2. In the program S3 two types of saturation can be 

modelled.

i)Saturation in the d-axis represented. The q-axis is assumed to be 

unaffected by saturation.(ISAT = 1)

ii)Saturation in both the d and q-axis is represented. The q-axis saturation 

factors are the same as that of the d-axis saturation factors.(ISAT=2)

Figure (A1.6) gives the saturation characteristics. The vertical axis 

is the flux linkages across the mutual reactance branch Xad in per unit 

voltage. The horizontal axis is the field current (p.u.) required to produce 

the required flux linkages.
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Field current (p.u.)

ψm

Ψ1

1f

RS

2

O 
60 
cd +
o 
>

Figure (A1.6) Machine saturation curve.

The curve of flux linkages (ψ) versus the field current (if) is split into 

three regions; Region 1, Region 2 and Region 3.

Region 1: Here the relationship between the flux linkage (ψ) in per unit 

voltage and the field current (if) is linear i.e.

Ψ = xad if (A1.40)

where,

Xaà = Unsaturated mutual reactance (p.u.).
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Region 2: Here the relationship between the flux linkage (ψ) in per unit 

voltage and the field current (if) is nonlinear and is given by

V=Xai-Vi

where, ψi = Aex ε Bex(V ' V )

(A1.41)

(A1.42)

Vi = The level of flux linkages beyond which the saturation characteristics 

become nonlinear.

A.x » B.x = Constant coefficients of the saturation function defining ψi in 

Region 2.

Region 3: Here the relationship between the flux linkage (ψ) in per unit 

voltage and the filed current (if) is linear but the slope of the characteristic 

is different than in Region 1. The relation between the flux linkage in per 

unit voltage and the field current is given by

V = Xaai-Vi (A1.43)

where, V, = Aey e Bex(Vm -Y1)+RS(V-Vm) (A1.44)

and

Vm = The level of flux linkages defining the transition between Region 2 and 

Region3.

Aex , B.x = Constant coefficients of the saturation function defining V; in 

Region 2.
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RS = Ratio of the slopes of the saturation characteristics in Region! to that

of Region 3.

A1.5.1 Determination of Ψ from the terminai quantities

Figure (A1.7) gives the phasor diagram of the synchronous machine 

under steady state operation. V is the voltage behind the stator resistance 

(ra) and stator leakage reactance (x)) . Therefore,

- Vi 

ψr

Figure (A1.7): Phasor diagram of terminai quantities

ψ-7ψr2 + ψi2 (A1.45)

where,

V = V + ra (it cosp ) + x1 (it sin® )

Vi = 'ra (i, sin® ) + xι (i- cosh )

φ = Power factor of the machine

vt = Terminal voltage magnitude (p.u.).

it = Terminal current magnitude (p.u.).
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A1.5.2 Calculation of the saturation factors Sd and Sq

In representing machine saturation, the unsaturated mutual 

reactances cannot be used. The saturated reactances xads , xaqs , give the 

slope of the line passing through the origin which intersects the saturation 

characteristics at the corresponding operating point. Therefore,

xads - Xad Sa

xaqs = Xaq Sq

(A1.46)

(A1.47)

Region 1: Here as the saturation characteristic is linear the saturated 

mutual reactances and the unsaturated reactances are the same. 

Therefore,

xads — Xad (A1.48)

(A1.49)

For ISAT = 1 or 2

Sd=ι

S=1

(A1.50)

(A1.51)

Region 2 & Region 3: The flus linkages in per unit voltage in terms of the 

saturated reactance is
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Ψ = ⅛if (A1.52)

From Equations (A1.41), (A1.42), (A1.45) and (A1.51) one gets,

(A1.53)

(A1.54)

(A1.55)

Sd=—— 
Ψ + Ψi

For ISAT = 1

Ψ+Ψi

Sq = I

For ISAT = 2

S=S=V
α q ψ + ψi

(A1.56)

It must be noted that the calculation of Vi is different in Region 2 and Region 

3.

A1.5.3 Calculation of the incremental saturation factors Sdi and Sqi

In the small signal analysis of power system the machine 

incremental saturation factors are used. The incremental saturated 
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reactances Xadsi , Xaqsi , give the slope of the line tangent to the saturation 

characteristic at the operating point. Therefore,

⅞dsi = XaaSa (A1.57)

Xaqsi = XaqSqi (A1.58)

Region 1: Here as the saturation characteristic is linear the incremental 

saturated mutual reactances and the unsaturated reactances are the same 

i.e. the machine is operating in the linear range. Therefore,

Xadsi =Xad (Al.59)

Xaqsi = Xaq (A1.60)

For ISAT = 1 or 2

Sa=1 (A1.61)

Sqi = l (A1.62)

Region 2 & Region 3: From Equation (A1.41) and (A1.43) one gets for 

Regions 2 and 3,

V=Xaai-V, (A1.63)

The first derivative with respect to the field current of Equation (A1.63) gives 

the slope of the tangent to the saturation characteristic at the operating 

point, therefore,
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— = ------ad—=XJ = incremental saturated reactance. (A1.64) 
Aif 1 + Vi Bsat

Therefore from Equation (A1.57) and (A1.64) gives,

Q 1
d1+ VBsat

For ISAT = 1

g_____ 1
•1+V Bsat

⅛ = 1

For ISAT = 2

Sa=S = - 1
α q 1+Vi Bsat

(A1.65)

(A1.66)

(A1.67)

(A1.68)

It must be noted that the calculation of V; is different in Region 2 and Region

3.

A1.6 Calculation of the steady state exciter output

Figure (A1.8) gives the phasor diagram of the synchronous machine 

under steady state. The equivalent field current (if) required to maintain 

the steady state terminal voltage (vt) is given by
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Vd

Figure (A1.8) Phasor diagram to determine field current.

if = Va + iq Ta + id Xd
xads

(A1.69)

Therefore, the field voltage is,

Efd = if xad (A1.70)

A1.7 Network reduction

The final state matrix [A] of the power system takes the form:

[A] = [Ast] + [Bst] [YN + Yst]-1 [Cst] (A1.71)
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It is seen that the derivation of the state matrix involves the matrix 

inversion of the interconnecting network. For large networks this 

inversion process will be coputationaly costly. Compared to the number of 

buses present in the network, the number of buses to which devices are 

connected is small. This is used to advantage in reducing the network to 

only the device buses and then inverting the resulting matrix. The general 

form of the equation describing the linearized network is given below in 

partitioned form depending on the type of bus i.e. device bus, remote 

sensing bus or load bus.

Aid
Δir

. Δiι .

Ydd 
= Yrd 

L Yid
(A1.72)

where,

[Aia] = Vector of small changes in current injections into the system device 

buses from all the system devices.

[Ai,] = Vector of small changes in current injections into the system remote 

sensing buses.

[Aij] = Vector of small changes in current injections into the system load 

buses.

[Aval = Vector of small changes in the device bus voltages.

[Δvr] = Vector of small changes in the remote sensing buses.

[Δvι] = Vector of small changes in the load buses.
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The current injections into the remote sensing buses and the load 

buses are zero, since there is no source connected to them, hence,

[Δir] = [O] (A1.73)

[Δi1] = [0] (A1.74)

Using Equation (A1.74), (A1.73) and (A1.72) one can represent the 

changes in the voltage of the remote sensing and load buses in terms of the 

changes in the voltages of the device buses i.e.

[∆v1]≡ [Yld] [Δvd] (A1.75)

[∆vr]= [YRDICAval (A1.76) 

where,

‰1 = ∙¾4a-Y-IY - Y Y Y-I[ Ya-Y, Yr1 Yal) (A1.77)
[YRPI=-IY -Y Y,1Y[ Y - Y Y1 Ya (A1.78)

Now, [Δid] ≠ [0] and therefore the reduced network equation becomes:

CAial = IYpol IAval (A1.79)

where,

[YDDJ = Ydd + Ydr Yrd + YdI Yld (A1.80)
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Equation (A1.80) is finally used in the inversion process for obtaining 

the system state matrix. From Equation (A1.75) and (A1.76) the remote 

sensing and load bus voltages can be reconstructed once the device bus 

voltages are known.

A1.8 System stability - Eigenvalues & Eigenvectors; State participation 

factors

The stability of a system described by state space equations is 

determined by the eigenvalues of the system state matrix [A]. If all the 

eigenvalues have negative real parts then the system is said to be stable. 

The eigenvalues of a system state matrix are the same as the poles of the 

characteristic equation of the same system.

Consider the matrix [Al and one of its eigenvalues A. Then the 

column vector [p] and row vector [q] are called the right and left eigenvector 

of the matrix [A] respectively, if they satisfy the following expressions,

[A] [p] = λ [p]

[q] [A] = λ [q] 

[pl,[ql ≠ 0

(A1.81)

(A1.82)

Each eigenvalue λ of the matrix [A] has a right [p], and a left [q] 

eigenvector. Let the matrix [A] have all its eigenvalues distinct, then the 

set of all the right eigenvectors are orthogonal with respect to each other. 
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Similarly, the set of all left eigenvectors, will also be orthogonal with respect 

to each other. The multiplication of any right eigenvector with any left 

eigenvector results in the following expression,

n
k = ∑ Pim Qjm (A1.83) 

m=l

where, k is always zero except for the condition that i is equal to j. i.e. k is 

nonzero only when the right and left eigenvectors corresponding to the 

same eigenvalue are multiplied. In the above equation Pim and Qjm are the 

mth elements of the right and left eigenvectors respectively, corresponding 

to the ith eigenvalue. Also n is the size of the matrix [A].

The eigenvalues and right eigenvaectors of the state matrix [A] of the 

power system are calculated by routines from the eigensystem package 

EISPACK [21]. The right eigenvectors are then scaled so that their infinite 

norm is unity. Let [P] be the matrix whose columns are the right 

eigenvectors of the matrix [A]. The matrix [Q] whose rows are the left 

eigenvectors of [A] are obtained by inverting matrix [P]. The left eigenvector 

matrix [Q] is obtained by inverting the right eigenvector matrix [P]. i.e.

[Q] = [P]-1. (A1.84)
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Diagonalization

Let [P] and [P]-1 be the right and left eigenvector matrices of [A] 

respectively and [Λ] be its eigenvalue matrix. Matrices [P], [P]-1 and [Λ] 

may be complex, the eigenvalue matrix [Λ] is diagonal if the eigenvalues of 

matrix [A] are distinct. In power systems no two devices have exactly the 

same characteristics even if they are manufactured by the same company, 

at the same time. Hence one can say that the state matrix of the power 

system does not contain any repeated eigenvalues i.e. all the eigenvalues of 

the power system are distinct.

The diagonalization of matrix [A] can be achieved by the following 

operations on it as given below,

[Λ] = [P]^1 [A] [P]. (A1.85)

State participation factors

The state participation factor is a sensitivity index. It is the 

sensitivity of the specified eigenvalue to changes in the diagonal element of 

the power system state matrix. The magnitude of these factors convey 

information of the amount of influence the corresponding system states 

have on a particular eigenvalue. Also, since these factors are non- 

dimensional, they do not have the scaling problems of the eigenvectors and 

are better at determining which states have a predominant influence on the
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specified eigenvalue. The calculation of the state participation factors are 

described below.

Consider the system state matrix [A] and one of its eigenvalues λ. 

Cooresponding to the eigenvalue λ, let [p] and [q] be the corresponding right 

and left eigenvectors respectively. The right eigenvector [p] satisfies the 

following expression,

λ[p] = [A][p] (A1.86)

premultiplying both sides of the above equations with [q] gives,

λ [q] [p] = [q] [A] [p] (A1.87)

From Equation (A1.85) it is seen that,

[qllpl = 1.0 (A1.88)

Therefore, Equation (A1.87) is rewritten as,

λ =[q][A][p] (A1.89)

Taking the partial derivative of λ with respect to the diagonal element aii of 

the matrix [A] gives,

Dn=p (A1.90)
Oaji
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where, q; is the ith element in the row vector [q], and p; is the ith element in 

the column vector [p]. Equation (A1.90) gives the state participation factor 

of the ith state of the system to the eigenvalue λ.



Appendix 2 - System Data

A2.1 Network data

Table (A2.1): Network data in per unit (Base-100MVA, 100 KV)

From Bus

No.

To Bus No. Ckt

I.D

r (p.u.) x (p.u.) B (p.u.)

1 2 0.0035 0.0411 0.6987

1 39 1 0.0020 0.0500 0.3750

1 39 2 0.0020 0.0500 0.3750

2 3 0.0013 0.0151 0.2572

2 25 0.0070 0.0086 0.1460

2 30 0.0000 0.0181 0.0000

3 4 0.0013 0.0213 0.2214

3 18 0.0011 0.0133 0.2138

4 5 0.0008 0.0128 0.1342

4 14 0.0008 0.0129 0.1382

5 6 0.0002 0.0026 0.0434

5 8 • 0.0008 0.0112 0.1476

6 7 0.0006 0.0092 0.1130

6 11 0.0007 0.0082 0.1389

6 31 1 0.0000 0.0500 0.0000

243
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Table (A2.1) Network data (Contd.)

6 31 2 0.0000 0.0500 0.0000

7 8 0.0004 0.0046 0.0780

8 9 0.0023 0.0363 0.3804

9 39 0.0010 0.0250 1.2000

10 11 0.0004 0.0043 0.0729

10 13 0.0004 0.0043 0.0729

10 32 0.0000 0.0200 0.0000

12 11 0.0016 0.0435 0.0000

12 13 0.0016 . 0.0435 0.0000

13 14 0.0009 0.0101 0.1723

14 15 0.0018 0.0217 0.3660

15 16 0.0009 0.0094 0.1710

16 17 0.0007 0.0089 0.1342

16 19 0.0016 0.0195 0.3040

16 21 0.0008 0.0135 0.2548

16 24 0.0003 0.0059 0.0680

17 18 0.0007 0.0082 0.1319

17 27 0.0013 0.0173 0.3216

19 20 0.0007 0.0138 0.0000

19 33 0.0007 0.0142 0.0000

20 34 0.0009 0.0180 0.0000

21 22 0.0008 0.0140 0.2565

22 23 0.0006 0.0096 0.1846
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Table (A2.1) Network data (Contd.)

22 35 0.0000 0.0143 0.0000

23 24 0.0022 0.0350 0.3610

23 36 0.0005 0.0272 0.0000

25 26 0.0032 0.0323 0.5130

25 37 0.0006 0.0232 0.0000

26 27 0.0014 0.147 0.2396

26 28 0.0043 0.0474 0.7802

26 29 0.0057 0.0625 1.0290

28 29 0.0014 0.0151 0.2490

29 38 0.0008 0.0156 0.0000
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A2.2 Dynamic device data

Generator Data:

All generating system data is on 100 MVA, 100KV base, all machines have 

one q-axis damper winding and the exciters are of either IEEE DC1 or ST1 

type. Machine saturation is ignored. All data is expressed in per unit. H 

and D is the inertia constant and damping in per unit respectively. All data 

is with reference to the generator d-q equivalent circuits and the exciter 

block diagram.

Table (A2.2a): Generator data-machine & exciter data.

G30 G31 G32 G33 G34 G35 G36 G37 G38

H 42.0 30.3 35.8 28.6 26.0 34.8 26.4 24.3 34.5

D 4.0 9.75 10.0 10.0 3.0 10.0 8.0 9.0 14.0

xad 0.087 0.26 0.22 0.232 0.616 0.232 0.263 0.262 0.181

Xaq 0.056 0.247 0.207 0.228 0.566 0.219 0.26 0.252 0.175

X1 0.013 0.035 0.03 0.03 0.054 0.022 0.032 0.028 0.03

ra 0.000 0.0 0.0 0.0 0.0 0.006 0.0 0.001 0.0

xfl 0.0227 0.0404 0.0257 0.0149 0.0893 0.0318 0.0182 0.0326 0.0317

rf 2.85E-

5

1.22E-

4

1.14E-

4

1.15E-

4

3.47E-

4

9.6E-5 1.32E-

4

1.17E-

4

1.18E-

4

xklq1 0.0 .2977 .0806 0.337 .1396 .0808 .3777 .0840 .0348

rkql 0.0 9.6E-4 5.1E-4 1.0E-3 4.25E-

3

1.99E-

3

1.13E-

3

2.17E-

3

2.84E-

4
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* blocks with these parameters do not exist for IEEE ST1 type exciter.

Table (A2.2a) : Generator data-excter data.

Ka 25.0 6.0 5.0 5.0 40.0 5.0 40.0 5.0 40.0

Ta 0.06 0.05 0.06 0.06 0.02 0.02 0.02 0.02 0.02

Ke * -0.63 -0.02 -0.05 * -0.04 1.0 -0.05 1.0

Te * 0.41 0.5 0.5 * 0.47 0.73 0.53 1.4

Aex * 0.705 .0184 .0035 * .0021 0.493 .0028 0.61

Bex * 0.288 0.625 0.82 * 0.857 0.311 0.837 0.3

Kf * 0.25 0.08 0.08 ♦ 0.075 0.03 0.085 0.03

Tf * 0.5 1.0 1.0 * 1.25 1.0 1.26 1.0

SVC data:

The three SVCs are assumed to have identical parameters. The 

parameters are reference to the SVC block diagram.

Table (A2.21a): SVC Data

S1,S16,S23

Base MVA 100.0

Base KV 100.0

Ksvc 50.0

Tl 0.172

T2 0.216

T3 0.0

T4 0.0

T5 0.006

T6 0.016
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A2.3 Nominal operating condition load flow data

Nominal operating condition load flow solution: loads, generation and 

voltage magnitude in per unit. (Base-100MVA, 100KV) (All lines in 

service.)

Table (A2.3): Nominal operating condition load flow solution

Bus

No.

IVI Angle Load 

MW 

(p.u.)

Load 

Mvar 

(p.u.)

Generation

MW (p.u.)

Generation

Mvar (p.u.)

1 1.0362 -9.8009 0.0000 0.0000 0.0000 0.0000

2 1.0195 -7.0103 0.0000 0.0000 0,0000 0.0000

3 0.9917 -9.9973 3.2200 0.0240 0.0000 0.0000

4 0.9551 -10.8125 5.0000 1.8400 0.0000 0.0000

5 0.9540 -9.4724 0.0000 0.0000 0.0000 0.0000

6 0.9552 -8.6842 0.0000 0.0000 0.0000 0.0000

7 0.9472 -11.1386 2.3380 0.8400 0.0000 0.0000

8 0.9478 -11.7050 5.2200 1.7600 0.0000 0.0000

9 1.0083 -11.5817 0.0000 0.0000 0.0000 0.0000

10 0.9620 -6.0207 0.0000 0.0000 0.0000 0.0000

11 0.9584 -6.9312 0.0000 0.0000 0.0000 0.0000

12 0.9389 -6.9533 0.0850 0.8800 0.0000 0.0000

13 0.9603 -6.8301 0.00∞ 0.0000 0.0000 0.0000

14 0.9610 -8.7152 0.0000 0.0000 0.0000 0.0000

15 0.9694 -9.2229 3.200 1.5300 0.0000 0.0000



249

Table (A2.3): Nominal load f OW (Contd.)

16 0.9888 -7.7104 3.2940 0.3230 0.0000 0.0000

17 0.9928 -8.8113 0.0000 0.0000 0.0000 0.0000

18 0.9909 -9.7269 1.5800 0.3000 0.0000 0.0000

19 0.9900 -2.5050 0.0000 0.0000 0.0000 0.0000

20 0.9869 -3.9118 6.8000 1.0300 0.0000 0.0000

21 0.9955 -5.1393 2.7400 1.1500 0.0000 0.0000

22 1.0217 -0.4338 0.0000 0.0000 0.0000 0.0000

23 1.0204 -0.6606 2.4750 0.8460 0.0000 0.0000

24 0.9970 -7.5855 3.0860 -0.9220 0.0000 0.0000

25 1.0282 -5.5577 2.2400 0.4720 0.0000 0.0000

26 1.0177 -6.8541 1.3900 0.1700 0.0000 0.0000

27 1.000 -8.9883 2.8100 0.7550 0.0000 0.0000

28 1.0191 -3.1303 2.0600 0.2760 0.0000 0.0000

29 1.0206 -0.2134 2.8350 0.2690 0.0000 0.0000

30 1.0475 -4.5818 0.0000 0.0000 2.5000 1.6170

31 0.9820 0.0000 0.0920 0.0460 5.7571 1.5291

32 0.9831 1.8803 0.0000 0.0000 6.5000 1.4862

33 0.9972 2.6913 0.0000 0.0000 6.3200 0.4796

34 1.0123 1.2673 0.0000 0.0000 5.0800 1.4031

35 1.0493 4.5403 0.0000 0.0000 6.5000 2.3080

36 1.0635 7.3558 0.0000 0.0000 5.6000 1.9720

37 1.0278 1.2455 0.0000 0.0000 5.4000 0.1635

38 1.0265 6.8654 0.0000 0.0000 8.3000 0.4751

39 1.0300 -11.4056 11.0400 2.5000 10.0000 2.1615
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A2.4 Weakened operating condition load flow data

Weakened operating condition load flow solution: loads, generation and 

voltage magnitude in per unit. (Base-100MVA, 100KV) (line 21-22 out of 

service).

Table (A2.4): Weakened operating condition load flow solution

Bus

No.

IVI Angle Load 

MW 

(p.u.)

Load

Mvar

(p.u.)

Generation

MW (p.u.)

Generation

Mvar (p.u.)

1 1.0335 -10.4328 0.0000 0.0000 0.0000 0.0000

2 1.0125 -7.6406 0.0000 0.0000 0.0000 0.0000

3 0.9764 -10.6621 3.2200 0.0240 0.0000 0.0000

4 0.9415 -11.4019 5.0000 1.8400 0.0000 0.0000

5 0.9447 -9.9425 0.0000 0.0000 0.0000 0.0000

6 0.9466 -9.1216 0.0000 0.0000 0.0000 0.0000

7 0.9387 -11.6363 2.3380 0.8400 0.0000 0.0000

8 0.9395 -12.2206 5.2200 1.7600 0.0000 0.0000

9 1.0049 -12.1604 0.0000 0.0000 0.0000 0.0000

10 0.9528 -6.4655 0.0000 0.0000 0.0000 0.0000

11 0.9493 -7.3746 0.0000 0.0000 0.0000 0.0000

12 0.9285 -7.4120 0.0850 0.8800 0.0000 0.0000

13 0.9490 -7.3002 0.0000 0.0000 0.0000 0.0000

14 0.9447 -9.2624 0.0000 0.0000 0.0000 0.0000

15 0.9378 -9.8841 3.200 1.5300 0.0000 0.0000

16 0.9512 -8.2920 3.2940 0.3230 0.0000 0.0000
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Table (A2.4): Weakened load flow (Contd.)

17 0.9645 -9.4634 0.0000 0.0000 0.0000 0.0000

18 0.9675 -10.4110 1.5800 0.3000 0.0000 0.0000

19 0.9773 -2.9383 0.0000 0.0000 0.0000 0.0000

20 0.9796 -4.3918 6.8000 1.0300 0.0000 0.0000

21 0.9330 -10.6272 2.7400 1.1500 0.0000 0.0000

22 1.0220 17.6382 0.0000 0.0000 0.0000 0.0000

23 1.0034 14.2091 2.4750 0.8460 0.0000 0.0000

24 0.9537 -5.9548 3.0860 -0.9220 0.0000 0.0000

25 1.0217 -6.1979 2.2400 0.4720 0.0000 0.0000

26 1.0042 -7.5003 1.3900 0.1700 0.0000 0.0000

27 0.9794 -9.6779 2.8100 0.7550 0.0000 0.0000

28 1.0122 -3.7328 2.0600 0.2760 0.0000 0.0000

29 1.0159 -0.7932 2.8350 0.2690 0.0000 0.0000

30 1.0475 -5.1956 0.0000 0.0000 2.5000 2.0774

31 0.9820 0.0000 0.0920 0.0460 5.9866 1.9066

32 0.9831 1.5121 0,0000 0.0000 6.5000 1.9436

33 0.9972 2.2884 0.0000 0.0000 6.3200 1.3702

34 1.0123 0.8042 0.0000 0.0000 5.0800 1.8125

35 1.0493 22.6104 0.0000 0.0000 6.5000 2.2865

36 1.0635 22.3439 0.0000 0.0000 5.6000 2.6427

37 1.0278 0.6389 0.0000 0.0000 5.4000 0.4532

38 1.0265 6.3042 0,0000 0.0000 8.3000 0.7827

39 1.0300 -12.0199 11.0400 2.5000 10.0000 2.4131
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