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Abstract

Essential dimension of a geometric object is roughly the number of alge-

braically independent parameters needed to define the object. In this thesis

we give upper bounds for the essential dimension of parabolic bundles over

a non-singular curve X of genus g � 2 using Bornes correspondence between

parabolic bundles on a curve and vector bundles on a root stack. This is a

generalization of the work of Biswas, Dhillon and Ho↵mann on the essential

dimension of vector bundles, by following their method for curves and adapt-

ing it to root stacks. In this process, we invoke the Riemann-Roch theorem

of Toen for Deligne-Mumford stacks and use it to estimate the dimension of

stack of parabolic bundles on X.

Keywords: Root stacks, essential dimension, vector bundles, parabolic

bundles.
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Summary for lay audience

Algebraic geometry is the study of solution sets of polynomials called ‘Vari-

eties’. For example, by solving the equations ax+ by+ c = 0 and x2+ y2 = r2,

we find that a line and a circle intersect at a maximum of two points in the

Cartesian plane. One can ask solutions of higher degree polynomials in several

variables. One of the less understood, yet seemingly tractable problem is the

study of algebraic curves, these are roughly the varieties of dimension 1. One

of the key methods of studying varieties is the study of functions on them.

A vector bundle is roughly an assignment of a vector space to each point in

the curve. The concept of vector bundles, in some sense, encode ‘generalized

functions’ on varieties. Parabolic vector bundles are vector bundles along with

the extra data of a sequence of subspaces at finitely many points on the curve.

It is useful to study the ‘moduli space of parabolic vector bundles’ on a

curve. In a naive sense this is just the collection of all parabolic vector bundles

on the curve. But we want more than that: It would be useful to have the

collection of parabolic vector bundles on a curve as a honest ’variety’. This

is not possible unless we restrict the class of vector bundles to a special type.

Simply put, the reason for the failure is the ‘symmetries’ of the vector bundles.

Taking these symmetries into consideration, we can construct a ‘moduli stack

of vector bundles’. This is not exactly a variety but it enjoys several geometric

properties of a variety. Hence one can ask, what are the ‘degrees of freedom’

in the moduli stack of parabolic bundles. This number turns out to be the

‘essential dimension’ of the stack.

The essential dimension of an object, in essence, is the number of parame-

ters required to determine the object. In this thesis we use several techniques

of modern algebraic geometry, especially of algebraic stacks to find the max-
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imum number of parameters required to determine a parabolic bundle over a

large class of nice algebraic curves.
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Chapter 1

Introduction

Consider the quadratic polynomial f(x) = x2+ax+b, with a and b as indepen-

dent variables. By completing the square, it can be reduced to a polynomial of

the form g(y) = y2�c, for some c in terms of a and b. More generally, any poly-

nomial p(x) = xn+a1x+ · · ·+an, with a1, . . . , an as independent variables can

be reduced further to a polynomial with fewer number of independent variables

as coe�cients by non-degenerate Tschirnhaus transformations. It is natural

to ask, given such p(x) what is the minimum number of algebraically indepen-

dent parameters required to determine it up to non-degenerate Tschirnhaus

transformations. J.Buhler and Z.Reichstein interpret this question in terms of

‘essential dimension’ of a finite group, see [BR97]. Essential dimension of an

object roughly estimates the number of algebraically independent parameters

required to determine it. In its full generality the essential dimension of a

functor F : Fields/k ! Sets is defined by Merkurjev, see Definition 2.43.

The notion of essential dimension has been studied for several algebraic and

geometric objects. Examples include algebraic groups, moduli spaces of curves,

abelian varieties, vector bundles and, in this instance, parabolic bundles on

2



3

a smooth curve of genus g � 2. We refer the interested reader to the survey

[Mer13] by Merkurjev for a broad overview.

To illustrate the depth captured by essential dimension consider the follow-

ing example: Given an algebraic group G over a field k, consider the functor

K 7! H1(spec(K), G) from Fields/k to Sets. H1(spec(K), G) is precisely the

set of G-torsors over K which can be further identified with the stack BG.

The essential dimension of the stack BGm is 0. This follows from Hilbert’s

theorem 90. On a similar note, the essential dimension of Bµr is 1. This

follows from Kummer theory.

The essential dimension of the stack of vector bundles over a smooth curve

of any genus is calculated by Biswas, Dhillon and Ho↵mann in [BDH18]. One

of the key features in their work is to estimate the transcendence degree of the

‘field of moduli’ k(E) of a given vector bundle E on a curve X/k. To do this,

they make use of the stack of nilpotent endomorphisms N ilX,n parametrizing

pairs (E,'), where E is a coherent sheaf and ' : E ! E is a nilpotent

endomorphism.

The essential dimension of projective modules of rational rank has also been

computed in [BDH18]. It is used to estimate the essential dimension edk(E)(G)
of the residual gerbe G of a vector bundle. This is achieved by showing that the

category of coherent sheaves whose objects are in the gerbe are equivalent to a

category of projective modules of fixed rational rank. Combining the estimates

of trdegk(k(E)) and edk(E)(G) they arrive at an upper bound for edk(E). We

show that all of these computations carry over to the root stack X associated

to a curve and hence by Borne’s theorem 2.24 carries over to parabolic vector

bundles.

In this thesis we give upper bounds for the essential dimension of the stack

of parabolic bundles over a smooth curve. Parabolic bundles were introduced



4 CHAPTER 1. INTRODUCTION

by Mehta and Seshadri in [MS80]. A parabolic vector bundle E. on a curve

X can be roughly thought of as a vector bundle E over a curve with a partial

flag attached to the fibers of E at a finite number of points on the curve.

This definition is generalized to higher dimensional varieties by Maruyama,

Yokagawa and Simpson [Mar16], [Yok95]. Suppose X is a scheme on which a

positive integer r is invertible and D an e↵ective cartier divisor. In [Bor07]

Borne proves that the category of parabolic bundles over the pair (X,D) is

tensor equivalent to the category of vector bundles on a ‘stack of r-th roots’,

denoted by X.

The key idea in this thesis is to use Borne’s theorem to carry out the

arguments by Biswas, Dhillon and Ho↵mann in [BDH18]. In this pursuit we

need a Hirzebruch-Riemann-Roch theorem for the root stack X. For this, we

invoke a Grothendieck-Riemann-Roch theorem for Deligne-Mumford stacks

proven by B.Toen in his PhD thesis [Toe].

This thesis is structured as follows: In chapter 2 we establish the essential

priliminaries required to establish the main result. This includes definitions

and properties of parabolic coherent sheaves, root stacks associated to a curve

and, essential dimension. We also prove mild generalizations of relevant results

of several authors mentioned before. The main theme, for the most part, is to

show that all the arguments that work for a curve also work for the associated

root stack. In particular, we check that the Krull-Schmidt theorem works for

coherent sheaves (Theorem 2.54) on a root stack and the stack of coherent

sheaves on a root stack is a smooth algebraic stack of the expected dimension

(Theorem 2.62).

In chapter 3, we go through the arguments required to prove Hirzebruch-

Riemann-Roch theorem for root stacks. Here, we use the cohomology theory

of Gersten. This is done for line bundles over an orbifold in Toen’s thesis [Toe],
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we run the argument for vector bundles on the root stack and get an answer

in terms of the ‘parabolic data’ associated to the vector bundle, see Theorem

3.19.

In chapter 4, we prove an equivalence between the category of coherent

sheaves on the root stack X which are objects of a residual gerbe and the

category of projective modules of rational rank over a certain endomorphism

algebra. This is a straightforward generalization of section 5 in [BDH18].

This allows us to reduce the problem of finding the essential dimension of the

residual gerbe to that of projective modules.

In chapter 5, we construct some twisted sheaves of certain required rank

on the residual gerbe of a parabolic bundle. This allows us to prove that the

index of the gerbe divides the g.c.d of rank, degree and the parabolic data.

This completes the required results needed to prove the main result.



Chapter 2

Preliminaries

2.1 Parabolic bundles

Let X be a scheme, D a divisor on X and r � 1 an integer. The following

definition of parabolic sheaves is due to Maruyama and Yokogawa [Mar16],

[Yok95].

Definition 2.1 ([Bor07]). The category PAR 1
r

(X,D) of parabolic sheaves

with weights integer multiples of 1
r
is defined as a category whose objects

are couples (E., j), where E. : (1
r
Z)op ! QCoh(X) is a functor, and j :

E. ⌦O
X

OX(�D) ⇠= E.[1] a natural isomorphism such that the following tri-

angle commutes:

E. ⌦O
X

OX(�D) E.[1]

E.

idE
.

⌦i

j

(2.1.1)

where i : O(�D) ! O is the canonical inclusion. Having such a natural

isomorphism j for E. is called pseudo-periodicity.

6



2.1. PARABOLIC BUNDLES 7

The morphisms from (E., j) to (E 0. , j0) are given by natural transformations

↵ : E. ! E 0. such that the following diagram commutes:

E. ⌦O
X

OX(�D) E.[1]

E 0. ⌦O
X

OX(�D) E 0. [1]

j

j

Definition 2.2. The category Par 1
r

(X,D) of parabolic coherent sheaves with

rational weights of denominator r (resp., vector bundles) of finite rank is the

full subcategory of PAR 1
r

(X,D) whose objects are couples (E., j) such that:

1. E. : (1rZ)op ! QCoh(X) factors through E. : (1rZ)op ! Coh(X) (resp.,

E. : (1rZ)op ! Vect(X))

2. For E. : (1rZ)op ! Vect(X) to be a parabolic vector bundle we have the

additional assumption that for i  i0 < i+1, coker(Ei0 ! Ei) is a locally

free OD-module.

Remark 2.3. 1. When E. is a parabolic vector bundle, the canonical mor-

phisms Ei0 ! Ei for i  i0 < i+1 are monomorphisms. This follows from

the commuting triangle describing the pseudo-periodicity 2.1.1.

2. Notice that for a coherent parabolic sheaf E. the coker(Ei0 ! Ei) for

i  i0 < i+ 1 are coherent OD-modules but not necessarilly locally free.

Parabolic coherent sheaves outside the support of D are equivalent to or-

dinary coherent sheaves on the scheme. We make this precise in the following

Lemma.

Lemma 2.4. Let E. be a parabolic coherent sheaf on X and p 2 X �D, then

the stalks of all the pieces of the filtration (E i

r

)p for i
r
2 1

r
Z are isomorphic to

(E0)p.
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Proof. This follows directly from the commuting triangle 2.1.1. We show this

for r = 2. In this case, E. is given by a sequence of sheaves

. . .! E1
f1�! E 1

2

f0�! E0 ! . . . (2.1.2)

By the existence of the commuting triangle 2.1.1 we have the following

commuting diagram, where j is an isomorphism

. . . E1 E 1
2

E0

E0 ⌦O(�D)

j

f1 f0

1⌦i (2.1.3)

Taking stalks at p 2 X � D, since O(�D)p = Op, we see that (E0 ⌦
O(�D))p ! (E0)p is just the identity. Hence we get

(f0)p(f1)p = jp =) (f0)p(f1)pj
�1
p = 1 (2.1.4)

which gives a right inverse for (f0)p. Repeating this argument for the

following triangle which exists again by 2.1.1.

. . . E 1
2

E0 E�1
2

E�1
2
⌦O(�D)

j

f0 f�1

1⌦i
(2.1.5)

we get a left inverse for f0.

Definition 2.5 (Seshadri, [MS80]). Let X be a smooth algebraic curve over a

field k and D be a reduced e↵ective divisor. A parabolic bundle E. is a vector

bundle E along with the following data:

1. For each p 2 |D|, there exists a filtration by subspaces

E(p) � F1,p � . . . � Fn
p

+1,p = 0 (2.1.6)
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2. A set of rational number (↵i,p)1in
p

, called weights, associated to each

Fi,p such that

0  ↵1,p  . . . . . .  ↵n
p

,p < 1

Let SPar 1
r

(X,D) denote the category of parabolic vector bundles with np = r

and ↵i,p =
i
r
for 1  i  r.

Remark 2.6. Given a parabolic bundle in the sense of Maruyama and Yoko-

gawa, i.e., an object E. 2 Par 1
r

(X,D), we can construct a parabolic vector

bundle in the sense of Seshadri [MS80] (see the above definition) as follows:

By Remark 2.3, Ci := coker(E i

r

! E0) is a locally free OD-module. For

p 2 |D|,the stalks (Ci)p define a partial flag of the fiber E0(p) := E0 ⌦O
X

(p)

at p. Conversely, given a parabolic vector bundle (E., Fi,p) in the sense of Se-

shadri, with weights { i
r
}0ir, we may define Ep

i

r

:= ker(E ! E(p)/Fi,p). The

vector bundles E i

r

:= \p2|D|E
p
i

r

with canonical inclusions, along with pseudo-

periodicity imposed on them, define an object in Par 1
r

(X,D).

Theorem 2.7. The functor

Par 1
r

(X,D)
F�! SPar 1

r

(X,D) (2.1.7)

E. 7! (E0, coker(gi), {
i

r
}1ir) (2.1.8)

as described in the above remark is an equivalence of categories. Here gi :

E i

r

! E0 are the canonical maps coming from the filtration of E..

Proof. Essential surjectivity of F follows from Remark 2.6.

Let Hom(E., E 0.) be morphisms in Par 1
r

(X,D). Suppose f : E. ! E 0. is a

morphism
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E1 . . . E i

r

. . . E 1
r

E0

E 01 . . . E 0
i

r

. . . E 01
r

E 00

f1 f
i

r

f 1
r

f0

whose underlying morphism of vector bundles f0 is 0. Since E i

r

g
i�! E0 are

monomorphisms, by naturality of f , the morphisms f i

r

are restrictions of f0.

Hence f i

r

are also zero morphisms. This shows that F is faithful.

Now suppose (E0, coker(gi)) ! (E 00, coker(g
0
i)) is a morphism in

SPar 1
r

(X,D). Then we have the following commutative diagram whose

rows are exact

0 E i

r

E0 coker(gi) 0

0 E 0
i

r

E 00 coker(g0i) 0

f
i

r

t
i

f0

t0
i

The dotted arrow exists such that the diagram commutes. This is because

of the fact that E i

r

and E 0
i

r

are kernels of ti and t0i respectively.

2.2 Deligne-Mumford stacks

Definition 2.8 ([LMB00]). An algebraic S-stack is a stack X that satisfies

the following axioms:

(i) The diagonal 1-morphism of S-stacks

X! X⇥S X

is representable and quasi-compact.

(ii) There exists an S-algebraic space X and a 1-morphism of S-stacks
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X
P�! X

(automatically representable by (i)), that is surjective and smooth.

The 1-morphism P in (ii) is called a presentation of X. A Deligne-Mumford

S-stack is an algebraic S-stack admitting an etale presentation. From now on

we abbreviate Deligne-Mumford stacks as DM-stacks.

Definition 2.9. A DM-stack X over a field k is called an orbifold if it is

generically an algebraic space i.e, there exists an open dense substack which

is representable by an algebraic space over k.

We record a Lemma about root stacks which we will prove in the following

subsection. In particular Lemma 2.19 and consequently 4.5 imply this.

Lemma 2.10. Let X be a smooth projective curve over k.The root stack X =

X(L,s,r) is an orbifold over spec(k).

2.3 Root stacks

In this section we will define and review properties of root stacks associated

to a scheme X over spec(k). All the material here can be found in [Bor07] or

[Cad07].

Let r � 1 be an integer, k a field whose characteristic is coprime to r,

X ! spec(k) a noetherian scheme, L an invertible sheaf over X, along with

a section s 2 H0(X,L). A section of the quotient stack [A1/Gm] over T is

equivalent to a principal Gm-bundle P ! X along with a Gm-equivariant map

P ! A1. Let ✓r : [A1/Gm] ! [A1/Gm] be a morphism of stacks defined by

the association (M, t) ! (M⌦r, t⌦r). The sections of [A1/Gm] over a given
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scheme as pairs of line bundle and a section (M, t) is made precise by the

following Lemma 2.11.

Lemma 2.11. [Example 5.13, [Ols03]] There is a correspondence between sec-

tions of [A1/Gm] over a scheme S and pairs (M, t) where M is an invertible

sheaf over S and t a global section of M.

Definition 2.12. With the notation as above the stack of r-th roots, also

called a root stack, is defined as

X(L,s,r) := X ⇥[A1/G
m

],✓
r

[A1/Gm]

Remark 2.13. If Y
p�! X is a morphism of k-schemes. Then Y ⇥X X(L,s,r) =

Y ⇥X X ⇥[A1/G
m

],✓
r

[A1/Gm] ⇠= Y(p⇤L,p⇤s,r). Indeed, the composition Y ! X !
[A1/Gm] corresponds precisely to the pulled back couple (p⇤L, p⇤s) on Y .

Remark 2.14. X(L,s,r) as a category fibered in groupoinds over spec(k) can

be described as follows:

1. The objects of X(L,s,r) are the quadruples (f,M, t,') where f : S ! X

is a morphism of schemes, M an invertible sheaf over S, t 2 H0(X,L),
and ' : M⌦r ⇠= f ⇤L an isomorphism such that '(t⌦r) = f ⇤s,

2. The morphisms from (f,M, t,') to (g,N , u, ) (over T ) are the couples

(h, ⇢), where h : S ! T is a morphism of schemes such that gh = f , and

⇢ : M ⇠= h⇤N is an isomorphism of sheaves such that ⇢(t) = h⇤(u) and

the following diagram commutes:

M⌦r h⇤N⌦r

f ⇤L h⇤g⇤L

⇢⌦r

'

=

h⇤ 
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If there exist an ‘r-th root’ of L on X, then the root stack X(L,s,r) can

be realized as a global quotient. This is made precise in the following theo-

rem due to Cadman. Having such a realization helps us prove Lemma 2.19,

which further helps with local arguments on the root stack. For example the

restriction of a quasi-coherent sheaf F on X(L,s,r) to [spec(R[T ]/(T r � s))/µr]

is equivalent to a Z/r-graded R[T ]/(T r � s)-module.

Theorem 2.15 ( 3.4, [Bor07]). If there exists a line bundle N on X and an

isomorphism  : N⌦r ⇠= L then there exists a k-scheme Y such that [Y/µr] ⇠=
X(L,s,r). Moreover, Y = spec( Sym(N_)

(N_)⌦⇠=L_)) is the relative spec of the symmetric

algebra Sym(N _) whose relations are given via  _.

Example 2.16. Let X = A1, L = OX and s = x. Then X(L,s,r) = [A1/µr],

where µr ⇢ k⇤ is the groups of r-th roots of unity. Indeed, for a given k-scheme

T , the sections [A1/µr](T ) are given by principal µr-bundles P ! T along

with µr-equivariant morphisms P ! A1. If gij : Uij ! µr are the transition

functions of P , then by composing gij with the inclusion µr ⇢ Gm, the principal

µr-bundle P ! T can be interpreted as a line bundle M over T whose r-th

tensor power is trivial. Moreover, the morphism P ! A1 corresponds to a

section t of this line bundle M. These tuples (M, t) are precisely the sections

of X(L,s,r)(T ).

Definition 2.17. Given a root stack X(L,s,r) as described above there is a

canonical 1-morphism of stacks

⇡ : X(L,s,r) ! X (2.3.1)

(f,M, t,') 7! f (2.3.2)

Lemma 2.18 ([Bor07]). The morphism ⇡ : X(L,s,r) ! X is proper.
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Lemma 2.19. [Corollary 3.6, [Bor07]] For each x 2 X there exists an a�ne

open U = spec(R)
i
,�! X and an s 2 R such that the following square is

cartesian

[spec(R[T ]/(T r � s))/µr] spec(R)

X(L,s,r) X
⇡

i

Proof. Choose U = spec(R) ⇢ X which trivializes L. We have an R-module

isomorphism given by

R⌦r
 �! R (2.3.3)

m1 ⌦ . . .⌦mr 7! m1 . . .mr (2.3.4)

This gives a line bundle N on U which is an r-th root of L|U . Now the

Lemma follows by Theorem 2.15.

Theorem 2.20 (Theorem 2.3.3, [Cad07]). Let X ! spec(k) be a scheme over

which r is invertible. Then X = X(L,s,r) is a Deligne-Mumford stack over

spec(k).

2.4 Sheaves on root stacks

We do not introduce the generalities of sheaves on stacks. These can be found

in for example Chapter 12 and 13 of [LMB00] or [Sta18, Tag 06TF] However,

we will describe explicitly the necessary definitions in the particular case of a

root stack.

https://stacks.math.columbia.edu/tag/06TF
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The category X(L,s,r) inherits a topology from (Sch/k)fppf . Explicitly, we

say that the family {(Ui ! X,Mi, ti,'i)}i2I
f
i�! {(U ! X,M, t,')} is a cov-

ering family if {Ui ! U}i2I is a covering family in (Sch/k)fppf . Since X(L,s,r)

is a category fibered in groupoids, every morphism in X(L,s,r) is strongly carte-

sian and hence by Lemma 10.1 in [Sta18, Tag 06NU] these covering fami-

lies give X(L,s,r) the structure of a site. By a sheaf on X(L,s,r) we mean the

sheaf on this site. The structure sheaf OX(L,s,r)
is given by a sheaf of rings

x := (U ! X,M, t,') 7! �(U,OU). By an OX(L,s,r)
-module F we mean a

sheaf on X(L,s,r) such that F(x) is an OX(L,s,r)
(x)-module for each x 2 X(L,s,r).

Note that OX(L,s,r)
(x) = �(U,OU). We say such F is coherent (resp., locally

free) OX(L,s,r)
-module if each F(x) is a coherent (resp., locally free) �(U,OU)-

module. We also say F is a vector bundle over X(L,s,r) if F is a locally free

OX-module.

2.4.1 Pushforward

The structure sheaf described above 2.4 makes the pair (X,OX) a ringed site.

We denote the category of sheaves of modules on the ringed site (X,OX) by

Mod(X,OX). Consider the structure morphism p : X ! spec(k). There is a

canonical pushforward morphism p⇤ : Mod(X,OX) ! Mod(spec(k),Ospec(k))

defined in Section 12.5 of [LMB00]. Using this, one can define the global

section functor in the usual way.

Theorem 2.21. [Sta18, Tag 01DU] The category of sheaves of modules

Mod(X,OX) on the ringed site (X,OX) has enough injectives.

Definition 2.22. Let F be an OX-module. The sheaf cohomology of (X,OX)

with respect to F is given by

https://stacks.math.columbia.edu/tag/06NU
https://stacks.math.columbia.edu/tag/01DU
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H i(X,F) := Ri�(X,F) (2.4.1)

Definition 2.23. The invertible sheaf N on X(L,s,r) as (U ! X,M, t,') 7!
M.

This following theorem and its generalization to coherent sheaves over

X(L,s,r) is the one of the most important ideas used to prove the main result

of this thesis.

Theorem 2.24 (N.Borne [Bor07]). Let r be a natural number, X !
spec(Z[r�1]) a noetherian scheme, D an e↵ective cartier divisor, L = OX(D),

s the canonical section, then the functor

Vect(X(L,s,r))
F�! Par 1

r

(X,D) (2.4.2)

given by F (F) : (1
r
Z)op �! V ect(X), l

r
7! ⇡⇤(N⌦(�l) ⌦O

X(L,s,r)
F) is an

equivalence of tensorial categories.

Remark 2.25. The equivalence stated above extends to coherent sheaves on

X(L,s,r) and parabolic coherent sheaves. See [BV12].

Coh(X(L,s,r))
F�! CohPar 1

r

(X,D) (2.4.3)

2.4.2 Euler Characterisitic

Definition 2.26. LetK � k be a field and E1, E2 be coherent parabolic sheaves
over XK or equivalently coherent sheaves on a root stack XK . We define an

Euler characteristic as follows

�(E2, E1) := dimK Hom(E2, E1)� dimK Ext1(E2, E1)
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Lemma 2.27. Given short exact sequences 0 ! E 01 ! E1 ! E 001 ! 0 (resp.,

0 ! E 02 ! E2 ! E 002 ! 0) of coherent parabolic sheaves, the following for-

mula(e) hold:

�(E2, E1) = �(E 02, E1) + �(E 002 , E1) (resp., �(E2, E1) = �(E 02, E1) + �(E 002 , E1))

Proof. We may apply the functor Hom(E2,�) (resp., Hom(�, E1)) and write

a long exact sequence for Ext in both cases. We know that Exti(�,�) of

coherent sheaves over XK vanish for i � 2 due to Proposition-4.26 and Remark

4.27. Now the Lemma easily follows from the long exact sequence(s).

Lemma 2.28. If E2 and E1 are vector bundles over X then �(E2, E1) =

�(X,Hom(E2, E1)).

Proof. We know from Lemma 4.8 that HomOX
(E2, E1) = E1 ⌦OX

E_2 when

E2 and E1 are vector bundles. So Ext1OX
(E2, E1) = Ext1(OX, E1 ⌦OX

E_2 ) =

Ext1(OX,Hom(E2, E1)) = H1(X,Hom(E2, E1)).

Lemma 2.29. If a coherent sheaf E on X is torsion free then it is locally free.

Proof. The question is local. Consider the open substack U 0 = [spec(R0)/µr] ⇢
X, where R0 = R[T ]/(T r � s). The restriction of E to U 0 is given by a finitely

generated graded torsion free R0-module M . We may assume R to be local,

hence a DVR. This makes R0 a DVR with T̄ 2 R0 as a uniformizing parameter.

By fundamental theorem of graded modules over a graded PID M is a free

graded R0-module.

Lemma 2.30. Given a parabolic coherent sheaf E on X there exists a decom-

position E = F � T , where F is torsion free (hence locally free) and T is

supported at only finitely many points.
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Proof. This is known for coherent sheaves over curves (Lemma 5.2.2 of [LP97],

Lectures on vector bundles). We use the same idea for parabolic coherent

sheaves. Consider the canonical morphism ' : E ! E__. The image F of '

is given by F l

r

= im(') l

r

= im(' l

r

) ⇢ E__
l

r

, for l
r
2 (1

r
Z)op, the morphisms

'
l

0
r

! ' l

r

for l+r > l0 � l and the pseudo-isomorphisms are naturally induced.

F is clearly torsion free. Let T := ker('). Now we get the short exact sequence

0! T ! E ! F ! 0 (2.4.4)

We claim that this short exact sequence splits. Consider the l
r
-th piece of

the filtration

0! T l

r

! E l

r

! F l

r

! 0 (2.4.5)

Applying �Hom(F ,�) and writing the long exact sequence for cohomology,

we get the exact sequence

H0(Hom(F l

r

, E l

r

))! H0(Hom(F l

r

,F l

r

))! H1(Hom(F l

r

, T l

r

))

The last term vanishes becauseHom(F l

r

, T l

r

) is supported only at finitely many

points. Taking inverse image of id 2 Hom(F l

r

,F l

r

) = H0(Hom(F l

r

,F l

r

)) we

get a section s l

r

: F l

r

! E l

r

of the short exact sequence 2.4.5. It can be easily

verified that these sections are compatible with the morphisms '
l

0
r

! ' l

r

for

l + r > l0 � l giving a section of 2.4.4.

Proposition 2.31. Let R be a DVR, ⇡ a uniformizing parameter and K =

R/⇡ its residue field. Then

(i.) If m,n � 1 then HomR(R/⇡n, R/⇡m) ⇠= Ext1R(R/⇡n, R/⇡m) = R/⇡k,

where k = min{m,n}.
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(ii.) Let r � 1 be a natural number. The ring R0 = R[t]/(tr�⇡) is also a DVR

with t as a uniformizing parameter, we have HomR0(R0/tm, R0/tn)µr =

Ext1R0(R0/tm, R0/tn)µr = R/⇡k as R-modules for some k 2 N. Here the

morphisms and extensions are of graded R0-modules.

Proof. Consider the short exact sequence of graded R0-modules

0! R0 tm�! R0 ! R0/tm ! 0 (2.4.6)

Applying the functor HomR0(�, R0/tn) to the above short exact gives a long
exact sequence

0 HomR0(R0/tm, R0/tn) HomR0(R0, R0/tn)

HomR0(R0, R0/tn) Ext1R0(R0/tm, R0/tn) Ext1R0(R0, R0/tn) . . .

Since R0 is a free R0-module, Ext1R0(R0, R0/tn) = 0 and we have

HomR0(R0, R0/tn) = R0/tn and HomR0(R0, R0/tm) = R0/tm. We get,

Ext1R0(R0/tm, R0/tn) = coker(R0/tn ⇥tm��! R0/tn) = R0/tk, where k =

min{m,n}. Taking µr-invariants, we get (R0/tk)µr = R/⇡k.

Proposition 2.32. Suppose F is locally free and T is a torsion sheaf on X

then ��(T ,F) = �(F , T ) = rk(F) deg(T )

Proof. Hom(F , T ) is supported only at finitely many points, locally at

the level of stalks it is easy to see that dimK Hom(F , T ) = rk(F) deg(T ),

for example for a DVR R with uniformizing parameter ⇡ and residue

field K, dimK HomR(Rn, R/⇡m) = ndimK(R/⇡m). Since F is locally free

and T is finitely supported we again have Ext1(F , T ) = 0. Furthermore,

Hom(T ,F) = 0 since F is torsion free and dimK Ext1(T ,F) = rk(F) deg(T )

since Ext1R(R/⇡m, Rn) = (R/⇡m)n =) dimK Ext1R(R/⇡m, Rn) =

ndimK(R/⇡m).
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Corollary 2.33. If T1 and T2 are torsion sheaves on X, i.e. coherent sheaves

supported at finitely many points then �(T2, T1) = 0.

Proof. We may think of these sheaves T1 and T2 as sheaves supported inside

the open substack U 0 = [(spec(R0)/µr] ⇢ X, where R0 = R[T ]/(T r � s).

We may localize R0 making it a DVR in this case. It is enough to show

that dimK HomR0(M1,M2)µr = dimK Ext1R0(M1,M2)µr for finitely generated

modules over R0. This follows from 2.31.

The following theorem is a consequence of the previous computations and

the Riemann-Roch theorem we prove in Chapter 4.

Theorem 2.34. Let E be coherent sheaves on XK of generic rank r and degree

d respectively. If g is the genus of X, then

�(E , E) = (1� g)r2 � ⌃p2|D|dimk FlagK(p) (2.4.7)

Proof. Using Lemma 2.30 we may write E = F � T . By Lemma 2.27 we have

that

�(E , E) = �(F ,F) + �(F , T ) + �(T ,F) + �(T , T ) (2.4.8)

Now the theorem follows from 4.9, 2.33 and 2.32.

2.5 Endomorphism algebras of coherent

sheaves

This section deals with the theory of endomorphism algebras of coherent

sheaves as done in Section 4 and Section 2 of [BDH18] for the root stack

X. This theory applies almost verbatim for the root stack because of the fact
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that an algebra of endomorphisms of coherent sheaf on X is a finite dimensional

algebra over the base field as argued below.

Let X be a smooth projective curve over an algebraically closed field k

whose charactaristic is coprime to a fixed integer r � 1. X = X(L,s,r) be the

root stack and K � k be a field. Let E be a coherent sheaf over the root stack

XK .

The structure morphism p : XK ! spec(K) factors as

XK
⇡�! XK

p0�! spec(K)

Since ⇡ is proper, the pushforward ⇡⇤F is coherent over the curve XK .

Hence the pushforward p⇤F = (p0)⇤⇡⇤F is a finite dimensional K-vector space.

Hence the K-algebra End(E) = H0(X, End(E)) = H0(spec(K), p⇤End(E)) is

a finite dimensional K-algebra. Let j(E) denote the Jacobson radical of the

K-algebra End(E). Since End(E)/j(E) is semi-simple Artin-Wedderburn’s

theorem [Jac89] states that there exists an isomorphism

End(E)/j(E) ⇠= ⇧iMn
i

⇥n
i

(Di) (2.5.1)

for some finite dimensional division algebras Di over K and some natural

numbers ni � 1.

A coherent sheaf E over XK is said to be indecomposable if

E ⇠= E1 � E2 =) E1 = 0 or E2 = 0 (2.5.2)

We have the following analog of Atiyah’s Krull-Schmidt type result

Lemma 2.35. If E is an indecomposable coherent sheaf over XK then

End(E)/j(E) is a division ring D.
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Proof. By Lemma 2.30 E is either a locally free OX-module or torsion. If E

is locally free then End(E)/j(E) ⇢ End(E0)/j(E0) where E0 is the underlying

locally free sheaf on the curve X. If E is torsion then it is enough to prove

the statement for the graded R0-module E = R0/⇡k for R0 = R[T ]/(T r � s),

k � 1 where R is a DVR. If f : E ! E is an endomorphism then either 1̄ goes

to a unit or a power of ⇡ in R0/⇡k. Hence the endomorphism is either a unit

or nilpotent respectively.

The rest of the results of the section are from [BDH18] with occasionally

more elaborate explanations. We include these here to make the exposition

self complete.

Let R be a ring which is not necessarily commutative and n ⇢ R be a

nilpotent two sided ideal.

Lemma 2.36. Every element q 2 R/n such that q2 = q admits a lift p 2 R

with p2 = p.

Proof. Since n is nilpotent, we have that nk = 0 for some integer k � 1. By

induction we may assume that k = 2. Let p 2 R be some lift of q, then

p2 ⌘ p mod n. Since n2 = 0 we have (p2 � p)2 = 0. Also, p2 ⌘ p mod n =)
p3 ⌘ p2 mod n. Using both congruences we have that p0 = 3p2� 2p3 is another

lift of q. Computing (p0)2, we get

(p0)2 = 4p6 � 12p5 + 9p4 = (p2 � p)2(4p2 � 4p� 3)� 2p3 + 3p2 = p0. (2.5.3)

Hence p0 2 R is the required lift of p 2 R/n such that (p0)2 = p0.

Corollary 2.37. Let N be a finitely generated projective (R/n)- module. Then

there is a finitely generated projective R-module M such that M/Mn ⇠= N . The

finitely generated projective R-module M is unique up to isomorphisms.
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Proof. Since N is a finitely generated projective R/n-module, there exists an

R/n-module N 0 and an isomorphism of R/n-modules ' : N�N 0 '�! (R/n)r for

some r 2 N. So N is the image of a matrix q 2 Mr⇥r(R/n) such that q2 = q.

Let N ⇢ Mr⇥r(R) be the two sided ideal of matrices with entries in n ⇢ R.

Since n is nilpotent, N is also nilpotent. Using Lemma 2.36 and the fact

that Mr⇥r(R/n) ⇢ Mr⇥r(R)/Mr⇥r(R)N we may lift the matrix q to a matrix

p 2Mr⇥r(R) such that p2 = p. The image of p is a finitely generated R-module

M such that M/Mn ⇠= N . Suppose M 0 is another finitely generated projective

R-module such that M 0/M 0n ⇠= N . Since M and M 0 are direct summands of

free R-modules, the induced isomorphism between M/Mn and M 0/M 0n can

be lifted to an automorphism f of R/n modules.

Definition 2.38. A projective module M over a right artinian ring R has

rank r 2 Q>0 if the direct sum M�n is free of rank nr for some n 2 N such

that nr 2 N.

For a right artinian ring R let j be its jacabson radical. j is the smallest

ideal such that R/j is semi-simple. According to Wedderburn’s theorem it can

be decomposed as

R/j ⇠= Mn1⇥n1(D1)⇥ . . .⇥Mn
s

⇥n
s

(Ds) (2.5.4)

for some division rings Di and integers ni for 1  i  s.

Proposition 2.39. (i.) Let dR := gcd(n1, . . . , ns). There exists a finitely

generated R-module MR such that

MR/MRj ⇠= M n1
d

R

⇥n1
(D1)⇥ . . .⇥M n

s

d

R

⇥n
s

(Ds) (2.5.5)
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(ii.) If M is a projective R-module of rank r 2 Q>0, then r = n/dR and

M ⇠= M�n
R for some integer n � 1.

Proof. The right R/j-module N = M n1
d

R

⇥n1
(D1)⇥ . . .⇥M n

s

d

R

⇥n
s

(Ds) is clearly

a direct summand of R/j ⇠= Mn1⇥n1(D1) ⇥ . . . ⇥ Mn
s

⇥n
s

(Ds). Hence N is

projective. Applying Corollary 2.37 proves (i).

If M is a projective R-module of rank r 2 Q>0 then there exists an n 2 N

such that M�n ⇠= Rnr, such that nr 2 N. So we have (M/M j)n ⇠= (R/j)nr. By

uniqueness of the decomposition, we conclude that

M/M j ⇠= Mn1r⇥n1(D1)⇥ . . .⇥Mn
s

r⇥n
s

(Ds)

with nir 2 N, for 1  i  s. We may write r = n/dR for some n � 1. So,

from (i) we have M/M j ⇠= (MR/MRj)�n. Applying Corollary 2.37 we conclude

that M ⇠= M�n
R .

Lemma 2.40. Let E be a coherent sheaf over XK such that End(E)/j(E) =

A1 � A2 as K-algebras. Then there exists a decomposition E = E1 � E2 such

that A1
⇠= End(E1)/j(E1) and A2

⇠= End(E2)/j(E2) as K-algebras.

Proof. By the hypothesis, there exists an element q 2 End(E)/j(E) corre-

sponding to (1, 0) such that q2 = q. By applying Lemma 2.36, there ex-

ists an element p 2 End(E) such that p2 = p. Hence E decomposes as

im(p) � im(1 � p). Let E1 = im(p) and E2 = im(1 � p). An endomor-

phism f 2 End(E1) is equivalent to E1
p�! E1 � E2

g�! E1 � E2
p�! E1. Hence

End(E1) = pEnd(E)p. Similarly End(E2) = (1 � p) End(E)(1 � p). Hence

End(E 0)/j(E 0) ⇠= q(End(E)/j(E))q ⇠= (1, 0)(A1 ⇥ A2)(1, 0) ⇠= A1.

Lemma 2.41. Let E be a coherent sheaf over XK. Suppose we have a de-

composition End(E)/j(E) ⇠= ⇧iMn
i

⇥n
i

(Di) as in 2.5.1. Then E admits a
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decomposition E ⇠=
L

i E
n
i

i into indecomposable coherent sheaves Ei such that

End(Ei)/j(Ei) = Di.

Proof. By Lemma 2.40 we may assume that End(E)/j(E) is sim-

ple, i.e., End(E)/j(E) = Mn⇥n(D) for some division ring D. Since

M1⇥n(D)�n ⇠= Mn⇥n(D) as Mn⇥n(D)-algebras, M1⇥n(D)�n is a projec-

tive module of rank 1/n over End(E)/j(E). By Lemma 2.37 we may

lift M1⇥n(D) to a projective module M over End(E) of rank 1/n. The

assignment E1 := M ⌦End(E) E defines a coherent sheaf over XK . Since

M�n ⇠= End(E), we have E�n1
⇠= E. Therefore End(E) = Mn⇥n(End(E1)).

Since End(E)/j(E) = Mn⇥n(D), we conclude that End(E1)/j(E1) = D. This

also implies E1 is indecomposable.

Lemma 2.42. If E indecomposable vector bundle over the root stack XK then

dimK End(E)/j(E)  rank (E) (2.5.6)

Proof. Since E is an indecomposable vector bundle, we have that

End(E)/j(E) = D, a finite dimensional division algebra over K. Let

E0 := ⇡⇤E denote the underlying vector bundle of E on the curve XK . For any

point p 2 X, the fiber (E0)p is a left module over End(E) ⇢ End(E0). Hence

dimK(D)  dimK(End(E))  dimK(End(E0))  dimK(E0)p = rank (E).

2.6 Essential dimension

In this section we will recall the definition of essential dimension which is due

to Merkurjev. We will compute the essential dimensional of projective modules

of rank r 2 Q>0 over a finite dimensional k-algebra A.
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Let k be a field and denote by Fields/k the category of fields over k.

Let F : Fields/k ! Sets be a given functor. We say that an element

a 2 F (K) is defined over an intermediate field k ⇢ K 0 ⇢ K if there exists

an element a0 2 F (K 0) whose image in F (K) is a via the induced morphism

F (K 0)! F (K).

Definition 2.43. (Merkurjev)

(1.) The essential dimension of an element a 2 F (K) is

edk(a) := infK0 trdegk K
0 (2.6.1)

where the infimum is over all fields k ⇢ K 0 ⇢ K over which a is defined.

(2.) The essential dimension of the functor F is

edk(F ) := supa edk(a) (2.6.2)

where the supremum is taken over all fields K � k and all elements

a 2 F (K). We put edk(F ) = �1 if F (K) = ; for all K.

(3.) The essential dimension of a stack M over k is the essential dimension

of the functor Fields/k ! Sets that sends each field K � k to the set

of isomorphism classes of the groupoid M(K).

Definition 2.44. Let A be a finite dimensional k-algebra and r 2 Qr>0. We

define a functor denoted ModA,r : Fields! Sets as follows:

For a field K � k, ModA,r(K) are the isomorphism classes of projective

modules of rank r 2 Q>0 over A⌦k K.
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Giving upper bounds for the essential dimension of ModA,r for a finite di-

mensional k-algebra A can be reduced to giving upper bounds for the essential

dimension of a division algebra as shown in the following proposition.

Proposition 2.45 (Proposition 3.2-3.5, [BDH18]). (i.) If n ⇢ A is a two-

sided nilpotent ideal, then edk(ModA,r) = edk(ModA/n, r).

(ii.) If A is isomorphic to product of k-algebras Ai, then edk(ModA,r) 
⌃i edk(ModA

i

,r).

(iii.) If A ⇠= Mn⇥n(B) for a k-algebra B, then edk(ModA,r) = edk(ModB,nr).

(iv.) If r = n/d for co-prime integers n, d � 1, then edk(ModA,r) =

edk(ModA,1/d).

Proposition 2.46. (Corollary 3.7, [BDH18]) If A is a simple k-algebra, and

0 < r < 1, then edk(ModA,r)  r(1 � r)dimkA. Moreover, if rdeg(A) is not

an integer, then edk(ModA,r) = �1.

Corollary 2.47. If A ⇠= Mn⇥n(B) for some simple k-algebra B, then

edk(ModA,r) < nr(dimkB).

Let degD denote the degree of a division algebra D and vp(n) denote the

largest integer such that pvp(n) divides n. We have

Theorem 2.48 (Corollary 3.8, [BDH18]). Let D be a division algebra over k

and let d be a positive integer which divides deg(D), then

edk(ModD, 1
d

)  [l : k]⌃p| deg(D)p
2v

p

( degD
d

)(pvp(d) � 1), (2.6.3)

where l � k is the center of D.
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2.7 Krull Schmidt theorem

The goal of this section is a brief recollection of the Krull-Schmidt theorem

from the paper [Ati56] of Atiyah . As an application we derive the Krull-

schmidt theorem for the category of coherent sheaves over the root stack X =

X(L,s,r). In this section we fix an abelian category C. In [Ati56], this is called

an ’exact category’. For objects A and B in C we denote the abelian group

of morphisms between them by Hom(A,B). For any morphisms A
f�! B and

C
g�! D in C, we denote by Hom(f, g) the induced morphism Hom(f, g) :

Hom(B,C)! Hom(A,D) defined by composition on both sides

Hom(f, g)(h) := ghf

Definition 2.49. 1. We say that a triple ⌃n := (in, pn, En) is a bi-chain in

C if for all n � 1, En are objects in C, in : En ! En�1 are monomorphisms

and pn : En�1 ! En is an epimorphsm.

2. We say that a bichain ⌃n := (in, pn, En) terminates if there exists an

N 2 N such that in and pn are isomorphisms.

3. We say that an abelian category C satisfies the bi-chain condition if every

bi-chain in C terminates.

Remark 2.50. Given a bichain ⌃n as above, the induced map Hom(pn, in) :

Hom(En, En)! Hom(En�1, En�1) is a monomorphism. By the left exactness

of Hom(En�1,�), we get a monomorphism

0! Hom(En�1, En)
Hom(E

n�1,in)��������! Hom(En�1, En�1).

By the left exactness of Hom(�, En) we get a monomorphism

0! Hom(En, En)
Hom(p

n

,E
n

)�������! Hom(En�1, En).
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By composition of both the monomorphisms, we get the required monomor-

phism Hom(pn, in).

Lemma 2.51 (Lemma 3,[Ati56]). A bichain ⌃ = (in, pn, En) terminates if and

only if the descending chain of abelian groups {Hom(En, En),Hom(pn, in)}n
terminates.

Corollary 2.52. Let C be an abelian category such that

1. For any given objects A,B in C, Hom(A,B) is a finite dimensional vector

space over a field k.

2. For any given morphisms f, g in C, Hom(f, g) is k-linear.

Then C satisfies the bi-chain condition.

Proof. This follows easily from the above Lemma and the fact that any chain

of subspaces in a finite dimensional vector space terminates.

Proposition 2.53. The category of coherent sheaves on a root stack X !
spec(k) denoted by CohX is an abelian category satisfying the bi-chain condi-

tion.

Proof. The structure map X
p�! spec(k) factors as

X
⇡�! X

p0�! spec(k) (2.7.1)

Given a coherent sheaf F on X, since ⇡ is proper, ⇡⇤F is coherent. Since

p⇤F ⇠= p0⇤⇡⇤F , we have

H0(X,F) = H0(X, ⇡⇤F). (2.7.2)

Since X is projective, by Serre’s theorem [Theorem 5.19, [Har77]] H0(X, ⇡⇤F)

is a finite dimensional k-vector space. Now the proposition follows from Corol-

lary 2.52. The second condition also follows in a similar way.
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Theorem 2.54 (Theorem-1, [Ati56]). Let C be an abelian category in which

the bi-chain condition holds. Then every E 2 C can be decomposed as

E = E1 � . . .� En (2.7.3)

where Ei are indecomposable objects in C. Such a decomposition is unique

up to re-ordering in the sense that, given another such decomposition E =

E 01 � . . .� E 0m then m = n and Ei
⇠= E 0i up to reordering of the indices i.

In the case where every object E 2 C has a decomposition as mentioned

above we say that ‘Krull-Schmidt theorem’ holds for C.

Corollary 2.55. Krull-Schmidt theorem holds in CohX, the category of co-

herent sheaves on the root stack X! spec(k).

Proof. This follows directly by combining 2.53 and 2.54.

2.8 Category of coherent sheaves on a root

stack

The category of coherent sheaves on the the root stack X = X(L,s,r) is denoted

by Coh(X). In this section we will prove that this is an abelian category.

The following Lemma follows directly from Proposition 2.31 in [Per03]. Let

µr ⇢ k⇤ denote the group of r-th roots of unity. Since k is algebraically closed

of characteristic coprime to r, µr is a cyclic subgroup of k⇤ of order r.

Lemma 2.56. Given an a�ne scheme spec(S) with a µr-action, S has the

structure of a Z/r-graded ring. Moreover, the category of Z/r-graded S-

modules and the category of µr-equivariant quasicoherent sheaves over X =

spec(S) are equivalent.
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Proposition 2.57. The category of coherent OX-modules Coh(X) is an abelian

category.

Proof. Coh(X) is a full additive subcategory of an abelian category Sh(X)

of sheaves of OX-modules. Hence the only non-trivial statements to check

are that kernels and cokernels of morphisms in Coh(X) are in Coh(X). Let

' : F ! G be a morphism of coherent sheaves. Restricitng ' to the open

substack [spec(R0)/µr] ⇢ X, where R0 = R[T ]/(T r � s), we see that ' is

equivalent to a µr-equivariant morphism of finitely generated Z/r-graded R0-

modules denoted by ' : M ! N . Since R0 is noetherian, ker(') and coker(')

are finitely generated graded R0-modules. Hence the proposition follows.

We denote CohX ! spec(k) to be the stack of coherent sheaves on X

defined as follows:

1. For a k-scheme U , the objects of the groupoid CohX(U) are given by

coherent OX
U

-modules which are flat over U .

2. The morphisms in the groupoid CohX(U) are given by isomorphisms

' : F ! G of OX
U

-modules.

Consider the canonical forgetful morphism of stacks ⌃, which takes a co-

herent sheaf F on X to the underlying coherent sheaf F0 := ⇡⇤F on the curve

X.

CohX
⌃�! CohX (2.8.1)

F 7! F0 (2.8.2)

Here CohX is the stack of coherent sheaves on X over spec(k).
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Let S be a k-scheme of finite type. Fix a S-valued point on CohX given

by E0 : S ! CohX . Note that by the Yoneda lemma, E0 defines a coherent

sheaf on X⇥k S. Now, consider the Cartesian square of 1-morphisms of stacks

given by

C S

CohX CohX
⌃

E0

For an S-scheme, S 0
p�! S the objects of the groupoid C(S 0) are given by

pairs (E ,') where E is a coherent sheaf on XS0 and ' : E0 ' p⇤E0. The

morphisms of C(S 0) between two objects (E ,') and (E 0,'0) are isomorphims

E ! E 0 compatible with ' and '0 in the obvious way.

Remark 2.58. 1. We may decompose any coherent sheaf E on X as F �
T , where F is locally free and T is a torsion sheaf on X by Lemma

2.30. Denote by Flag(E) the canonical tuple (indexed by |D|) of flags

attached to the locally free part F of E . Hence we may associate a pair

(Flag(E), T ) to F .

2. A morphism (E ,')! (E 0,'0) is an isomorphism E ⌘�! E 0 of OX-modules

compatible with ' and '0. By Lemma 2.30 and the fact that any such

isomorphism F �T ⌘�! F 0�T 0 splits as F ⌘
f�! F 0 and T ⌘

tor��! T 0 we may

define ⌧(⌘) to be the morphism induced on flags Flag(E) ! Flag(E 0)

along with the morphism T ⌘
tor��! T 0.

Let T denote the stack of coherent torsion sheaves over T0, the torsion

part of E0. More precisely, T := CohX ⇥Coh
X

,T0 S, via the canonical map

T0 : spec(A)! CohX
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We have the following Lemma about the stack C

Proposition 2.59. With the above notation the 1-morphism of stacks defined

by

CohX ⇥Coh
X

,E0 S := C ⌧�! ⇧x2|D| FlagK(x)⇥ T (2.8.3)

(E ,'0) 7! (Flag(E), T ) (2.8.4)

is an isomorphism.

Proof. Note that the morphism ⌧ is a well-defined morphism of stacks by

Remark 2.58. Given a tuple of flags (Fp)p2|D| and the locally free sheaf F0 on

X (obtained by the decomposition E0 = F0 � T0) we can construct a locally

free parabolic sheaf F in a unique way. Given such an F and a torsion sheaf

T , let E 0 := F � T . This defines a quasi-inverse functor to ⌧ , making it an

equivalence.

Remark 2.60. Given an S-scheme S 0, the groupoid T(S 0) has finitely many

objects up to isomorphism. Moreover, the automorphisms of each object is

finite. Indeed, a coherent torsion sheaf T over XS with a fixed underlying

coherent sheaf T0 over X is given by a finite number of coherent torsion sheaves

over X each of which are torsion, hence finite.

Lemma 2.61. T is a smooth algebraic stack of dimension 0 over S.

Proof. By the previous remark T is given by BG1⇥ . . .⇥BGk for finite groups

Gi.

Theorem 2.62. The stack CohX is a smooth algebraic stack over spec(k) of

dimension ��(E , E) at a point E .
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Proof. This follows from Proposition 2.59 and Theorem 2.34.

In the rest of this section we define several moduli stacks of morphisms

of coherent sheaves on the root stack X. The goal is to relate all of these

stacks to the nilpotent stack N ilnX, to help prove that it is smooth of expected

dimension. This is done in Section 6 of [BDH18] for curves. Since the relation

between aforementioned stacks of morphisms and the nilpotent stack is quite

formal this carries over to the root stack without any changes. Such relation

is shown in Theorem 4.33.

Definition 2.63. 1. We denote by M⇤!⇤
X the stack defined as follows.

Given a k-scheme S, the objects of the groupoid M⇤!⇤
X (S) are mor-

phisms E1
'�! E2 of coherent sheaves E1, E2 over XS, such that the

coherent sheaves

ker('), im (') and coker(') are flat over S. The morphisms are given

by commuting squares

E1 E 01

E2 E 02

⌘1

'

⌘2

'
0

2. We denote by M⇤,!⇤
X ⇢M⇤!⇤

X the substack defined as follows. Given a

k-scheme S, the objects of the groupoid M⇤,!⇤
X (S) are monomorphisms

E1 ,! E2 and morphisms are the morphisms in M⇤!⇤
X (S) i.e., M⇤,!⇤

X (S)

is a full subcategory of M⇤!⇤
X (S)

Remark 2.64. M⇤,!⇤
X is an open substack of M⇤!⇤

X . Indeed, given a spec(A)-

valued point E1
'�! E2 in M⇤!⇤

X (i.e., an object of M⇤!⇤
X (spec(A))), the fiber
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over it is given by the points in spec(A) at which ' is a monomorphism. In

other words, the points S of spec(A) at which ker(') = 0, i.e., the complement

of the support of ker('). Since ker(') is coherent, S is open in spec(A).

Definition 2.65. 1. We denote by M⇤,!⇤ -⇤
X the moduli stack parametriz-

ing the diagrams E1 ,! E  - E2 of coherent sheaves over X. More

precisely, given a k-scheme S, the objects of M⇤,!⇤ -⇤
X (S) are given by

triples E1 ,! E  - E2, where Ei and E are coherent sheaves over XS

such that the coherent sheaves E
E1+E2

, E1+E2
E

i

and E1 \E2 are flat over S.

Morphisms between two objects E1 ,! E  - E2 and E 01 ,! E 0  - E 02 are
given by morphisms E

'�! E 0 such that '(E1) = E 01 and '(E2) = E 02.

2. We denote by M⇤,!⇤,!⇤
X ⇢ M⇤,!⇤ -⇤

X the substack defined as follows.

Given a k-scheme S, the objects of the groupoid M⇤,!⇤,!⇤
X (S) are triples

E1 ,! E2 ,! E and morphisms are the morphisms in M⇤,!⇤ -⇤
X (S)

i.e., M⇤,!⇤,!⇤
X (S) is a full subcategory of M⇤,!⇤ -⇤

X (S). The inclusion

M⇤,!⇤,!⇤
X ⇢M⇤,!⇤ -⇤

X is given by imposing the condition that E1 ⇢ E2.

Remark 2.66. Given an object E1 ,! E  - E2, M⇤,!⇤ -⇤
X (S), the condition

that E1 ⇢ E2 is equivalent to the condition that E1
E1\E2

= 0. Hence similar to

the previous remark, M⇤,!⇤,!⇤
X defines an open substack of M⇤,!⇤ -⇤

X .

There are canonical 1-morphisms of stacks given as follows:

1.

pr\ : M⇤,!⇤ -⇤
X !M⇤,!⇤

X (2.8.5)

(E1 ,! E  - E2) 7! (E1 \ E2 ⇢ E) (2.8.6)
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2.

pr! : M⇤,!⇤ -⇤
X !M⇤!⇤

X (2.8.7)

(E1 ,! E  - E2) 7! (E2 ! E/E1) (2.8.8)

The arrow E2 ! E/E1 is given by the composition E2 ,! E ⇣ E/E1



Chapter 3

Riemann-Roch for Orbifolds

The ideas in this chapter are mainly from B.Toen’s thesis [Toe]. We utilize

this theory to derive the Hirzebruch-Riemann-Roch formula for orbifolds of

dimension one, in particular for root stacks. Toen already does this for a line

bundle (Corollary 3.41, [Toe]), we follow his theory to make the calculation

for vector bundles.

3.1 Generalities

Given a stack X! Sch/S fibered in groupoids, we may associate a simplicial

presheaf BFX to it. Let K : Sch/S ! Sp be a presheaf in spectra given by

K(T ) := K(FX(T ))

where FX(T ) is the exact category HomCart(T,X) of Cartesian functors T ! X

over Sch/S. Here the scheme T is identified with the stack associated to it.

Let E be an exact category cofibered over Sch/S. We only need the exam-

ples of V ect(X) and Coh(X), the category of vector bundles and the category

of coherent sheaves over the stack X respectively.

37
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Definition 3.1. Given a simplicial presheaf BFX : Sch/S ! sSet (associated

to a stack X as above) and the presheaf in spectra K : Sch/S ! Sp, The

K-cohomology of the stack X with coe�cients in E is the spectrum given by

H(BFX, K) := RHomsp(BFX, K)

where RHomsp(BFX, K) := Homsp(BFX, HK) and K ,! HK being the fi-

brant replacement. By abuse of notation, we will denote H(BFX, K) by

H(X, K) or simply K(X).

Remark 3.2. Given a simplicial set M and a spectrum L, one can define the

spectrum Homsp(M,L)[n] := Homs(M,L[n]) with the obvious induced maps

Homsp(M,L)[n] ! ⌦Homsp(M,L)[n+1]. We can extend this definition to the

case where M and L are simplicial presheaves and presheaves in spectra re-

spectively by defining them pointwise. This makes the above definitions self

contained.

Let
R
X E := Homcart(X, E) be the category of Cartesian functors X! E over

Sch/S. The category
R
X(E) is equivalent to the category of ‘pseudo-natural

transformations’ of the ‘pseudo-functors’ T 7! X(T ) and T 7! E(T ).

Definition 3.3. The K-theory of a stack X is defined by

K(X) := K(
R
X E)

where K(�) : ExCat! Sp is the construction of Waldhausen [Wal85].

Proposition 3.4. (Proposition 1.6, [Toe]) Let X! Sch/S be a stack fibered

in groupoids. There is a canonical natural transformation of functors

can : K! K (3.1.1)
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In the rest of this section we will list the ingredients required to construct

the ‘Chern character with coe�cients in representations’ of a vector bundle

(resp., coherent sheaf) on a Deligne-Mumford stack. For details we refer to

Section 2.3, 3.1 and 3.2 in [Toe].

Consider the sheaf of groups on algebraic spaces,

µt
1 : (Esp/S)et ! Grp (3.1.2)

which takes an S-algebraic space X to the torsion elements in OX(X)⇤. Using

this we may construct the following sheaf of Q-algebras

Q[µt
1] : (Esp/S)et ! Q� alg (3.1.3)

X 7! Q[µt
1(X)] (3.1.4)

Now consider the sheaf

⇤ : (Esp/S)et ! Q� alg (3.1.5)

X 7! colimmQ(µm(X)) (3.1.6)

where µm : (Esp/S)et ! Grp is the sheaf of m-th roots of unity, given

by X 7! {r 2 OX(X)⇤ : rm = 1}. This sheaf is a quotient of the sheaf of

Q-algebras Q[µt
1]. There is a natural projection

Q[µt
1]! ⇤ (3.1.7)

Given such a sheaf ⇤, consider the associated presheaf in (Eilenberg-

Maclane) spectra, H⇤ := K(⇤, o). This has the following properties:
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⇡k(H⇤) = 0, for k 6= 0 (3.1.8)

⇡0(H⇤) ⇠= ⇤ (3.1.9)

Given a presheaf in spectra K, we denote K ⌦ ⇤ := K ^H⇤.

Definition 3.5. Let X be a tame Deligne-Mumford stack over spec(k), TheK-

cohomology and G-cohomology with coe�cients in representations are defined

by

Krep(X) := H((IX)et, K ⌦ ⇤) (3.1.10)

Grep(X) := H((IX)et, G⌦ ⇤) (3.1.11)

Theorem 3.6 (Theorem 2.15, [Toe]). Let X be a tame Deligne-Mumford stack,

1. There exists a morphism of ringed spectra

'X : K(X)! Krep(X) (3.1.12)

which is functorial for inverse images.

2. If k contains all the roots of unity, and X is regular, then the induced

morphism

'X : G(X)⌦ ⇤(k)⌦Q! Grep(X) (3.1.13)

is an isomorphism.

The construction of 'X in the above theorem is done as follows. First, we

construct a functor
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F⇣ : V ect(IF )! V ect(I tF ) (3.1.14)

V 7! V (⇣) (3.1.15)

V (⇣) is roughly the ’⇣-eigen subbundle’ of V .

We then take the direct sum of all such functors

F : Vect(IX)!
M

µt1(IX)

Vect(IX) (3.1.16)

V 7! �⇣2µt1(IX)V
(⇣) (3.1.17)

This induces a morphism of presheaves in spectra over the site (IX)et, which

we also call

F : K ! K(
M

µt1

Vect)Q ⇠= K ⌦Q[µt
1] (3.1.18)

The projection Q[µt
1]! ⇤ induces a morphism of spectra ⌘ : K⌦Q[µt

1]!
K⌦⇤. Composing ⌘, can : K(IX)! K(IX) and F gives us a morphism which

we also call

F : K(IX)! Krep(X)

We denote,

'X := F � ⇡⇤X : K(X)! Krep(X)

where ⇡X : IX ! X is the canonical projection and ⇡⇤X is the pullback functor.

Applying ⇡0 to 'X, we get

'X : K0(X)! Krep
0 (X)
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Definition 3.7 ([Toe]). The cohomology and homology of a stack X can be

defined as follows:

Hp(X, q) := ⇡dq�pH(Xli,Hq ⌦Q) (3.1.19)

Hp(X, q) := ⇡dq�pH(Xli,H0q ⌦Q) (3.1.20)

where Hq is a cohomology theory with direct images. In our case these are

Eilenberg-Maclane (presheaf in) spectra K(Kq, q) associated to the K-theory

presheaf X 7! Ki(X) and H0q is its fibrant replacement (Gersten resolution).

For this cohomology theory with direct images we have d = 1, see Example

1.4(ii) in [Gil81].

We denote

H⇤rep(X, ⇤) :=
L

p,q H
p(X, q)

The i-th Chern classes are given by some natural transformations

Ci : K [0] ! Hi
[0]

Here K and Hi are given by the presheaves in spectra associated to the

exact categories of vector bundles (or coherent sheaves) over stacks and coho-

mology with direct images respectively. K [0] and Hi
[0] are the 0-th stages of

the spectra. By taking ⇡0 we get Ci : K0(X)! Hdi(X, i). Note that Toen [2]

defines these for any Km (by taking the higher homotopy functor ⇡m), but we

only need them form = 0. Since we have d = 1, the i-th Chern class of a vector

bundle over X takes values in H i
rep(X, i). Hence by Lemma 3.8, the pushfor-

ward of a Chern class to the point spec(k) takes values in K0(spec(k)) = Z.

Using the Chern classes Ci : K0(X) ! H i(X, i), we may construct the Chern
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character in the usual way, denoted by Ch : K0(X) ! H i(X, i). The Chern

character with coe�cients in representations is given by the composition

Chrep : K0(X)
'X�! Krep

0 (X)
Ch�! H⇤rep(X, ⇤)

3.2 Inertia stacks

This section is a quick introduction to inertia stacks, gerbes and some basic

facts relating to it. All of these can be found in standard references, for

example in [Sta18, Tag 050P].

Suppose X is an algebraic stack over a scheme S. Let � : X ! X ⇥S X

denote the diagonal morphism of stacks. We denote by

IX := X⇥X⇥
S

X X (3.2.1)

the intertia stack. Unwinding the definition of fiber product of stacks, given

a scheme T ! S, we have

1. The objects of IX(T ) given by pairs (a, b,'), where a, b 2 X(T ) and ' :

�(a)! �(b). The isomorphism ' is equivalent to a pair of isomorphisms

(a, a)
('1,'2)����! (b, b).

2. A morphism f : (a, b,') ! (a0, b0,'0) is given by pairs of isomorphisms

(f1, f2) : (a, b)! (a0, b0) such that the following square commutes

�(a) �(a0)

�(b) �(b0)

(f1, f1)

('1,'2)

(f2, f2)

('01,'
0
2)

https://stacks.math.columbia.edu/tag/050P
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Let A denote the stack over S whose objects over a scheme T/S are pairs

(a,') where a 2 X(T ) and ' 2 Aut(a). The morphisms (a,') ! (a0,'0)

are isomorphisms a
u�! a0 compatible with ' and '0. We have a canonical

morphism of groupoids

A(T )
⌘(T )��! IX(T ) (3.2.2)

(a,') 7! (a, a, (', Id)) (3.2.3)

It has a quasi-inverse

IX(T )
⌧(T )��! A(T ) (3.2.4)

(a, b, ('1,'2)) 7! (a,'�12 '1) (3.2.5)

Clearly, ⌧ � ⌘ = Id. It is enough to show that ⌘ � ⌧ ⇠= Id, i.e, there is

a natural isomorphism (a, b, ('1,'2))
(f1,f2)����! (a, a, ('�12 '1, Id)). This is easily

seen if we put f1 = id and f2 = '�12 . Hence we have the following Lemma

Lemma 3.8. The inertia stack IX parametrizes pairs (a,'), where a is an

object of X and ' an automorphism of a.

Definition 3.9. Let X be an algebraic space, we define a gerbe on X as a

stack G ! X such that the following conditions are satisfied:

1. For each open set U ! X, there exists a covering V ! U such that

G(V ) 6= ;.

2. Given any open set U ! X and two objects x, y 2 G(U), there exists a

covering V ! U and an isomorphism x|V ! y|V .
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Lemma 3.10. A stack p : G ! X over an algebraic space X is a gerbe if and

only if the induced morphism on sheaves p0 : Sh(G)! X is an isomorphism.

Proof. Given p0 : Sh(G) ! X is an isomorphism, then condition (1) in Defi-

nition 3.9 follows from the fact that p0 is an epimorphism of sheaves. Given

two objects x, y 2 G(U) over X(U), they define the same object over X(U).

Since the sheafification morphism Gp ! Sh(G) is an epi, x and y are locally

isomorphic. Here Gp is the presheaf given by identifying objects of G(U) up

to isomorphism U 7! G(U)/˜.

Definition 3.11. Let G be a sheaf of abelian groups over X. A G-gerbe

G ! X is a gerbe along with an isomorphism of stacks

G⇥X G ⇠�! IG (3.2.6)

Definition 3.12. Given a G-gerbe G ! X and a sheaf F on G, the natural

action

F ⇥G! F (3.2.7)

induced via AG
⇠�! IG is called the inertial action.

3.3 Computation

Let X be a smooth orbifold of dimension one and IX its inertia stack. Let

⇡ : IX ! X be the canonical projection. IX splits as Xtmi=1 BHi, where Hi are

the structure groups at the ramification points. This induces a section of ⇡.

From Section 10, Theorem 7 and Example 2 in [Bro73] we have the follow-

ing Lemma.

Lemma 3.13. H0(spec(k), q) = Kq(k) and Hp(spec(k), q) = 0 for p 6= 0.
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Proof. Since d = 1, we have Hp(spec(k), q) = ⇡q�pH(spec(k),H0q ⌦ Q). Also,

H(spec(k),H0q ⌦Q) = �(H0q) = R�(Hq). Hence

Hp(spec(k), q) = ⇡q�p(R�(Hq)) = Hp�q(spec(k),Hq) (3.3.1)

Since Hq = K(Kq, q), by Example-1 in Brown [Bro73] we have

Hp�q(spec(k),Hq) = Hp�q+q(spec(k),Kq) = Hp(spec(k),Kq) (3.3.2)

Kq has a Gersten resolution Kq ! Rq as described in 3.14. Such a resolu-

tion is a one term resolution for the point spec(k) whose cohomology is given

by Kq(k) .

Definition 3.14 (Gersten complexes). For the root stack X, denote by Xet

the underlying etale site inherited from (Sch/k)et. Let Ki be the presheaf over

Xet given by U ! Ki(U) for a k-scheme U .

Let |U |(p) be the set of points of U of codimension p. For each p � 0, we

get a complex Rp(U), called the Gersten complex of U concentrated in degree

[�p, 0] as defined by Gersten [Gil81].

0!
M

x2|U |(0)
Kp(k(x))!

M

x2|U |(1)
Kp�1(k(x))! . . .!

M

x2|U |(p)
K0(k(x))! 0

(3.3.3)

Remark 3.15. When U is a scheme of dimension 1 the only possible codi-

mensions of U is 0 or 1. Hence we get two possible Gersten complexes R1(U)

and R0(U).

0!
M

x2|U |(0)
K1(k(x))!

M

x2|U |(1)
K0(k(x))! 0 (3.3.4)
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and

0!
M

x2|U |(0)
K0(k(x))! 0 (3.3.5)

Theorem 3.16 (Toen). Let X be a Deligne-Mumford stack, tame and proper

over spec(k). Then

�(X,F) :=

Z rep

X

⌧ repX (3.3.6)

In particular if X is smooth and in QDM over spec(k), we have

�(X,F) =

Z rep

X

Tdrep(X)Chrep(F) (3.3.7)

Here QDM means Deligne-Mumford stacks over spec(k) whose coarse moduli

space is quasi projective over spec(k).

Now we will compute �(X,F) when X is a smooth proper orbifold over

spec(k). In this case the coarse moduli space X of X is a smooth projective

curve over k. In particular, it is in QDM and hence the above theorem applies.

Let {xi}mi=1 ⇢ X be the set of ramification points of ⇡ : X! X. Here Hi are

the structure groups at each ramification point xi. Hi are necessarily cyclic,

say ⇠= Z/ri.

We know the following facts about the inertia stack and H⇤rep(X, ⇤) from

Toen [Toe], proof of corollary 3.41.

1. IX = X
mF
i=1

BHi

2. H0
rep(X, 0) ⇠= H0(X, 0)

Lm
i=1 K(Hi)

3. H1
rep(X, 1) ⇠= H1(X, 1)
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So the graded ringH⇤(X, ⇤) is isomorphic toH0(X, 0)�H1(X, 1)
Lm

i=1 K(Hi).

The Chern character with coe�cients in representations is given by

Chrep : K⇤(X)
'X�! Krep

⇤ (X)
Ch�! H⇤rep(X, ⇤) (3.3.8)

Here Krep
⇤ (X) := K⇤(IX). Since IX = X

mF
i=1

BHi, we have

Krep
0 (X) = K0(X)

mM

i=1

K0(BHi) (3.3.9)

Consequently we have,

Lemma 3.17. The Chern character of F in the cohomology of representations

is given by

Chrep(F) = Ch(F)
mM

i=1

[Vi] (3.3.10)

where Ch(F) is the Chern character in the ordinary cohomology H⇤(X,F),

Vi is the Hi-representation over k induced by F at xi. Since H = Z/ri is

diagonalizable, each Vi splits into characters. So we may write

Vi =
r�1M

d=0

(�d
i )

n
d (3.3.11)

where �d
i : Hi ! k is given by ha

i 7! ⇣adi . When F is a line bundle, Vi = �d
i

for some 0  d  ri � 1, here the d coincides with the multiplicity ki defined

in Toen [Definition 3.40].

Lemma 3.18. The Todd class in the cohomology of representations is given

by

Tdrep(X) = Td(TX)
Lm

i=1 Tdi
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where Tdi : Hi ! k are the characters given by ha
i 7! 1

1�⇣a
i

, where ⇣i are the

ri-th roots of unity.

By the above two Lemmas, we have

Chrep(F)Tdrep(X) = Ch(F)Td(TX)
mM

i=1

[Vi]Tdi (3.3.12)

Hence we get

Z rep

X

Chrep(F)Tdrep(X) =

Z

X

Ch(F)Td(TX) + ⌃m
i=1(⌃

r
i

�1
d=0

Z

BH
i

([�d
i ])

n
d)([Tdi])

(3.3.13)

The push-forward pi⇤ : H
⇤(BHi) ! H⇤(spec(k)) of the class [�d

i ][Tdi] is

the average of their image as characters 1
r
i

⌃r
i

�1
a=0

⇣ad
i

1�⇣a
i

.

On the other hand, we have the usual formulas for the Chern character

and Todd class Ch(F) = rk(F) + c1(F) and Td(TX) = 1+ 1
2
c1(TX). Hence we

get
R
X Ch(F)Td(TX) =

rk(F)
2

R
X c1(TX) +

R
X c1(F).

Hence we have,

Z rep

X

Chrep(F)Tdrep(X) =
rk(F)

2

Z

X

c1(TX)+

Z

X

c1(F)+⌃m
i=1

1

ri
⌃r

i

�1
d=0 ⌃

r
i

�1
a=0

n(i)
d ⇣

ad
i

1� ⇣ai
(3.3.14)

Furthermore, we have the following formulae:

1

2

Z

X

c1(TX) = (1� g) + ⌃i
ri � 1

2ri
(3.3.15)

⌃r
i

�1
a=0

⇣adi
1� ⇣ai

=
�ri � 1

2
� d (3.3.16)

⌃r
i

�1
a=0

⇣adi + 1

1� ⇣ai
= �d (3.3.17)



50 CHAPTER 3. RIEMANN-ROCH FOR ORBIFOLDS

Using these, we compute (a part of)the right hand side of 3.3.14.

1

ri
⌃r

i

�1
d=0 ⌃

r
i

�1
a=0

n(i)
d ⇣

ad
i

1� ⇣ai
=

1

ri
⌃r

i

�1
d=0 n

(i)
d (
�ri � 1

2
� d)

=
�ri � 1

2ri
⌃r

i

�1
d=0 n

(i)
d � ⌃r

i

�1
d=0

dn(i)
d

ri

=
�ri � 1

2ri
rk(F)� ⌃r

i

�1
d=0

dn(i)
d

ri

(3.3.18)

Substituting equations 3.3.17 and 3.3.15 in 3.3.14, we get

Z rep

X

Chrep(F)Tdrep(X) =

Z

X

c1(F) + (1� g)rk(F)� ⌃r
i

�1
d=0

dn(i)
d

ri
(3.3.19)

We denote deg(F) =
R
X c1(F). Hence, we get

Theorem 3.19. Let X be the root stack and F be a vector bundle of finite

rank on X, then

�(X,F) = deg(F) + (1� g)rk(F)� ⌃r
i

�1
d=0

dn(i)
d

ri
(3.3.20)



Chapter 4

Transcendence degree of field of

moduli

4.1 Stack of parabolic bundles, Riemann-

Roch

Let X be a smooth projective curve over an algebraically closed field k. The

root stack X = X(L,s,r) is a Deligne-Mumford stack over the field k whose

coarse moduli space is X [Cad07]. Moreover, X is a 1-dimensional smooth

orbifold. We assume that X is tame, i.e. the characteristic of the field k is

co-prime to the order of inertia of every point of X.

Another characterization of the above mentioned root stack is:

X(L,s,r) = X ⇥[A1/µ
r

],✓
r

[A1/µr] (4.1.1)

where ✓r : [A1/µr]! A1/µr is the map taking (L, s) to (L⌦r, s⌦r).
For a vector bundle E on X, the Euler characteristic of X is defined in [Toe]

as follows:

51
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�(X, E) := ⌃i(�1)idimkH
i(X, E) (4.1.2)

Theorem 4.1 (Riemann-Roch). (Toen, [Toe]) For an orbifold X and a line

bundle L on it, the Euler characteristic is given by:

�(X,M) =

Z

X

c1(M) + 1� g � ⌃i
ki
ri

(4.1.3)

where D is the reduced divisor of points in X over which the forgetful map

⇡ : X! X is ramified, 0  ki  ri � 1 are the multiplicities of M at xi 2 |D|
and ri is the order of ramification at xi.

Remark 4.2. Suppose [Xi/Hi] is the restriction of X to a Hensilian neigh-

bourhood spec(Oh
x
i

)! X then the line bundle M defines a 1-dimensional Hi

representation over k. The multiplicities ki are preciseley the weights of this

representation. See proof of Corollary 3.39 in [Toe].

Definition 4.3. Let F be a vector bundle on X. We define the degree of F ,

denoted by deg(F) to be

deg(F) =

Z et

X

cet1 (F) (4.1.4)

We denote the rank of F by rk(F).

Lemma 4.4. Let F and G be vector bundles on X. Then,

deg(F ⌦ G) = deg(F)rk(G) + rk(F) deg(G) (4.1.5)

Proof. See Theorem 4.3 and corollary 4.6 in 4.1.3 [Bor07]

Lemma 4.5. Let p : spec(k(p)) ! X represent a point p 2 |D|. Since k is

algebraically closed, we have spec(k(p)) = spec(k). The following square is

Cartesian :
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[spec(k[T ]
T r

)/µr] spec(k)

X X

t

p̃

⇡

p

Proof. The line bundle L is trivial and the section s is 0 when restricted to

spec(k). The Lemma follows readily from Example 2.4.1 in [Cad07].

Definition 4.6. Let E be a vector bundle on X. Then p̃⇤E is equivalent to

a µr-equivariant module M over the ring R0 = k[T ]/(T r). By the proof of

proposition-3 in [Bor07] there is a canonical isomorphism

M ⇠=
r�1M

d=0

(R0[d])n
(p)
d (4.1.6)

as graded R0-modules. Here R0[d] is the d-th shift of the graded ring R0. We

call the resulting vector of natural numbers [n(p)
0 , . . . n(p)

r�1] as the vector of

weights associated to E at xi.

Lemma 4.7. In the above notation, for 0  l  r � 1, n(p)
l =

dimk(coker(E l+1
r

! E l

r

)p). Where E• is the corresponding parabolic bun-

dle of F . Here the operation ()p is taking stalk at p 2 |D|.

Proof. By Borne’s theorem E l

r

= ⇡⇤(F ⌦OX
N⌦�l). From Corollary 3.5 in

Section 3.1 of [Bor07] we have the Cartesian square

[spec( R[T ]
T r�s)/µr] spec(R)

X X

q

ĩ

⇡

i
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where i is an open immersion. Let us denote U = spec(R) and R0 = R[T ]
T r�s .By

flat base change theorem for stacks, we have

E l

r

|U = i⇤⇡⇤(F ⌦N⌦�l) = q⇤ĩ⇤(F ⌦N⌦�l) = q⇤( ˜T lM). (4.1.7)

This sheaf is equivalent to (T lM)µr as an R-module. Hence the map fl :

E l+1
r

|U ! E l

r

|U is equivalent to a map of R-modules fl : (T l+1M)µr ! (T lM)µr .

Suppose

M ⇠=
M

d2Z/r
R0[d]nd (4.1.8)

Since R0[l] ⇠= T lR0, we have for 0  l  r � 1,

T lM = (T lR0)n0 � (T l+1R0)n1 � . . .� (T l+r�1R0)nr�1

Taking µr-invariants of each of the direct summands, for 0  k  r � 1,

we get

(T l+kR0)µr =

8
><

>:

sR if 0  k  r � l

s2R if r � l + 1  k  r � 1

This gives us,

(T lM)µr = (sR)n0� (sR)n1� . . .� (sR)nr�l�1� (sR)nr�l� (s2R)nr�l+1 . . .�
(s2R)nr�1

Hence for 1  l  r � 1, we find that coker(fl) as (
sR
s2R

)nr�l .

For l = 0, one can see that coker(f0) = ( R
sR
)n0 .

Lemma 4.8. If F is a vector bundle on X then HomOX
(F ,F) ⇠= F ⌦ F_ as

OX-modules.

Proof. The question is local, hence can be reduced to vector bundles over the

stack [spec(k[T ]
T r

)/µr] over spec(k). Vector bundles over [spec(
k[T ]
T r

)/µr] are free
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graded modules over k[T ]
T r

. Hence the Lemma follows. See Proposition 3.12 in

[Bor07].

Theorem 4.9. The Euler characteristic of a vector bundle E is given by:

�(X, E) = deg(E) + (1� g)rk(E)� ⌃p⌃
r�1
d=0

dn(p)
d

r
(4.1.9)

Here p varies over |D| and [n(p)
0 , . . . n(p)

r�1] is the vector of weights at p.

Proof. See 3.19.

Definition 4.10. Let K = [n0, . . . , nr�1] be a tuple of r ordered arbitrary

non-negative integers. We define FlagK to be the flag variety (of type K)

of a squence of k-vector spaces 0 = Vr�1 ⇢ . . . ⇢ Vi ⇢ . . . ⇢ V0 such that

dimkVi � dimkVi+1 = ni.

Remark 4.11. For the rest of this thesis, FlagK(p) denotes the flag variety of

type K = [n(p)
0 , . . . , n(p)

r�1].

Theorem 4.12. Let F be a vector bundle on X = XL,s,r of type t = (r, d,K).

Then the Euler characteristic of the endomorphism sheaf of F is given by

�(X,Hom(F ,F)) = (1� g)r2 � ⌃p2|D|dimk FlagK(p) (4.1.10)

We may write �(X,Hom(F ,F)) = �(t, t) because the former only depends

on the type t.

Proof. By 4.9,

�(X,Hom(F ,F)) = deg(Hom(F ,F))+(1�g)rk(Hom(F ,F))�⌃p2|D|⌃r�1
d=0

dm(p)
d

r
.

(4.1.11)
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Here [m(p)
0 , . . . ,m(p)

r�1] are the vector of weights of Hom(F ,F) at p. By 4.4

and 4.8 we have d(Hom(F ,F)) = 0 and r(Hom(F ,F)) = r(F)2 = r2. It is

enough to prove that

⌃r�1
d=0

dm(p)
d

r
= ⌃p2|D|dimk FlagK(p) (4.1.12)

This we establish in the next few Lemmas.

Lemma 4.13. Let K = [n(p)
0 , . . . , n(p)

r�1] be the vector of weights for F at

p. Then the vector of weights for the bundle Hom(F ,F) at p is given by

[m(p)
0 , . . . ,m(p)

r�1], where

m(p)
d = ⌃{i=j+d mod r}ninj (4.1.13)

Proof. In the diagram of Lemma 4.5

p̃⇤Hom(F ,F) =
M

i,j

HomR0(R0[i]n
(p)
i , R0[j]n

(p)
j ) =

M

i,j2Z/r
R0[j�i]n

(p)
i

n
(p)
j (4.1.14)

The Lemma easily follows.

Lemma 4.14. dimk FlagK(x) = nr�1(n0+ . . .+nr�2)+nr�2(n0+ . . .+nr�3)+

. . .+ n1n0

Lemma 4.15. nr�1(n0 + . . . + nr�2) + nr�2(n0 + . . . + nr�3) + . . . + n1n0 =
P

i 6=j ninj, where i, j varies over {0, 1, . . . , r � 1} in the right hand side.

Proof. Denote Dr := nr�1(n0+ . . .+nr�2)+nr�2(n0+ . . .+nr�3)+ . . .+n1n0.

Clearly, Dr = nr�1(n0 + . . . + nr�2) + Dr�1. Now the Lemma follows by

induction on r.
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Lemma 4.16.
Pr�1

d=0 d
P

i+d=j mod r(ninj) = r
P

i 6=j ninj

Proof.

r�1X

d=0

d
X

i+d=j in Z/r

(ninj) = ⌃r�1
d=0d(ninj) + (r � d)(ninj)

= ⌃r�1
d=0(d+ r � d)ninj

= r⌃i 6=jninj

(4.1.15)

Let PBunr,d,K
X be the stack of parabolic bundles over X of rank r, parabolic

degree d and weight vectors K. Let d0 be the degree of the underlying vector

bundle. d0 is determined by d and K, see 4.18

Lemma 4.17. The forgetful functor PBunr,d,K
X ! Bunr,d0

X is representable and

smooth of relative dimension ⌃x2|D|dimk FlagK(x).

Proof. Let A be a k-algebra of finite type and E0 be a vector bundle of rank r

and degree d on X⇥kSpec(A). We claim that the following commuting square

is Cartesian.
Q

x2|D| FlagK(x) spec(A)

PBunr,d,K
X Bunr,d

X

E0

Let Z be the fiber product. Given a scheme S we will construct a functorial

isomorphism  : Z(S) !
Q

x2|D| FlagK(x)(S). The objects of Z(S) are given

by the triples {(F , f : S ! spec(A),') : F0
⇠=' E0} where F is a parabolic

vector bundle on X⇥kS = X⇥k spec(A)⇥spec(A)S of type t = (r, d,K). Define
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 (F , f,') = (�x)x2|D|. Where �x(s) is the flag at x induced by F(via ') on

X ⇥ {s} ⇢ X ⇥ S.

By the definition of parabloic structure on F0,  is a bijection. By con-

struction one can easily check the functoriality of  .

Definition 4.18. We say a vector bundle F on X is of type t = (r, d,K) if

it has rank r, degree d and a set of weight vectors K at the points in |D|.
We denote the degree of the underlying vector bundle on X by d0. The two

degrees are related by the following formula[A.6, [Bor07]].

d = d0 + ⌃p2|D|⌃r
k=1

kn(p)
k

r
(4.1.16)

Here [n(p)
0 , . . . , n(p)

r�1] are the weight vectors of F at p 2 |D|.

Definition 4.19. Let A be a finitely generated k-algebra. Given coherent

sheaves F1 and F2 over X⇥k spec(A), we define the stack of extensions of F2

by F1 denoted ExtX(F2, F1) as follows. For an A-scheme p : S ! spec(A) the

groupoid ExtX(F2, F1)(S) is given by

• The objects are short exact sequences 0 ! p⇤F1 ! F ! p⇤F2 ! 0 of

coherent sheaves on X⇥k S.

• The morphisms are OX⇥
k

S-module homomorphisms F ! F 0 compatible

with the identity on p⇤Fi.

Definition 4.20. We denote the stack parametrizing extensions of vector

bundles on X of type t1 and t2 by ExtX(t2, t1). Note the di↵erence between

ExtX(t2, t1) and ExtX(F2, F1). The latter parametrizes extensions of fixed

sheaves F1 and F2 while the former only asks for extensions of sheaves of

fixed types t1 and t2.
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Lemma 4.21. Given a parabolic coherent sheaf F on (X,D) of weights

{0, 1
r
. . . , r�1

r
}, there exists an inclusion of parabolic vector bundles i : E1 ! E2

on (X,D) of same weights whose cokernel is F .

Proof. By prop 2.1.10 in [HL10], there exist vector bundles E1, E2 and a short

exact sequence 0 ! E1
i�! E2

q�! F ! 0 of coherent sheaves. Say F 0 ,! F

is an inclusion of vector bundles. We can define, for an open set U ⇢ X,

E 02(U) = q�1(F 0(U)). Clearly E 02 defines a coherent OX-module. Since X is

a smooth curve, the stalks Ox are discrete valuation rings. In particular they

are PIDs. Hence the submodule (E 02)x ⇢ (E2)x is a free Ox-module, making

E 02 a locally free OX-module. Note that, by definition E1 can be included in

E 02. This defines an inclusion i0 : E1 ! E 02 whose cokernel is F 0.

The above construction allows us to define a parabolic structure on E2

given a parabolic structure on F . Hence we have obtained parabolic sheaves

E2, F and the trivial parabolic structure on E1 makes 0! E1
i�! E2

q�! F ! 0

a short exact sequence of parabolic sheaves.

We will prove the following theorem in the next section as Theorem 4.29

but we record it here to be able to prove the subsequent Theorem 4.23.

Theorem 4.22. ExtX(F2, F1) is algebraic, of finite type, smooth of relative

dimension ��(F1, F2) over A with all its fibers geometrically irreducible.

Theorem 4.23. Let X = X(L,s,r) be the root stack and t = (r, d,K). Then the

stack of parabolic bundles PBunX,t is isomorphic to BunX,t. Furthermore, the

following assertions hold:

1 The stack BunX,t is smooth of dimension ��(t, t).

2 The natural morphism of stacks ExtX(t2, t1) ! BunX,t1 ⇥BunX,t2 is

smooth with connected fibers of relative dimension ��(t2, t1).
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3 ExtX(t2, t1) is smooth of relative dimension ��(t2, t1)��(t1, t1)��(t2, t2)

Proof. (1) follows from 4.17, Theorem 4.9 and the fact that BunX,t is smooth

over spec(k) of dimension (g � 1)r2, see Appendix in [Hof10]. The fiber of

ExtX(t2, t1) ! BunX,t1 ⇥BunX,t2 at an K-valued point (F1, F2) : spec(K) !
BunX,t1 ⇥BunX,t2 is given by ExtX(F2, F1). Now (2) follows from Theorem 4.29

and [Hof10]. (3) follows from (1) and (2).

4.2 Nilpotent stacks

Let N iln,X denote the stack of nilpotent coherent sheaves on X defined as

follows. For a k-scheme S,

• Objects of N iln,X(S) are pairs (E ,') where E is a coherent sheaf on X

and ' is an endomorphism of E such that 'n = 0

• A morphism between (E ,') and (F , ) is an isomorphism of sheaves

↵ : E ! F with ↵' =  ↵

Our goal in this section is to prove that N iln,X is a smooth stack and find

its dimension at a given point K-valued point (E,') for a field K � k. For

this we imitate the ideas in [BDH18] and adopt them for the root stack X.

Remark 4.24. Let G be a finite group acting on a ring R0, assume that |G|
is invertible in R0. Let M and N be R0-modules on which G acts, compatible

with the action on R0. If M
f�! N be a G-equivariant surjective morphism of

R0-modules then MG f0

�! NG is a surjective morphism of R = (R0)G-modules.

Indeed, the averaging morphisms M ! MG sending m to 1
|G|⌃g.m and simi-

larly N ! NG are surjective, making f 0 surjective. Averaging morphisms are

well defined because |G| is invertible.
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Lemma 4.25. Let F be a coherent sheaf on the root stack X and ⇡ : X! X

be the canonical map. Then, for i � 1, Ri⇡⇤F = 0.

Proof. It is enough to prove that ⇡⇤ is exact. ⇡ can be restricted to a morphism

of the form U 0 = [spec(R0)/µr] ! U = spec(R), where R0 = R[T ]/(T r � s).

The restriction F|U 0 of F to U 0 = [Y/µr] is equivalent to a µr equivariant R0-

module M . The pushforward ⇡⇤(F|U) is the sheaf associated to the R-module

Mµ
r . So to prove that ⇡⇤ is exact, it is enough to prove that the fixed point

functor ()µr is exact. But this is true because of the remark 4.24 and the fact

that r = |µr| is invertible in R.

Proposition 4.26. Let X = X(L,s,r) be the root stack and S be a k-scheme.

We write p = p0⇡, where ⇡ : XS ! XS is the canonical map to the curve and

p0 : XS ! S is the structure map of the curve. Let F be a coherent sheaf on

X. Then Rp⇤F can be represented by a two term complex of vector bundles in

Db(S).

Proof. Since Ri⇡⇤(I) = 0 for an injective object I by Proposition 2.58 in

[Huy06] we may write Rp⇤ = R(p0)⇤R⇡⇤. Since ⇡ is proper and Ri⇡⇤ = 0 for

i � 1 by Lemma 4.25, R⇡⇤ takes a coherent sheaf to a one term complex of

coherent sheaves. Since p0 : XS ! S is a smooth curve, Rp0⇤ of a coherent

sheaf may be represented by a two term complex of vector bundles on S. The

lower order terms in the Leray spectral sequence reads as 0! R1(p0)⇤(⇡⇤F)!
R1p⇤F ! (p0)⇤R1⇡⇤F ! R2(p0)⇤(⇡⇤F)! R2p⇤F ! (p0)⇤R2⇡⇤F ! . . ..

We have, R2(p0)⇤(⇡⇤F) = 0 since X is a smooth curve. (p0)⇤R2⇡⇤F = 0

since Ri⇡⇤F = 0 for i � 1 by Lemma 4.25. Hence R2p⇤F = 0.

Similarly, for large i the sequence reads as

. . .! Ri(p0)⇤(⇡⇤F)! Rip⇤F ! (p0)⇤Ri⇡⇤F ! . . .
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By the same reasoning as for the i = 2 case, the Rip⇤F vanish for all i � 2.

Hence Rp⇤F can be represented by a two term complex of vector bundles in

Db(S).

Remark 4.27. Let F1,F2 be coherent OX
S

-modules flat over S and p : XS !
S be the projection map. Since p is proper, p⇤Hom(F1,F2) is a coherent

sheaf over S. The object Rp⇤Hom(F1,F2) in the derived category of coherent

sheaves Db(S) is representable by a two term complex E0
'�! E1 of locally free

sheaves over S. This follows from Proposition 4.26.

Remark 4.28. For any two term complex of locally free sheaves E0
'�! E1

as above, one can associate a Picard stack to it, given by the quotient stack

[E1/E0], where E0 acts on E1 via '. Two such complexes which are quasi-

isomorphic give isomorphic Picard stacks [SGA4, Exp. XVIII]. We describe

the quotient stack as follows, using Lemma 0.1 in [Hei04].

If T ! S is morphism of schemes, T = spec(A) is a�ne, then

• ob([E1/E0](T )) = H0(T, f ⇤E1)

• Given two objects s and t, a morphism between them in [E1/E0](T ) is

given by h 2 H0(T, f ⇤E0) such that '(h) = t� s.

Theorem 4.29. With the hypothesis in 4.27, let S = spec(K), for a field

K, the stack of extensions Ext(F1,F2) is isomorphic to [E1/E0]. Hence it is

smooth of dimension dimK Ext1X(F1,F2)� dimK HomX(F1,F2).

Proof. The length 1 complex E0
'�! E1 obtained in 4.27 has cohomol-

ogy H0(') = H0(Rp⇤Hom(F1,F2)) = Ext0(F1,F2) = HomX(F1,F2)

and H1(') = H1(Rp⇤Hom(F1,F2)) = Ext1X(F1,F2). Hence we have

dimK [E1/E0] = dimKE1�dimKE0 = dimK Ext1X(F1,F2)�dimK HomX(F1,F2).
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Definition 4.30. Let

0! K ! E ! Q! 0 (4.2.1)

be a short exact sequence and let f : K̃ ! K be a morphism of vector bundles

over X.

Let ExtX(Q, f : K̃ ! K)/E denote the stack parametrzing the following

diagrams

0 K̃ Ẽ Q 0

0 K E Q 0

f id

(def 3.7 in [BH08])

Lemma 4.31. The following square of 1-morphisms of stacks is Cartesian

and its vertical right arrow (hence the left) is smooth.

ExtX(Q, f : K̃ ! K)/E ExtX(Q, K̃)

spec(A) ExtX(Q,K)

f⇤

Proof. The proof is similar to the one in Lemma 3.8 of [BH08]. We imitate it

here for the case of the root stack X in the place of the curve X.

We can represent the morphism f⇤ : RHom(Q,K) ! RHom(Q, K̃) in

Db(spec(A)) by a chain morphism
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E0 Ẽ0

E1 Ẽ1

f 0

�

f 1

�̃

of length one complexes, where Ei, Ẽi are vector bundles over spec(A). We es-

tablished the 1-isomorphisms [E1/E0] ⇠= Ext(Q,K) and [Ẽ1/Ẽ0] ⇠= Ext(Q, K̃)

in Lemma 4.29. Furthermore, by construction the following square commutes

up to 2-isomorphism

E1

E0 Ext(Q,K)

Ẽ1

Ẽ0
Ext(Q, K̃)

⇠=

(f 1, f 0)
⇠=

f⇤

Hence the smoothness and surjectivity of the 1-morphism (f 1, f 0) implies

the same for f⇤.

The diagram of Picard stacks is Cartesian

(E1 � Ẽ0)/E0 E1/E0

Ẽ1 Ẽ1/Ẽ0

(f 1,��̃) (f 1, f 0)

The canonical morphisms E1 � Ẽ0 ! (E1 � Ẽ0)/E0 and Ẽ1 ! Ẽ1/Ẽ0

are smooth and surjective. Now it is enough to show that the morphism

(f 1,��̃) : E1 � E0 ! Ẽ1. Smoothness follows from the fact that this is a

morphism of vector bundles. Notice that by the choice of Ei, Ẽi, the cokernel

of (f 1,��̃) is the same as the cokernel of the k-linear map
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f⇤ : Ext1X(Q,K)! Ext1X(Q, K̃)

The cokernel of f⇤ is 0 by using the long exact sequence for Ext and the

fact that Ext2X(Q, ker(f)) = 0.

Lemma 4.32. prext : M⇤,!⇤,!⇤
X ! M⇤!⇤

X sending (E1 ⇢ E2 ⇢ E) to the

composition E2 ,! E ⇣ E
E1

is smooth of relative dimension ��( E
E2
, E1).

Proof. Suppose ' : F ! G is a morphism of coherent sheaves over OX. We

get a short exact sequence of coherent sheaves:

0! im(')! G ! coker(')! 0 (4.2.2)

Consider the moduli stack parametrizing the coherent sheaves E which fit

into the following diagram:

0 F E coker(') 0

0 im(') G coker(') 0

f id

This moduli stack is ExtX(Q, f)/E that we defined above. Here the sur-

jective morphism ' : F ⇣ im(') is denoted by f and Q := coker('). On

the other hand the stack of such extensions with ' : F ! G factoring as

F = E2 ,! E ⇣ E
E1

is precisely the fiber of prext at the point '. So by the

previous Lemma, the relative dimension of prext at E1 ⇢ E2 ⇢ E is
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dim(E1⇢E2⇢E)(ExtX(Q, f)/E) = dimExtX(Q,F)� dimExtX(Q, im('))

= ��(coker('),F) + �(coker('), im('))

= ��( E
E2

, E2) + �(
E

E2

,
E2

E1

)

= ��( E
E2

, E1)

Theorem 4.33. The following commutative diagram of stacks is Cartesian

Niln+1
X M⇤,!⇤ -⇤

X

NilnX M⇤!⇤
X

(E,') 7! (ker(') ⇢ E � im('))

prn

(F , ) 7! ( : F ! F)

pr!

and the fiber product of the stacks

M⇤!⇤
X ⇥CohX

M⇤,!⇤
X M⇤,!⇤

X

M⇤!⇤
X CohX

( : F 0 ! F) 7! ker 

prsub

makes the following diagram Cartesian as well:

M⇤,!⇤ -⇤
X M⇤,!⇤,!⇤

X

M⇤!⇤
X ⇥CohX

M⇤,!⇤
X M⇤!⇤

X

(E1 ⇢ E � E2) 7! (E1 ⇢ E1 + E2 ⇢ E)

pr! ⇥ pr\

( : F 0 ! F , ker ⇢ F”) 7! ( + 0 : F 0�F”
ker 

! F)

prext
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Proof. This is exactly Theorem 6.1 in [BDH18]. The proof only uses the fact

that category of coherent sheaves is abelian, the same is true of parabolic

coherent sheaves by Proposition 2.57.

Lemma 4.34. Suppose 0 ! E1 ! E ! E2 ! 0 is a short exact sequence of

parabolic bundles whose parabolic data is given by K1,K and K2 respectively

then for each x 2 |D|,

dimK FlagK1
(x) + dimK FlagK2

(x)  dimK FlagK(x)

Proof. See Lemma 11.1 in [BDL12].

Corollary 4.35. The stack N iln,X is smooth over k. Its dimension at the K-

valued point given by a coherent sheaf E on XK and ' 2 End(E) with 'n = 0

is

dim(E,')(N ilX,n) = (g � 1)⌃n
i=1r

2
i + ⌃n

i=1⌃p2|D| FlagK
i,p

(p), (4.2.3)

where ri denotes the rank of the underlying coherent sheaf over XK of

im('i�1)/im('i) over the generic point of XK

Proof. The 1-morphism of stacks ExtX(t2, t1) ! CohX,t1 ⇥ CohX,t2 is smooth

of relative dimension ��(t2, t1). This follows from Theorem 4.23.

Hence prsub : M⇤,!⇤
X ! CohX defined by (E0 ⇢ E1) 7! E0 is smooth of

relative dimension ��(E1
E0
, E0) � �(E1

E0
, E1
E0
) = ��(E1

E0
, E1) at the point (E0 ⇢

E1).

By Lemma 4.31 prext : M⇤,!⇤,!⇤
X !M⇤!⇤

X defined by (E1 ⇢ E3 ⇢ E) 7!
(E3 ,! E ! E

E1
) is smooth of relative dimension ��( E

E1
, E1) + �(E3

E1
, E) =

��( E
E3
, E1) at a K-valued point (E1 ⇢ E3 ⇢ E).



68 CHAPTER 4. TRANSCENDENCE DEGREE OF FIELD OF MODULI

M⇤,!⇤ -⇤
X

M⇤!⇤
X ⇥CohX

M⇤,!⇤
X M⇤,!⇤

X

M⇤!⇤
X CohX.

pr! ⇥ pr\

pr2

pr1 prsub

pr\

pr!

prext is smooth implies pr! ⇥ pr\ is smooth by the third Cartesian square

in 4.33.

prsub is smooth imples pr1 is smooth by the above Cartesian square.

Hence pr! = pr1 � (pr!⇥ pr\) is smooth. It also follows that dim(pr!) =

dim(prext) + dim(prsub).

Hence pr! is smooth of relative dimension ��( E1
E1\E2

, E1)��( E
E1+E2

, E1) =

��( E
E2
, E1) at a K-valued point (E1 ⇢ E � E2).

Therefore the morphism prn is smooth with relative dimension

��(E/im', ker') = ��( E
im'

, E
im'

) = (g � 1)r21 + ⌃p2|D| FlagK1,p
(p). at

the point (E,'). Here K1,p is the weight vector of E
im'

at p. Using

induction on n we conclude that the dimension of N iln,X at (E,') is

(g � 1)⌃n
i=1r

2
i + ⌃n

i=1⌃p2|D| FlagK
i,p

(p)

Lemma 4.36. Let C be the closure of a point by E in CohX(K), then

dimkC = trdegk(k(E))� dimK End(E) (4.2.4)

Proof. We may assume C to be a quotient stack [U/H] for some scheme U

and some algebraic group H . Let G ,! C be the residual gerbe. We have the

following Cartesian square
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R U

G C
H H

We have dimk(U)� dimk(C) = dimkH and dimk(G)R� dimk(G)G = dimkH.

Combining them with the equations dimkR = dimkU (since R is an open dense

subscheme of U) and dimkU = trdegk k(U) = trdegk(k(G)) + dimk(G)U we get

the required formula.

Corollary 4.37. Let E be an indecomposable vector bundle with set of weight

vectors K over XK for an algebraically closed field K � k. If ri denotes

the generic rank of im('i�1)/im('i) for a general element ' of the Jacobson

radical j(E) in EndX(E), then

trdegk k(E)  1 + (g � 1)⌃ir
2
i + ⌃x2|D|dimK FlagK(x) (4.2.5)

Proof. Let E0 be the underlying vector bundle of E. Since E is indecompos-

able, Krull-Schmidt for vector bundles implies that EndX(E0)/j(E0) = K,

since EndX(E) ⇢ EndX(E0) it follows that EndX(E)/j(E) = K.

Let C be the closure of a point given by E in CohX. By the previous

proposition

dimkC = trdegk k(E)� dimK EndX(E) (4.2.6)

Choose n 2 N with (j(E))n = 0. Let N ⇢ NilX,n be the closure of the

points (E,') with ' 2 j(E) such that each im(')i�1/im(')i has generic rank

ri.

The fiber of the forgetful 1-morphism N ! C over the dense point E :

spec(K)! C contains an open dense subscheme of j(E). So we have,
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dimkN � dimkC+dimKj(E) = dimkC+dimK EndX(E)� 1 = trdegk k(E)� 1

(4.2.7)

From the previous corollary we have,

trdegk k(E)  1 + (g � 1)⌃n
i=1r

2
i + ⌃x2|D|dimK FlagK(x) (4.2.8)

Remark 4.38. We may assume that k(E) = k(E ⌦K L) for any field L � K

Lemma 4.39. Let E be a vector bundle of type t = (r, d,K) over XK for a

field K � k. If E is not simple, and the curve X has genus g � 2, then

trdegk(k(E))  (g � 1)(r2 � r) + 2 + ⌃x2|D|dimK FlagK(x) (4.2.9)

Proof. By the above remark we may assume K is algebraically closed. Hence

by Krull-Schmidt E can be written as a direct sum of indecomposable vector

bundles Ei over XK of rank ri � 1 and ramification data Ki. The above

corollary says that

trdegk k(Ej)  1 + (g � 1)
X

i

r2ij + ⌃
x2|D|dim(FlagK|(x)) (4.2.10)

for some integers rij � 1 such that
P

i rij = rj.

We also have that ⌃j⌃x2|D|dimK FlagK
j

(x)  ⌃x2|D|dimK FlagK(x) by 4.34.

Using

trdegk k(E) 
X

j

trdegk k(Ej) (4.2.11)

we have
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trdegk k(E) 
X

j

1 + (g � 1)
X

i,j

r2ij + ⌃x2|D|dimK FlagK(x) (4.2.12)

Because E is not simple, the sum
P

i,j rij = r has at least two summands.

Hence

trdegk k(E)  (g�1)(r2�r)+⌃x2|D|dimK FlagK(x)+2�(g�2)(r�2) (4.2.13)

r � 2 and g � 2 implies (g � 2)(r � 2) � 0.

So

trdegk k(E)  (g � 1)(r2 � r) + ⌃x2|D|dimK FlagK(x) + 2 (4.2.14)



Chapter 5

Gerbes and central simple

algebras

Let X be a non-singular algebraic curve over an algebraically closed field k,

D be a reduced divisor and an integer r � 1 coprime to char(k) as in the

previous section. Let X = X(L,s,r) be the root stack associated to such data.

Let K � k be a field and let G denote the residual gerbe of a point E :

spec(K)! CohX. G is an algebraic stack over spec(k(G)), where the field k(G)
is the field of moduli of E (see chapter 11 of [LMB00]). The field of moduli

is sometimes also denoted by k(E). E is equivalent to choosing a parabolic

coherent sheaf E• on X with rational weights {0, 1
r
, . . . , r�1

r
} (Borne-Vistoli).

G is in fact a gerbe over k(G) (chapter 11 of [LMB00]). By the definition of

a gerbe, there exists a finitely generated k(G)-algebra B such that G(B) 6= ;.
By the Hilbert’s Nullstellensatz there exists a maximal ideal m ⇢ B such that

the field l = B/m is a finite extension of k(G). We denote

d := [l : k(G)] <1 (5.0.1)

72
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By taking the image of an object in G(B) to G(l) we have that G(l) 6= ;.
We choose a coherent sheaf F 2 G(l). Let ⇡ : Xl ! Xk(G) be the canonical

projection, and let

A := EndX(⇡⇤F )

Definition 5.1. We say that a coherent sheaf E over XK is simple if

EndX
K

(E) = K.

Remark 5.2. Let G be a residual gerbe of CohX parametrizing simple coherent

sheaves. Then G is a gerbe with band Gm over k(G) and A is a central simple

algebra of degree d over k(G) as demonstrated in the next few Lemmas.

Consider the following Cartesian square

Xl Xk(G)

spec(l) spec(k(G))

⇡

p

s

q

Suppose E is a coherent sheaf on Xk(G), then p⇤⇡⇤E ⇠= s⇤q⇤E . This is because
locally the diagram can be viewed as follows

[Yl/µr] [Yk(G)/µr]

spec(l) spec(k(G))

t

p

⇡

q

and the isomorphism can be reduced to µr-equivariant morphisms of co-

herent sheaves over schemes.
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Remark 5.3. The ⇡ : Xl ! Xk(G) used in this section is di↵erent from the

canonical morphism ⇡ : X! X

Remark 5.4. We may assumer that l/k(G) is galois. ⇡⇤⇡⇤F ⇠=
L

�2Gal(l/k(G)) �
⇤F , where �⇤F are the Galois conjugates of F .

Lemma 5.5. ⇡⇤⇡⇤F ⇠= F�d as OX
l

-modules.

Proof. We have that ⇡⇤⇡⇤F ⇠=
L

�2Gal(l/k(G)) �
⇤F by Remark-5.4. Choose a

field L containing both l and K such that F ⌦l L ⇠= E ⌦K L, i.e., t⇤F ⇠= s⇤E

with the notation in the following square of embeddings

L K

l k

s

t

i

Let � 2 Gal(l/k) be an element in the galois group. We also denote the

induced automorphisms Xl ! Xl by �. We have (�t)⇤F ⇠= F ⌦l L via the

galois automorphism �. On the other hand (�t)⇤F ⇠= t⇤�⇤F ⇠= �⇤F ⌦l L.

Hence �⇤F ⌦l L ⇠= E ⌦K L. This implies �⇤F 2 G(l). But since E is simple,

G is a Gm-gerbe, so there is only one object in G(l) up to isomorphism. Hence

�⇤F ⇠= F . The Lemma follows.

Lemma 5.6. Let ⇡ : Xl ! Xk(G) be the morphism defined above. Suppose F
is simple then the k(G)-algebra A = EndX(⇡⇤F) is a central simple algebra.

Proof. Since ⇡ is a flat morphism and F is a coherent sheaf, ⇡⇤ commutes with

the endomorphism sheaf ⇡⇤End(⇡⇤F) ⇠= End(⇡⇤⇡⇤F). Taking global sections,

we get End(⇡⇤F) ⌦k(G) l ⇠= End(⇡⇤⇡⇤F). By Lemma 5.5 ⇡⇤⇡⇤F ⇠= F�d as



75

OX
l

-modules, we get A⌦k(G) l ⇠= End(F�d) ⇠= Md⇥d(End(F)) as algebras. But

F is simple, hence A⌦k(G) l ⇠= Md⇥d(l).

Lemma 5.7. With the notation in Lemma 5.6, G defines the same Brauer

class as A = End(⇡⇤F) over k(G).

Proof. Since F is simple the residual gerbe G ! spec(k(G)) is a Gm-

gerbe. There exists a canonical locally free sheaf E on G, given by

(U
t�! spec(k(G), E 0) 7! p⇤E 0. Here E 0 is a locally free sheaf on XU which

is an object of G(U) and p : XU ! U is the base change of the structure

map. Since p is proper, p⇤E 0 is a locally free sheaf. E is a G-twisted sheaf

in the sense of [Lie08]. The correspondence between G-twisted sheaves and

Azumaya algebras on spec(k(G)) is determined by E 7! End(E). So End(p⇤E 0)

defines a central simple algebra over spec(k(G)). Now it is enough to show

that End(p⇤E 0) defines the same Brauer class as End(⇡⇤F) in Br(k(G)). But
G is a gerbe, hence there exists covers U 0

q�! U and U 0 s�! spec(l) such that

q⇤p⇤E 0 ⇠= s⇤⇡⇤F inducing an isomorphism End(p⇤E 0)⌦OU 0 ⇠= End(⇡⇤F)⌦OU 0

Theorem 5.8. In the situation as above, consider a field K � k(G). Then

the following categories are equivalent:

• the category of coherent sheaves E over XK which are objects in G(K),

and

• the category of projective modules M of rank 1/d over AK = A⌦k(G) K

Proof. We will describe mutually inverse functors between the two categories.

Suppose E is a coherent sheaf over XK which is an object in G(K). We

define
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M := HomX
K

((⇡⇤F )⌦k(G) K,E)

Since G is a gerbe over k(G), there exists a field extension L containing l

and K such that E ⌦K L and F ⌦l L are isomorphic over XL. Note that we

may assume that [L : K] <1.

We have following isomorphisms since ⇡⇤F and E are coherent and L is

K-flat

HomX
K

(⇡⇤F ⌦k(G) K,E)⌦K L ⇠= HomX
L

(⇡⇤F ⌦k(G) L,E ⌦K L)

⇠= HomX
L

(⇡⇤F ⌦k(G) L, F ⌦l L)
(5.0.2)

Hence,

M ⌦K L ⇠= HomX
L

((⇡⇤F )⌦k(G) L, F ⌦l L)

⇠= HomX
L

((⇡⇤F )⌦k(G) l ⌦l L, F ⌦l L)

⇠= HomX
L

((⇡⇤F )⌦k(G) l, F )⌦l L

(5.0.3)

But we have

⇡⇤⇡⇤F = ⇡⇤F ⌦k(G) l

So we get,

M ⌦K L = HomX
L

(⇡⇤⇡⇤F, F )⌦l L

By the adjunction ⇡⇤ a ⇡⇤ it follows that HomX
l

(⇡⇤⇡⇤F ,F) ⇠=
HomX

k(G)
(⇡⇤F , ⇡⇤F) = A as k(G)-vector spaces. So

HomX
l

(⇡⇤⇡⇤F ,F)�d ⇠= HomX
k(G)

(⇡⇤F , ⇡⇤F)⌦k(G) l

as l-vector spaces. Hence, (M ⌦K L)�d ⇠= A⌦k(G) L.

Therefore, the AL-module (M ⌦K L)�d is free of rank one. Hence the

underlying AK-module M�d[L:K] is free of rank [L : K]. Hence the AK-module

M is projective of rank 1
d
.
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Conversely, let M be a projective AK module of rank 1
d
. Then define

E := M ⌦A ⇡⇤F (5.0.4)

Choose an appropriate field L containing both l and k(G), we have

M ⌦K L ⇠= HomX
L

(⇡⇤F ⌦k(G) L, F ⌦l L) (5.0.5)

Since both are projective AL-modules of rank 1
d

by Corollary 2.2 in

[BDH18].

E ⌦K L ⇠= (M ⌦K L)⌦A (⇡⇤F )

⇠= Hom(⇡⇤F ⌦k(G) L, F ⌦l L)⌦A ⇡⇤F
(5.0.6)

Hence, by the same calculation as above using the adjunction ⇡⇤ a ⇡⇤ we
have

(E ⌦K L)�d ⇠= (AL)⌦A ⇡⇤F

⇠= ⇡⇤F ⌦k(G) L

⇠= (F ⌦l L)
�d

(5.0.7)

This implies E ⌦K L ⇠= F ⌦l L. Hence E is an object in G(K).

Corollary 5.9. Let G be the residual gerbe of a coherent sheaf E 2 CohX(K).

Then,

(i.) Given any field K � k(G), all the objects in the groupoid G(K) are

isomorphic.

(ii.) For the k(G)-algebra A = End(⇡⇤F) and the integer d defined in 5.0.1,

we have



78 CHAPTER 5. GERBES AND CENTRAL SIMPLE ALGEBRAS

edk(G)(G) = edk(G)(ModA,1/d). (5.0.8)

Proof. By Proposition-2.39 (ii) we have that there exists only one projective

module over A ⌦k(G) K of rank 1/d up to isomorphism. (i) follows from the

equivalence in 5.8. (ii) also follows from 5.8 and 2.39.



Chapter 6

Main theorem

Let X be a smooth projective curve of genus g over an algebraically closed

field k and let D be a reduced divisor on X, r � 1 be an integer which coprime

to the characteristic of k, X = X(L,s,r) be the associated root stack. CohX be

the category of coherent sheaves on X. BunX,t ⇢ CohX be the open substack

that parametrizes vector bundles on X of type t = (r, d,K). Here r and d

denote the rank and degree, K denote a set of weight vectors (aka parabolic

data). By [Bor07], BunX,t = PBunX,t, the stack of parabolic bundles on X of

type t = (r, d,K) and weights {0, 1
r
. . . , r�1

r
}.

Given a scheme U over k, a 1-morphism � : U ! BunX,t is equivalent to a

family E• of parabolic bundles on X ⇥ U of type t.

Let pU : X ⇥ U ! U and ⇡ : X ⇥ U ! X denote the canonical pro-

jections. Since pU is a proper morphism there exists an n >> 0 such that

R1(pU)⇤(E(n)) = 0, where E(n) := E ⌦ ⇡⇤O(n).

Remark 6.1 (Universal bundles). An object of the X ⇥BunX,t as a category

fibered over Sch/k is a 1-morphism (t,�) : U ! X ⇥ BunX,t. Here (t,�) is

equivalent to a morphism of schemes t : U ! X and a morphism � : U !

79
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BunX,t. � is equivalent to a parabolic bundle E• on X ⇥ U of type t. On the

other hand, we may factorize (t,�) as follows:

X ⇥ U

U X ⇥ BunX

1⇥�t⇥1
(t,�)

For 0  i  r, define ⌃i(t,�) := (t⇥1)⇤E i

r

. These ⌃i define vector bundles

on X ⇥ BunX such that E i

r

= (�⇥ 1)⇤⌃i.

Theorem 6.2. Let E : spec(K)! BunX,t be a vector bundle of type t on XK,

i.e, a parabolic bundle E• of type t on XK. For each 0  i  r, there exist

vector bundles E i

r

of rank h0(X,E i

r

(n)) on some dense open substack Bn of

BunX,t for some natural number n.

Proof. Given a scheme U over k, consider the full subcategory Bn(U) ⇢
BunX,t(U) consisting of objects the parabolic bundles E• over X ⇥ U such

that R1pU ⇤E i

r

(n) = 0 for all 0  i  r � 1.

Since pU is projective there exists an n such that (R1pU)⇤E i

r

(n) = 0 for all

0  i  r by [Har77], Ch-III, Theorem 8.8. Hence Bn is a non-empty open

substack of BunX,t for some n.

Consider the following Cartesian square:

U ⇥X BunX,t⇥X = PBunt
X ⇥X

U BunX,t

�⇥ 1

�

pBunX,t

By [Sta18, Tag 072F] we know that �⇤(R1pBunX,t

)⇤⌃i(n) = (R1pU)⇤(� ⇥
1)⇤⌃i(n). But we have (� ⇥ 1)⇤⌃i(n) = E i

r

(n) by the previous remark. So

�⇤(R1pBunX,t

)⇤⌃i(n) = (R1pU)⇤E i

r

(n). Let pB
n

: Bn⇥X ! Bn be the canonical

projection. We have,

https://stacks.math.columbia.edu/tag/072F
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R1pB
n⇤⌃i(n) = (R1pBunX,t

)⇤⌃i(n))|B
n

= 0.

Hence pB
n⇤⌃i(n) is a vector bundle on Bn by a version of cohomology and

base change for stacks.

Given a point � : spec(K)! Bn. We have the following Cartesian square:

spec(K)⇥X Bn ⇥X

spec(K) Bn

µ := �⇥ 1

⇡

�

pB
n

Furthermore, rank ((pB
n

)⇤⌃i(n)) = dimK(�⇤p⇤(⌃i(n))) = dimK(⇡⇤µ⇤⌃(n)) =

dimK(⇡⇤(Ei(n))) = dimKH0(X,E i

r

(n)). So Ei := (pB
n

)⇤⌃i(n) are vector

bundles of required rank on Bn.

Remark 6.3. In the above situation since H1(E i

r

(n)) = 0, by Riemann-Roch

dimKH0(X,E i

r

(n)) = (1� g)r + deg(E i

r

(n)) = (1� g)r + deg(E i

r

) + nr

Remark 6.4. The Ei defined in the previous theorem are twisted sheaves on

Bn.

Remark 6.5. The previous theorem is true for any root stack X = X(L,s,r).

Suppose L = O(D),L0 = O(D0) are line bundles with canonical sections s, s0

such that D and D0 have disjoint supports. Then by Lemma 3.10, section-

3.1 in [Bor07], we have Bunt
X(L,s,r)

⇥
Bun

t0
X

Bunt0
(L0,s0,r) = Bunt”

X(L⌦L0
,s⌦s

0
,r)
. This

is just saying that, two parabolic bundles (with the same underlying vector

bundle) each with parabolic structures at two disjoint divisors, is equivalent to

a parabolic bundle with parabolic structure at the sum of the divisors. Here

t = (r, d,K), t0 = (r, d0,K0) and t0 = (r, d0) are the types of the respective
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bundles. Here d and d0 are parabolic degrees and d0 usual degree of vector

bundles. The parabolic degree and the degree of the underlying vector bundle

are related by 4.18.

Remark 6.6. Applying the previous theorem to the situation where XP :=

X(O(P ),s,r) for each P 2 |D|, given a point E(P )
• : spec(K) ! Bunt

P

X
P

we

get vector bundles E (P )
i on an open dense substack BP

n ⇢ Bunt
P

X
P

of rank

(1� g + n)r + deg(EP
i

r

) for some natural number n.

Now given L = O(D) and |D| = {P1, . . . , Pk}, by Remark 6.5 we may

write

Bn := BP1
n1
⇥Bun

X

BP
k

n
k

⇢ Bun
t
P1
X(O(P1),s1,r)

⇥Bun
X

⇥ . . .⇥Bun
X

Bun
t
P

k

X(O(P
k

),s
k

,r)

= Bunt
X(L,s,r)

(6.0.1)

Pulling back EP
i to Bn we get vector bundles which we also denote by E (P )

i

of rank aP r + deg(EP
i ) .

Lemma 6.7. Let  G denote the Brauer class of the residual gerbe G over k(E).

Then the index of this class denoted by ind( G) divides h := gcd(S). Where

S = {r, d0, n(p)
i }, 0  i  r � 1 and p varies in |D|.

Proof. We may pull back the above constructed vector bundles EP
i to the

gerbe G. Now applying Lieblich’s Proposition 3.1.2.1 in [Lie08] to previous

remark implies that ind( G) divides (1� g+n)r+deg(EP
i

r

) and hence divides

deg(EP
0 )� deg(EP

i ) for 0  i  r . But deg(EP
0 )� deg(EP

i ) = ⌃r�1
t=i n

P
t . Hence

the Lemma follows.

Lemma 6.8. Let E be a vector bundle over the root stack XK of rank r � 1

for some field K � k, then
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edk(E)(E)  r � 1

Proof. Let G be the residual gerbe associated to E as considered in Chapter-5.

The chosen coherent sheaf F 2 G(l) over Xl is locally free of rank r. This is

because, by virtue of G being a gerbe, there exists a field L containing both

l and K such that F ⌦l L ⇠= E ⌦K L. Since E is locally free, F cannot have

any torsion and it has the same rank as E. By Wedderburn’s theorem there

is a decomposition

End(⇡⇤F)/j(⇡⇤F) ⇠= ⇧iAi (6.0.2)

where Ai = Mn⇥n(Di) for some division algebras Di over k(E). By Lemma

2.41 we have that ⇡⇤F ⇠=
L

i E
�n

i

i such that End(Ei)/j(Ei) ⇠= Di for some

vector bundles Ei over Xk(E). By 2.47 and 2.42 we have

edk(E)(ModA
i

,1/d) <
ni

d
dimk(E)Di 

ni

d
rank (Ei) (6.0.3)

By 2.45, we have

edk(E)(ModEnd(⇡⇤F),1/d) <
1

d
rank (⇡⇤F) = rank (F) = r (6.0.4)

Using Corollary 5.9 we conclude that edk(E)(E) < r.

Theorem 6.9. Let X be a non-singular projective curve of genus g � 2 over an

algebraically closed field k and D a reduced divisor with N points in its support.

Assume that the char(k) is coprime to N . Let K = {(n(p)
0 , . . . , n(p)

N )}p2|D| be a

set of weight vectors. Then

edk(PBunX,t)  (g � 1)r2 + 1 + ⌃p|h(pvp(h) � 1) + ⌃x2|D| FlagK(x).
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where PBunX,t denotes the stack of parabolic bundles on X of type t =

(r, d,K) with parabolic structure at |D| and weight {i/N}0iN�1 and h =

gcd(r, d, n(p)
k )p2|D|.

Proof. Let E be a vector bundle of type t over XK , for some field K � k. If

E is not simple then Lemma 4.39 and 6.8 imply that

edk(E) = trdegk(k(E)) + edk(E)(E)

 (g � 1)(r2 � r) + 2 + ⌃x2|D| FlagK(x) + r � 1

 (g � 1)r2 + 1 + ⌃x2|D| FlagK(x)

(6.0.5)

Suppose E is simple, Corollary 4.37 implies

trdegk k(E)  (g � 1)r2 + 1 + ⌃x2|D| FlagK(x)

Since by definition EndX(E) = K and hence j(E) = 0. So ri = 0 for i > 1

and r1 = rk( im('0)
im('1)

) = rk(im(Id)) = rk(E).

Let G denote the residue gerbe of the point E : spec(K) ! BunX,t. The

residue field of this point is k(E). We have

edk(E)(E) = edk(E)(G)

by definition.

Hence edk(E) = trdegk k(E)+edk(E)(G). So we need to estimate edk(E)(G).
By the correspondence in Theorem 5.8 we also have

edk(E)(G) = edk(E)(ModA, 1
degA

).

The gerbe G and the central simple algebra A = EndX(⇡⇤F ) defined in

Chapter 5 represent the same Brauer class over k(E). Hence by Lemma 6.7

the index of A divides h. By Corollary 5.9 we have edk(E)(ModA, 1
degA

) 
⌃p|h(pvp(h) � 1). Hence we have
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edk(E)(G)  ⌃p|h(pvp(h) � 1)

The statement of the theorem follows.



Chapter 7

Conclusion

In this thesis we computed upper bounds for the stack of parabolic bundles of

a given rank, degree and parabolic datum over a non-singular curve of genus

g � 2. To do this we employed the techniques in [BDH18], along with a

theorem of Borne [Bor07]. In the process we used a powerful theorem due to

Toen [Toe] which allowed us to compute the Euler characterstic of a vector

bundle over a root stack. Further directions to this work include the same

question of essential dimension of parabolic bundles over elliptic curves, i.e.,

smooth curves of genus 1. In [BDH18] an explicit vector bundle over an elliptic

curve of expected essential dimension is constructed in Section-7. The natural

question is, if an analogous parabolic bundle can be constructed.
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