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Abstract

Inspired by recent work in homotopy type theory [CORS18], we develop the theory

of reflective subfibrations on an ∞-topos E. A reflective subfibration L• on E is a

pullback-compatible assignment of a reflective subcategory DX ⊆ E/X with associ-

ated localization functor LX , for every X ∈ E. Reflective subfibrations abound in

homotopy theory, albeit often disguised, e.g., as stable factorization systems. The

added properties of a reflective subfibration L• on E compared to a mere reflective

subcategory of E are crucial for most of our results. For example, we can prove that

L-local maps (i.e., those p ∈ DX for some X ∈ E) admit a classifying map. The exis-

tence of such a classifying map is a powerful tool that we exploit to show that there is

a reflective subfibration L′
• whose local maps are exactly the L-separated maps, that

is, those maps with L-local diagonal. We investigate some interactions between L•

and L′
• and explain when the two reflective subfibrations coincide. Finally, we show

the existence of reflective subfibrations associated to sets of maps in E and describe

some of their properties.

Keywords: reflective subfibration, local class of maps, classifying map, separated

map, higher topos theory, localization theory, homotopy type theory.
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Summary for lay audience

In Mathematics, one often faces two important needs.

1. Simplify some problems, by discriminating between the properties that are rel-

evant and those that are ancillary for a certain issue.

2. Present some mathematical objects of interest in different ways, so as to high-

light different aspects of these objects.

A powerful mathematical tool to answer these needs is localization theory, which

singles out the local properties and objects that are pertinent to the study of a problem.

Localization theory is particularly useful when studying spaces. Classically, this

study was carried out geometrically in homotopy theory, a branch of Mathematics

that classifies spaces by looking at whether or not one can be deformed into the

other. More recently, localizations of spaces have been studied logically in homotopy

type theory, a syntatic language for reasoning formally about spaces.

This works merges the latter approach with the former, providing a new framework

for understanding spaces through their localizations. The most important features

of our approach are: a simultaneous treatment of the localization of both spaces and

maps between them; and the usage of a modern language that allows the abstraction

of the notion of “space” to mean anything that can be thought of as having points,

paths between these points, paths between these paths, and so on. In our work,

we recover all classically studied examples of localizations of spaces, and give new

insights to their properties.

In bridging the logical and the geometrical approaches to localizations of spaces,

we establish a dictionary between the two approaches that can help in evaluating the

advantages and disadvantages of both, and merging the two communities together.
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Chapter 1

Introduction

1.1 Overview

This thesis is concerned with a systematic study of the theory of localization in an

∞-topos, inspired by recent work in homotopy type theory ([CORS18] and [RSS17]).

We provide here the motivations behind this study, its structure, and how it fits into

what is already known on the subject.

In Section 1.2, we provide some background on localizations in homotopy theory

and category theory that motivate our work. In Section 1.3, we explain our framework

for the study of localization in the context of an ∞-topos, and highlight the main

themes of our work. In Section 1.4, we put our work in context by relating it with

other work on the subject of localization, both in homotopy type theory and in higher

topos theory. In particular, we discuss the relationship between this work and the

paper [CORS18]. In Section 1.5, we describe in some detail the content of each chapter

of this thesis, highlighting our main results. Finally, in Section 1.6, we explain some

conventions and notation concerning ∞-categories that we use throughout this work.
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2 CHAPTER 1. INTRODUCTION

1.2 Motivation for the study of localization

Localization of spaces is a classical topic in homotopy theory. One of its main

features is that it provides tools and techniques analogous to those provided in algebra

by localizations of rings and modules. These techniques include:

(i) simplifying or solving complicated problems by working locally;

(ii) formulating and proving local-to-global principles, that is, isolating those prop-

erties that hold globally if and only if they hold locally;

(iii) providing fracture or decomposition theorems that recover an object of study

from its localizations.

Localizations of simple spaces at primes provide striking examples of all the above

features. A space X is simple if, for every point x ∈ X , π1(X, x) is abelian and

acts trivially on πn(X, x), for all n ≥ 2. Given a set of primes T , localization at T

provides a universal T -localization map X → XT inducing the algebraic localization

πn(X, x) → πn(X, x) ⊗ ZT , for every n ≥ 1 and every x ∈ X . Here, ZT is the

localization of Z at the multiplicative set generated by the primes not in T . In

particular, XT is a T -local space, that is, a space such that every homotopy group is

a ZT -module. (This is the correct notion of T -local space since we are assuming our

spaces to be simple.) When p is a prime number, we write X{p} = Xp and talk about

p-local spaces, whilst, when T = ∅, we write X∅ = X0 and talk about rational spaces.

One can then prove the following results, where all spaces are assumed to be simple.

(All results are taken from [Sul05, §2].)

(i) Classifying rational H-spaces (that is, spaces equipped with an up-to-homotopy

associative and unital operation) is easy: up to homotopy equivalence, they are

products of Eilenberg Mac-Lane spaces.

(ii) X is an H-space if and only if all of its p-localizations Xp are H-spaces and,
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for every pair of primes p, q, the rationalization maps Xp → X0 ← Xq induce a

ring isomorphism H∗(Xp;Q) ∼= H∗(Xq;Q).

(iii) A space X is the homotopy limit of its localizations, in the sense that it is

the homotopy limit of the diagram {Xp → X0}p a prime, where Xp → X0 is the

rationalization map.

One might then wonder whether powerful statements like those above can be adapted

to homotopy-theoretic settings other than spaces, such as simplicial sheaves on a site.

There is another interesting perspective on localization that is perhaps more fa-

miliar to category theorists. Namely, one can look at localization as a way to present

certain objects of interest, rather than as a tool for simplifying our objects of interest

and making them easier to understand. For example, once we are given a (small) site

C, what we are really interested in is the study of sheaves, rather than presheaves,

over C, and the process of inverting the covering sieves in the category of presheaves

is better understood as a presentation of the category of sheaves, rather than as a

simplification of the category of presheaves. Similarly, one is intrinsically interested

in studying stacks over C, for example in algebraic geometry. Now, one can present

stacks as the (fibrant objects in the) localization of the Jardine model structure on

sPre(C) (the category of simplicial presheaves over C) that inverts the map S2 → ∆0

([Hol08, Thm. 5.4]). This result provides a point of view that has arguably more to

do with the idea of generalizing stacks to n-stacks ([Hol08, Def. 1.8]), rather than

simplifying simplicial (pre)sheaves.

1.3 Our setting: reflective subfibrations

It is thus interesting to develop a unifying framework for the systematic study

of localization theories, with the goal of encompassing and generalizing some of the

examples that are already understood, while also providing new insights on them.
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In the history of homotopy theory there have certainly been a few successful ap-

proaches in this sense. For example, one can consider augmented idempotent homo-

topical functors, popularized by Adams and Farjoun ([AF10], [Far96]), or one can

look at Bousfield localizations of model categories, as developed by Bousfield, Kan

and Quillen (see [Hir03] for a complete treatment). Our approach, based on the the-

ory of reflective subfibrations on an ∞-topos E, differs from these and other takes on

localization as it employs the modern language of ∞-category theory, it emphasizes

localization of maps rather than localization of objects (the latter being a special case

of the former), and it naturally shares ties with homotopy type theory, the internal

language of higher topos theory.

Our setting for localization is best understood and loses its artificial vibe if one

looks at the following classical example of localization of spaces. Namely, for a fixed

set S = {fi : Ai → Bi}i∈I of maps between spaces, one wishes to study those spaces

that see maps in S as weak equivalences, that is, the spaces X for which the maps

Xfi : XBi → XAi (i ∈ I) are weak equivalences. These are called S-local spaces.

There are at least two significant examples of this construction in classical homotopy

theory:

(a) given a fixed prime number p, when S consists of all the q−th multiplication

maps S1 ·q
−→ S1 where q is a prime other than p, S-local simple spaces are just

the p-local simple spaces introduced earlier ([MP12, § 6.1]);

(b) if A is any space and S consists of the unique map A → ∗ to a one-point

space, S-local spaces are best known as A-null spaces. They are those spaces

X for which every map A→ X is homotopically equivalent to a (unique up to

homotopy) constant map A→ X .

In this situation, classical localization theory provides, for each space X , a functorial

choice of a space LX and of an S-localization map η(X) : X → LX , such that:

• each LX is an S-local space;
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• η(X) is the homotopically initial map into an S-local space, i.e., for every S-local

space Y , Y η(X) : Y LX → Y X is a weak equivalence.

In other words, if we let D be the full subcategory on the S-local spaces, D is a reflec-

tive subcategory of D “up to homotopy”, in the sense that η(X) is only homotopically

initial, and not strictly initial, among maps from X into an S-local space. Now, it

turns out that this localization also makes sense for maps of spaces and it is done

fiberwise. Namely, to a map of spaces p : E → X , we can functorially associate a map

LX(p) over X with the property that the homotopy fiber of LX(p) over each x ∈ X

is the S-localization of hofibx(p). Hence, maps whose homotopy fibers are S-local

spaces are called S-local maps. In general, they form a much larger, and much more

interesting, class of maps than the maps between S-local spaces. For example, the

universal covering map R→ S1 is S1-null (i.e., it has 0-truncated fibers), even though

S1 is not S1-null (it is not 0-truncated). For each space X , we can then consider the

category Spaces/X of maps of spaces over X . The S-local maps with codomain X form

a reflective subcategory DX of Spaces/X (again “up to homotopy”). These reflective

subcategories are not unrelated one to the other. For example, from the fiberwise

description of S-local maps, it is immediate to see that, given a homotopy pullback

square of spaces
M E

Y X

//

q
��

p
��

//

if p is S-local, then so is q. (We are using that a homotopy commutative square

of spaces is a homotopy pullback square if and only if the induced maps on fiber

sequences are weak equivalences.) In fact, we could almost argue that the fiberwise

definition of S-local maps is given precisely to ensure this stability under homotopy

pullbacks.

A reflective subfibration L• (Definition 3.1.1) is defined so as to generalize the

above setting of a pullback-stable system of reflective subcategories. This general-

ization proceeds in at least two ways. First, one can define reflective subfibrations
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on an arbitrary (Grothendieck) ∞-topos E and not just on spaces (the terminal ∞-

topos). Roughly, an ∞-category E ([Lur09]) is a category for which, between every

two objects X and Y , there is a space of maps (as opposed to a set of maps). These

spaces of maps give notions of morphisms from X to Y (the 1-morphisms) and of

morphisms between such morphisms (the 2-morphisms) and of morphisms of mor-

phisms between these morphisms (the 3-morphisms), and so on. The definition of

∞-category implies that all n-morphisms in E for n ≥ 2 are invertible. Moreover,

∞-category theory is a conservative extension of ordinary category theory, where all

categorical constructions, such as limits, colimits, and adjunctions, still make sense.

Because of their intrinsic “space-like” nature,∞-categories are also contexts in which

to develop homotopy theory, which will then inherently be a categorical homotopy the-

ory that allows a treatment of homotopy theory via universal properties. An∞-topos

is a special kind of ∞-category E that satisfies properties analogous to the classical

Giraud axioms for ordinary Grothendieck topoi (see [MM94, App. A] for an account).

These axioms make an ∞-topos E a more suitable setting for homotopy theory than

a bare ∞-category, as they render E more similar to a “category of spaces”. (For

example, every object X in an ∞-topos has homotopy groups πn(X).)

Another aspect in which reflective subfibrations generalize the framework of S-

local spaces is that they allow for more general systems of reflective subcategories

DX ⊆ E/X (for E an∞-topos and X ∈ E) than those associated to a set S of maps in

E. For example, in our work we show that we can construct reflective subfibrations

out of the datum of a stable factorization system on E or of a left exact localization

on E (Theorem 4.2.5 and Proposition 4.2.8). In fact, we can even use the theory

of reflective subfibrations to prove new results about stable factorization systems

(Proposition 6.1.2).

Given a reflective subfibration L• on E with associated reflective subcategories

DX ⊆ E/X , we write LX for the induced localization functor, namely, the composition

of the reflector of E/X into DX with the inclusion of DX into E/X . The collection of
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all objects in DX , as X varies in E, form the L-local maps, and the objects of D := D1

are called L-local objects. L-local objects and maps satisfy many enjoyable properties.

For example, if X ∈ E is an L-local object, then every loop object Ω(X, x) is also

an L-local object. (In an ∞-topos E, Ω(X, x) is defined as the pullback of 1
x
−→ X

along itself, where 1 is the terminal object of E. This recovers the homotopy type

of ordinary loop spaces when E is the ∞-topos of spaces.) However, the localization

functors LX do not commute with loop objects: if (X, x) is a pointed object in E,

in general L(Ω(X, x)) is not equivalent to Ω(LX,Lx). We can fix this misbehavior

and compute L(Ω(X, x)) by means of another reflective subfibration L′
•, related to

L•. The main purpose of our work is the study of such an L′
•, which we tackle in

Chapter 5. There, we consider the class of L-separated maps (Definition 5.1.1). If

E = Spaces and we look at L-separated objects, we get that L-separated spaces are the

spaces with L-local loop spaces. We develop a great deal of the theory of L-separated

maps, culminating in our main result, the existence of a reflective subfibration L′
• on

E for which the L′-local maps are the L-separated maps. As far as we know, this is

a novel result in the context of homotopy theory and higher topos theory (but not

in homotopy type theory — see below). In Corollary 6.1.3, we then prove that, for

every pointed object (X, x) of E, L(Ω(X, x)) ≃ Ω(L′X,L′x).

1.4 Relationship to other work

We mentioned earlier that our take on localization theory is inspired by homo-

topy type theory, a dependent type theory with homotopy-theoretic features ([UF13]).

More precisely, the definition of reflective subfibration on an ∞-topos E appears in

[RSS17] as the external notion (in higher topos theory, HTT) that captures the in-

ternal description (in homotopy type theory, HoTT) of a reflective subuniverse. The

work in [RSS17] is mainly concerned with an important subclass of reflective sub-

universes, namely the Σ-closed ones, also known as modalities. These correspond to
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composing reflective subfibrations on E, that is, reflective subfibrations L• for which

the composite of two L-local maps is again an L-local map. In the context of higher

topos theory, the authors of [ABFJ17a] use the term “modality” as a synonym for a

stable factorization system on an ∞-topos E, and they carry out a systematic study

of these factorization systems. On the other hand, the authors of [CORS18] shift

their focus back to the general setting of reflective subuniverses, motivated by the

study in homotopy type theory of localizations at primes (which are not modalities).

We can then depict our work as the (homotopy) pushout square

{modalities in HoTT, [RSS17]} {localizations in HoTT, [CORS18]}

{modalities in HTT, [ABFJ17a]} {localizations in HTT, this thesis}

//

�� ��
//

A few more words are in order about the relationship between our work and

[CORS18]. Many of our results, including Theorem 5.3.3, are formulated and proved

there in the framework of homotopy type theory. In fact, [CORS18] was used as

a road-map for our work, which is partly about translating results present there

into the language of higher topos theory. The basics of this translation are fairly

simple and constitute the core of the analogy between HoTT and HTT. For example,

if U is a universe in type theory and E is our preferred ∞-topos, a type family

P : X → U corresponds to a map p : E → X in E, thought of as having homotopy

fiber over x ∈ X given by P (x). In particular, the type family IdX : X × X → U ,

associating to each x, y :X the identity type IdX(x, y), corresponds to the diagonal

map ∆X : X → X × X . Since the functor X × (−) : E → E/X has both a left

adjoint
∑

X and a right adjoint
∏

X , the type-theoretic Sigma-type Σx:XP (x) and

Pi-type Πx:XP (x) are simply the objects E =
∑

X p and
∏

X p in E, respectively.

However, mastering this translation process takes some care, and we often encountered

difficulties that affected both the statements and the proofs of our results as compared
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to [CORS18]. There are several causes for these difficulties.

First, in HoTT, terms have types and one can often prove statements about all

terms of a type by proving them for one generic term of that type. (This is the

analog of set-theoretic statements of the form “for all x ∈ X , it happens that...”

whose proofs usually start with “let x ∈ X”.) In HTT, the only sensible thing to

do, in general, is to work globally, so that statements and proofs concerning all terms

of a type are usually made “term free” by working in slice categories. One can get

a good sense of the potential consequences of this slicing process by comparing the

statement and proof of our Proposition A.3.4 with the analogous result in HoTT,

[CORS18, Lemma 2.23].

A further point of difference is given by the fact that the natural starting point for

localization in HoTT is a reflective subuniverse (an internal notion), whilst the natural

starting point in homotopy theory is a reflective subfibration (an external notion).

In particular, results that are naturally stated in terms of universes in HoTT do not

always appear as meaningful in the context of HTT (or, anyway, one might wish to find

a better phrasing). For example, Proposition 5.2.6 and Corollary 5.2.8 are the results

of our attempt to give a more natural formulation of [CORS18, Lemma 2.19]. Prior

to conversations we had with the first and the last author of [CORS18], that lemma

was only saying that a type family P : X → UL extends along an L′-localization X →

L′X (see also [CORS18, Rmk. 2.35]). This last example shows how the differences

between the HoTT and the HTT settings give occasions for one point of view to

inform and complement the other. Statements and proofs that are present here but

not in [CORS18] should then be taken in this spirit. For example, this applies to the

results showing that L-local and L-separated maps form local classes of maps in E

(Proposition 3.2.3, Remark 3.2.7 and Proposition 5.1.7), as well as to the discussion

of Section 6.2 about reflective subfibrations for which L• = L′
•.

Finally, the translation process from HoTT to HTT often turns strict equalities in

the former setting into canonical equivalences in the latter, and one must keep track



10 CHAPTER 1. INTRODUCTION

of these equivalences. A typical example of this phenomenon is the Beck-Chevalley

condition, which provides canonical equivalences involving pullback functors and their

adjoints as in
∑

k

h∗
≃
−−→ g∗

∑

f

and f ∗
∏

g

≃
−−→

∏

h

k∗,

for suitable maps h, k, g, f in E (see Lemma A.1.3). In type theory, the corresponding

statements are judgmental (that is, strict) equalities which say that substitution of

terms commute with Σ and Π operations. This bookkeeping process for equivalences

becomes particularly evident in our proof of Theorem 5.3.3, which is more complicated

than the HoTT proof given in [CORS18, Thm. 2.25].

In April 2019, after most of the results in this thesis were accomplished, M. Shul-

man gave a proof of the conjecture that every∞-topos models homotopy type theory

([Shu19]). Hence, all statements proven in HoTT can be translated into true state-

ments in any∞-topos E1. This applies, in particular, to the results given in [CORS18].

However, we believe that this recent development does not invalidate our work en-

tirely, for several reasons. First of all, our work on localization in HTT can not be

immediately recovered from the analogous work in HoTT since the starting points are

different (reflective subfibrations in HTT, reflective subuniverses in HoTT). Hence,

the already-mentioned translations that accompany our work still need to be done

in practice, at least if one wants to obtain an external understanding of the internal

statements provided by HoTT. Secondly, not all proofs we give here are direct trans-

lations of the HoTT ones, as some type-theoretic arguments do not have an obvious

counterpart in the HTT setting, so that we were often forced to employ different

proof techniques. Furthermore, even for those arguments that parallel more closely

the ones in [CORS18], we believe our proofs can give some working-knowledge on

how to use and adapt HoTT reasoning to prove theorems in an∞-topos E, in a spirit

similar to [ABFJ17a] and [Rez15]. Finally, as remarked earlier, several results here

are not present in [CORS18].

1 Modulo the initiality conjecture for homotopy type theory.
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1.5 Content and structure

We give below a summary of the structure and of the content of this thesis which

consists of seven chapters (including this introduction) and an appendix.

In Chapter 2, we follow [Lur09] and [GK17] to give an overview of the theory

of local classes of maps in an ∞-topos E. A class S of maps in E is said to be local

(Definition 2.1.2) if it is closed under coproducts, stable under pullbacks, and satisfies

a descent condition. Up to size issues, a class S of maps in E is local exactly if it

admits a classifying map p ∈ S (Definition 2.1.4), so that every other map of S is

a pullback of p. In particular, the class of all maps in E is local and so it admits a

classifying map u : Ũ → U . The base space U plays the role in E of a given universe

in homotopy type theory. Classifying maps p : E → X enjoy an important property

called univalence (Definition 2.2.8) which, roughly, means that equivalences between

(homotopy) fibers of p are completely determined by paths inX . In order to formulate

univalence, one needs to introduce an object of equivalences between any two objects

X and Y of E, defined in [GK17, Thm. 2.10]. We give an alternative characterization

of it in Lemma 2.2.4.

In Chapter 3, we apply the results of the previous chapter to a class of maps associ-

ated to a reflective subfibration L• on E. We show that L-local maps (Definition 3.1.1)

form a local class of maps in E (Proposition 3.2.3) and use this fact to characterize

reflective subfibrations on spaces as “fiberwise localizations” (Corollary 3.2.4). It fol-

lows that L-local maps admit a univalent classifying map uL : ŨL → UL. By [GK17,

Cor. 3.10], there is a monomorphism UL ֌ U and uL is the pullback of u along this

mono. This fact links the notion of reflective subfibration on E with that of reflective

subuniverse in HoTT.

In Chapter 4, we introduce and study L-connected maps. These are maps in E

whose fibers have trivial L-localization (Definition 4.1.1). We establish a few technical

lemmas about these maps, aimed at proving the following result.
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Theorem 4.2.5. Let E be an ∞-topos.

1. Let F = (L,R) be a stable factorization system on E. There exists a modality

LF
• on E whose local maps are exactly the maps in R.

2. Let L• be a modality on E. Let L be the class of L-connected maps and R the

class of L-local maps. Then FL = (L,R) is a stable factorization system on E.

Moreover, the assignments F 7→ LF
• and L• 7→ FL are inverse to one another.

Here, a modality is a reflective subfibration L• on E such that the composition

of two L-local maps is again L-local. The above theorem reconciles this meaning of

the term “modality” with the one used in [ABFJ17a] to refer to a stable factorization

system (Definition 4.2.1). In a different flavour, this result is internally proven in

HoTT in [RSS17]. Chapter 4 is tangential to our main results of Chapter 5 and can

be skipped at a first reading, except for the main concept of an L-connected map.

In Chapter 5, we get to the core of our work. For a general reflective subfibration

L• on E, we introduce L-separated maps as those maps in E whose diagonal is an

L-local map (Definition 5.1.1). L-separated maps inherit a lot of pleasant properties

from L-local maps. In particular, they also form a local class of maps of E (Proposi-

tion 5.1.7), hence they satisfy a necessary condition to be themselves the local maps

for a reflective subfibration on E. Showing that this is indeed the case is the purpose

of this chapter. Our path to victory goes through a careful analysis of the interactions

between L-separated and L-local maps which culminates in the following character-

ization of L′-localization maps, that is, those maps into an L-separated object that

are initial among maps out of a fixed object X ∈ E and into an L-separated object

(Definition 5.2.2).

Theorem 5.2.10. The following are equivalent, for a map η′ : X → X ′ in E:

1. η′ is an L′-localization of X ;
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2. η′ is an effective epimorphism and

X

X ×X

X ×X′ X

∆X ��❄
❄❄

❄❄
❄

∆η′ //

��⑧⑧
⑧⑧
⑧⑧

is an L-localization of ∆X .

On the way, we also prove Proposition 5.2.6 which gives a characterization of L-

local maps in terms of extensions along L′-localization maps. This is a good example

of how one can use the theory of classifying maps (applied to the classifying map of

L-local maps) to translate reasoning about universes in homotopy type theory into

proofs of results whose statements have nothing to do with universes. After a few

more preliminary lemmas, we conclude Chapter 5 by using Theorem 5.2.10 to prove

the following result, which combines Theorem 5.3.3 and Corollary 5.3.4.

Theorem. Let L• be a reflective subfibration on an ∞-topos E. Then the following

hold.

1. For every map p ∈ E/Z , there exists an L′-localization map η′Z(p) : p→ LZ(p).

2. There exists a reflective subfibration L′
• on E for which the L′-local maps are

exactly the L-separated maps.

We remark that the proof of the above theorem makes crucial use of the fact that

L-local maps admit a classifying map and that this map is univalent. This result is

also significatively more complicated to prove in our setting than in homotopy type

theory (see [CORS18, Thm. 2.25]).

In Chapter 6, we present some results that we can state or prove once we know

that L-separated maps are associated to a reflective subfibration on E. For example,

we give a way to produce new stable factorization systems from old ones (Proposi-

tion 6.1.2), and we prove a result that shows how L′
• accounts for the lack of com-

mutativity between L• and loop functors (Corollary 6.1.3). We also study further
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relationships between L• and L′
•, proving, for instance, results that link L′- and L-

connected maps (Proposition 6.1.9). We make use of the fact that L′-localization is

almost left exact (Proposition 6.1.4) to give a characterization of self-separated re-

flective subfibrations. These are reflective subfibrations L• for which L• = L′
•, in

the sense that every L-separated maps is L-local (the contrary being always true).

Self-separated reflective subfibrations are linked to the notions of hypercomplete and

∞-connected maps in an ∞-topos E (Definition 6.2.2). Self-separated reflective sub-

fibrations can be characterized in terms of special left exact localizations of E, the

quasi-cotopological localizations (Definition 6.2.5) as explained by the following result,

which does not appear in [CORS18].

Theorem 6.2.8. The following are equivalent, for a reflective subfibration L• of E.

1. L• is self-separated.

2. L• is the modality associated to a quasi-cotopological localization of E.

In this case, hypercomplete maps are L-local.

In Chapter 7, given any set S of maps in E, we prove the existence of the S-

localization on E. Namely, we show that we can construct a reflective subfibration LS•

on E with the property that an object X ∈ E is LS-local if and only if, for every map

f : A→ B in S, the map Xf : XB → XA is an equivalence in E (Proposition 7.1.12).

We remark that this existence result uses local presentability of the∞-topos E. When

S = {A → 1} for an object A of E, the corresponding S-localization is called A-

nullification. We show that it is always a modality (Proposition 7.1.9). We conclude

the chapter with two sections where we explore some properties of S-localizations in

the case where: a) the maps in S all belong to the left class of a cartesian factorization

system on E (Section 7.3); or (b) all the maps in S are between 0-connected types

(Section 7.4).

Finally, in Appendix A, we collect some results about locally cartesian closed ∞-

categories that we need in our work, but that we could not naturally fit anywhere in
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the main body without interrupting the flow of our arguments. Some of the results

there are well known, but for others we could not find any reference in the literature.

An example of the results in the latter group is given by Proposition A.2.1, where we

prove the topos-theoretic version of the function extensionality axiom from HoTT.

Section A.3 is a nice little compendium of abstract nonsense that allows us to prove

Proposition A.3.4, a result about unique extensions of maps that is crucial for the

proof of Theorem 5.2.10.

1.6 Higher categorical conventions

We gather here miscellaneous background concepts and notation about∞-catego-

ries that we use throughout our work.

Infinity categories. In this work, we use (more or less explicitly) many results

about the category theory of ∞-categories that are proven in [Lur09], where an ∞-

category is taken to be a quasicategory, that is, a simplicial set which has the right

lifting property with respect to inner-horn inclusions. However, all these results are

basic facts that every model of ∞-category theory ought to provide, and the specific

incarnation of ∞-categories as quasicategories only comes into play in the proofs

that these results actually hold in that model. Here are a few examples of basic

“model-independent” results we use, where C is an ∞-category.

• For every X, Y ∈ C, there is an ∞-groupoid C(X, Y ) of maps in C from x to y.

Here, an ∞-groupoid is thought of as an abstract homotopy type, but can be

incarnated as a Kan complex. Given two maps f, g : X → Y , one writes f = g

if f and g are homotopic, that is, if they are in the same path-component of

C(X, Y ).

• Composition of maps is defined, associative and unital up to coherent higher ho-

motopies. Maps in C having a two-sided inverse with respect to this composition
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are called equivalences.

• For every object A ∈ C, every map f : Y → X gives rise to a map of ∞-

groupoids C(A, f) : C(A, Y ) → C(A,X), well-defined and natural up to homo-

topy, which represents composition with f . These maps detect equivalences, in

that each map C(A, f) is an equivalence of ∞-groupoids for every A ∈ C if and

only if f is an equivalence in C.

• For every X ∈ C, there is a slice ∞-category C/X whose objects are maps in C

with codomain X and whose morphisms are homotopy commutative triangles

between these maps. There is also a forgetful functor C/X → C which is con-

servative, i.e., it reflects equivalences. If f : Y → X is a map in C, there is a

natural equivalence of ∞-categories (C/X)/f ≃ C/Y .

• There are notions of limits, colimits and adjunctions that have the right homo-

topical universal property and can be characterized representably through the

mapping spaces C(•, •).

Uniqueness of maps. Given an ∞-category C, when we make statements about

the existence and uniqueness of a map in C satisfying certain conditions, we always

mean that the space of maps verifying those conditions is contractible.

Slice categories. Given an ∞-category C, we often depict a map m : p → q in a

slice category C/Z as a commuting triangle in C of the form

E M

Z

m //

p ��❄
❄❄

❄❄

q��⑧⑧
⑧⑧
⑧

leaving the interior 2-simplex implicit. We will often carry over this implicitness to

other maps in slice categories that are constructed from m, at least as long as the

context is enough to disambiguate. For example, if the implicit 2-simplex of m above
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is σ, then the implicit 2-simplex of the map in C/Z2 given by

E M

Z2

m //

(p,p) ��❄
❄❄

❄

(q,q)��⑧⑧
⑧⑧

is (σ, σ).

If p and q are objects in a slice category C/Z , we write p×Z q to mean the product

object of p and q in C/Z .

Orthogonality relation. We will make extensive use of the orthogonality relation

between maps in an ∞-category C.

Definition 1.6.1. Let f : A→ B, g : X → Y be maps in an ∞-category C. We say

that f is left orthogonal to g and that g is right orthogonal to f if the following square

of ∞-groupoids is a homotopy pullback square

C(B,X) C(B, Y )

C(A,X) C(A, Y )

C(B,g) //

C(f,X)
��

C(f,Y )
��

C(A,g)
//

When this happens, we write f ⊥ g.

Remark 1.6.2. The pullback condition in Definition 1.6.1 can be restated as asking

that the induced map of ∞-groupoids

ϕ : C(B,X) −→ C(A,X)×C(A,Y ) C(B, Y )

is an equivalence. Equivalently, this means that each homotopy fiber of ϕ is con-

tractible. We can phrase this condition by saying that for every solid commutative

diagram in C

A X

B Y

//

f
��

g
��

//

;;✇
✇

✇
✇



18 CHAPTER 1. INTRODUCTION

there exists a unique dotted filler.

When C has a terminal object 1, given an object X in C, we simply write f ⊥ X

to mean f ⊥ (X → 1). To minimize the risk of confusion, we use the symbol ⊥X

when we want to denote the orthogonality relation in the slice ∞−category C/X . So,

for example, if α : p → q is a map in C/X and r is an object in C/X , α ⊥X r means

that α is left orthogonal to the map r → idX in C/X .

Given a class M of maps in C, we write ⊥
M for the class of maps in C that are

left orthogonal to every map in M, and we write M⊥ for the class of maps in C that

are right orthogonal to every map in M.

Infinity topoi. By an∞-topos we mean an∞-category E with the following prop-

erties.

(a) E is a locally presentable ∞-category ([Lur09, Def. 5.5.0.1]).

(b) Colimits in E are universal ([Lur09, Def. 6.1.1.2]).

(c) The class of all maps in E is a local class of maps (see Definition 2.1.2).

This characterization of ∞-topoi follows from [Lur09, Thm. 6.1.6.8] and is also given

in [ABFJ17a, Def. 2.2.3]. We spell out some consequences of this definition that will

be used throughout our work. Let E be an ∞-topos.

(i) E admits small limits and colimits. In particular, it has a terminal object 1 and

an initial object 0.

(ii) E is a locally cartesian closed ∞-category. This means that, for every map

f : Y → X , the pullback functor

f ∗ : E/X −→ E/Y
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has a left and a right adjoint, which we denote by

∑

f

: E/Y −→ E/X and
∏

f

: E/Y −→ E/X ,

respectively. Given an object p ∈ E/Y ,
∑

f (p) is just the composite map f ◦ p.

When f is the unique map A → 1 for A ∈ E, we simply write
∑

A and
∏

A.

In this case,
∑

A is the forgetful functor E/A → E. We may refer to left and

right adjoints to pullback functors as dependent sums and dependent products

respectively.

(iii) 0 ≃ 1 in E if and only if E is equivalent to ∆0, the terminal ∞-category.

(iv) Coproducts in E are disjoint, as in [Lur09, § 6.1.1 and Lemma 6.1.5.1].

(v) For every n ≥ (−2), one can define the classes of n-connected and n-truncated

maps ([Lur09, Def. 5.5.6.1 and Def. 6.5.1.10]). These forms the left and the

right class of a factorization system in E, respectively (see Definition 4.2.1 and

[ABFJ17a, Prop. 3.4.6]). (−1)-connected maps are also called effective epimor-

phisms and (−1)-truncated maps are also known as monomorphisms. We write

X ։ Y and X ֌ Y to denote an effective epimorphism and a monomorphism,

respectively.

(vi) For every X ∈ E, the slice ∞−category E/X is again an ∞-topos.



Chapter 2

Univalence for local classes of maps

In this chapter, we gather some background material and a few new results that

will be needed in the rest of our work.

In Section 2.1, we follow [Lur09] and describe the theory of local classes of maps

and their classifying maps which will be crucial when working with reflective subfi-

brations. In Section 2.2, we give an account of the notions of objects of equivalences

and univalent maps, as developed in [GK17]. Lemma 2.2.4 provides an internal de-

scription of Eq(X, Y ) — the object of equivalences between two objects X, Y of an

∞-topos E — that does not appear in [GK17].

2.1 Local classes and classifying maps

We introduce here local classes of maps in an∞-topos E and explain that, modulo

size issues, they are exactly the classes S of maps in E that admit a classifying map,

that is, a map p in S such that every other map in S is a pullback of p. Our exposition

follows [Lur09]. We fix an ∞-topos E throughout.

Proposition 2.1.1 ([Lur09, Prop. 6.2.3.14]). Let S be a class of maps in E and

suppose S is closed under small coproducts in E•→• and stable under pullbacks. Then

the following are equivalent for S.

20
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1. Given any pullback square in E

E M

X Y

g //

q
��

p
��

f
//

where f is an effective epimorphism, p is in S if and only if q is in S.

2. Given any commutative cube in E

C D//

A

C

f

��

A B// B

D

g

��

Z W//

X

Z

h

��

X Y// Y

W

k

��

B

Y
��❄

❄❄
A

X
��❄

❄❄

C

Z
��❄

❄❄
D

W
��❄

❄❄

if the back and the left faces are pullback squares, the top and the bottom faces are

pushout squares and f, g, h ∈ S, then the right and the front faces are pullback

squares and k ∈ S.

Definition 2.1.2. A class S of maps in E which is closed under small coproducts, sta-

ble under pullbacks and satisfies one of the equivalent conditions of Proposition 2.1.1

is called local.

Example 2.1.3. The class of all maps in an ∞-topos is local.

Local classes of maps in an∞-topos are important because, up to size issues, they

are the classes of maps that admit a classifying map.

Definition 2.1.4. Let S be a pullback-stable class of maps in an∞-topos E. Denote

by Cart(S) the sub-∞-category of E•→• having the maps in S as objects and pullback

squares as morphisms. A classifying map for S, if it exists, is a terminal object

p : E → X of Cart(S).
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Thus, a classifying map p : E → X for S is a map in S such that every other map

in S is a pullback of p in an essentially unique way.

Example 2.1.5 ([Lur09, Prop. 6.1.6.3]). The class of all monomorphisms in an ∞-

topos E has a classifying map.

Definition 2.1.6. Let κ be a regular cardinal. A map f : X → Y in E is said to be

relatively κ-compact if for every pullback square

Z Y//

W

Z
��

W X// X

Y

f
��

where Z is κ-compact, W is also κ-compact.

The notion of relatively κ-compact maps is what gives the smallness condition

needed to prove the following result.

Proposition 2.1.7 ([Lur09, Prop. 6.1.6.7]). Let S be a local class of maps in an

∞-topos E. Then, there are arbitrarily large regular cardinals κ such that the class

Sκ of maps in S that are relatively κ-compact is local and has a classifying map.

We record in the following observation a few remarks about the “arbitrarily large”

cardinal κ appearing in the statement of Proposition 2.1.7.

Remark 2.1.8.

1. The regular cardinal κ in E has to be large enough for:

(a) E to be locally κ-presentable;

(b) the pullback functor

p : EΛ2
2 −→ E

(Λ2
2)

⊳

to preserve κ-filtered colimits;
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(c) the restriction of p to κ-compact objects in EΛ2
2 to land in E

(Λ2
2)

⊳

κ , where

Eκ denotes the full subcategory of κ-compact objects in E.

2. When κ is also taken to be strongly inaccessible, then the class of relatively

κ-compact maps in E is closed under dependent products, in the sense that, if

f : X → Y and g : E → X are both relatively κ-compact, then Πf(g) is also

relatively κ-compact (see [GK17, Lemma 4.17]).

Notation 2.1.9. For every regular cardinal κ as in Remark 2.1.8 (1) and (2), we

denote by

Ũκ → Uκ

the classifying map for κ-compact maps in E. Here, U stands for “universe”,where

the terminology is borrowed from homotopy type theory (see [UF13, § 1.3]). If S is

a local class of maps, we denote by

ŨSκ → U
S
κ

the classifying map for Sκ.

Note that, by definition, there is a pullback square

ŨSκ Ũκ

USκ Uκ

//

�� ��

sκ
//

(2.1)

where the map sκ is unique up to equivalence.

2.2 Objects of equivalences and univalence

Following [GK17], we explain here how one can associate an object Eq(X, Y ) to

every pair of objects X, Y ∈ E so that the global elements of Eq(X, Y ) are the equiv-
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alences from X to Y . We use such objects of equivalences to define and characterize

univalent maps in an ∞-topos.

Every ∞-topos E is, in particular, a cartesian closed ∞-category. One way of

saying what this means is that, for every X, Y ∈ E, the functor

E(X × (−), Y ) : Eop −→ ∞Gpd

is represented by an object Y X ∈ E, which we call the internal hom from X to Y . For

every X ∈ E there is then a functor (−)X : E→ E which is right adjoint to X × (−).

We denote by

evX,Y : Y
X ×X → Y

the counit of the adjunction atX, Y ∈ E. Note also that, for every T ∈ E, E(X×T, Y )

can equivalently be described as

E/T (X × T, Y × T ),

where X × T is shorthand notation for the projection X × T → T , seen as an object

of E/T .

Now, E is in fact locally cartesian closed, so for every X ∈ E and every p, q ∈ E/X ,

we get an internal hom qp in E/X .

Notation 2.2.1. If E = dom(p) and M = dom(q), we write [E,M ]X for the domain

of qp. In this way, we can consider qp as a map

[E,M ]X
qp

−→ X

in E.

We now want to find a subobject of Y X (or, more generally, of qp), whose global

elements correspond to equivalences X → Y . To this end, let J(E) be the core of
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E, that is, the maximal ∞-subgroupoid of E. It can be explicitly described as the

(strict) pullback of ∞-categories

J(E) E

J(Ho(E)) Ho(E)

//

�� ��
//

where J(Ho(E)) denotes the usual, 1-categorical, core functor. Since for every ∞-

category C and every X, Y ∈ C, Ho(C)(X, Y ) ≃ π0(C(X, Y )), it then follows that

there is a pullback square

J(E)(X, Y ) E(X, Y )

π0(J(E)(X, Y )) π0(E(X, Y ))

//

�� ��
//

(2.2)

and that the map J(E)(X, Y )→ E(X, Y ) is a monomorphism. The assignment

T 7→ J(E/T )(X × T, Y × T )

thus defines a subfunctor of E(X × (−), Y ). It turns out this functor is itself repre-

sentable.

Proposition 2.2.2 ([GK17, Thm. 2.10]). For every X, Y ∈ E, there is a subobject

EqE(X, Y ) of Y X such that, for every T ∈ E, there is an equivalence of ∞-groupoids

E(T,EqE(X, Y )) ≃ J(E/T )(X × T, Y × T ),

natural in T ∈ E. Furthermore, this is also true “locally”, that is, for every two

objects p, q in a slice category E/X .

Notation 2.2.3. For p : E → X and q : M → X , we write Eq/X(E,M) for the
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domain of EqE/X
(p, q), so that EqE/X

(p, q) is a map

Eq/X(E,M)
EqE/X

(p,q)

−−−−−−→ X

in E. We will often just write Eq(p, q) for EqE/X
(p, q), if no risk of confusion arises.

In the following, it will be useful to have another, more explicit, description of

Eq(X, Y ). For X, Y ∈ E, there is a map cX,Y : X
Y × Y X → XX obtained as the

adjunct map to the composite

XY × Y X ×X XY × Y
XY ×evX,Y // XY × Y X

evY,X //

Lemma 2.2.4. For every X, Y ∈ E, there is a pullback square

Eq(X, Y ) XY × Y X ×XY

1 XX × Y Y

//

��

(cX,Y ◦pr12, cY,X◦pr13)

��

(idX ,idY )
//

where pr12 (resp. pr13) is the projection Y X ×XY ×XY → Y X ×XY onto the first

two components (resp. onto the first and last components). This is also true “locally”

for every p, q ∈ E/X .

Note that, on global elements, the right vertical map sends f ∈ E(X, Y ) and

g, h ∈ E(Y,X) to (gf, fh) ∈ E(X,X)× E(Y, Y ).

Proof. The statement for slice categories is proven exactly as the one for E, so we just

prove the latter. By [GK17, Lemma 2.8], it follows that there is an essentially unique

inversion map i : Eq(X, Y ) → Eq(Y,X), such that, for every T ∈ E, the following
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diagram commutes

J(E/T )(X × T, Y × T ) 1//J(E/T )(X × T, Y × T )

J(E/T )(X × T, Y × T )× J(E/T )(Y × T,X × T )

(id,i)

��
J(E/T )(X × T, Y × T )× J(E/T )(Y × T,X × T ) J(E/T )(X × T,X × T )//

1

J(E/T )(X × T,X × T )

idX×T

��
J(E/T )(X × T, Y × T )× J(E/T )(Y × T,X × T )

E/T (X × T, Y × T )× E/T (Y × T,X × T )
��

E/T (X × T, Y × T )× E/T (Y × T,X × T ) E/T (X × T,X × T )//

J(E/T )(X × T,X × T )

E/T (X × T,X × T )
��

where the middle and bottom horizontal arrows are composition maps and the unla-

belled vertical maps are monomorphisms. In fact, for each T , i picks out an inverse

for every equivalence X × T → Y ×T over T . Now, let P be the pullback in E of the

cospan displayed in the statement of the lemma. If we still denote by i the composite

Eq(X, Y )
i
→ Eq(Y,X) ֌ XY ,

there is a map

Eq(X, Y )→ XY × Y X ×XY

given by the monomorphism Eq(X, Y ) ֌ Y X on the second component and by i on

the other two components. The above-mentioned result from [GK17] then implies

that this map determines a morphism ϕ : Eq(X, Y )→ P.

We show that ϕ is an equivalence by verifying that E(T, ϕ) is an equivalence of

∞-groupoids for every T ∈ E. For ease of exposition, we show this for T = 1 only; the

same proof below goes through for a generic T ∈ E by working with E/T (X×T, Y ×T )

rather than E(X, Y ). There is a (homotopy) pullback in ∞Gpd

E(1, P ) E(Y,X)× E(X, Y )× E(Y,X)

1 E(X,X)× E(Y, Y )

//

�� ��
//

whereas E(1,Eq(X, Y )) ≃ J(E)(X, Y ) can be described as the (strict) pullback (2.2).
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Note that, by the description of equivalences in an ∞-category as those maps having

a left and a right inverse, the composite map

E(1, P )→ E(Y,X)× E(X, Y )× E(Y,X)→ E(X, Y )

automatically lands in J(E)(X, Y ), giving a map ψ : E(1, P ) → J(E)(X, Y ) which

takes (g, f, h) (for f : X → Y , gf ≃ id and fh ≃ id) to just f . On the other hand,

the map ϕ̃ : J(E)(X, Y ) → E(1, P ) induced by ϕ sends an equivalence f : X → Y to

(i(f), f, i(f)), for a chosen inverse i(f) of f . It follows that ψ ◦ ϕ̃ ≃ id. We conclude

by observing that ψ is an equivalence. For, if f ∈ J(E)(X, Y ), by definition of E(1, P )

we get that

hofibf (ψ) ≃ hofibidY ((−) ◦ f)× hofibidX (f ◦ (−))

and both factors on the right are contractible, since both the maps

f ◦ (−) : E(Y,X)→ E(Y, Y ) and (−) ◦ f : E(Y,X)→ E(X,X)

are equivalences of ∞-groupoids when f is an equivalence.

Remark 2.2.5. Given f : X → Y , we denote by biinv(f) the corner in the pullback

square

biinv(f) Eq(X, Y )

1 Y X

//

��

��

��

��

f
//

Thus, biinv(f) is a (−1)-truncated object of E (i.e., it is a proposition) and we have

that biinv(f) ≃ 1 exactly when f is an equivalence in E. (In fact, E(T, biinv(f))

is either empty or contractible precisely depending on whether or not f × T is an

equivalence in E/T , for T ∈ E.)

Definition 2.2.6 ([GK17, §3.1]). The object of equivalences for p : E → X is the
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object of E/X×X given by

EqE/X×X
(p× idX , idX × p) : Eq/X×X(p× idX , idX × p)→ X ×X

where p × idX : E × X → X × X and similarly for idX × p. We write the object of

equivalences for p as

Eq/X(p) : Eq/X(E)→ X ×X

Note that, given a global element (x, y) : 1→ X×X , a global element of the fiber

of Eq/X(p) over (x, y) is given by an equivalence fibx(p)→ fiby(p).

Remark 2.2.7. There are pullback squares in E

X ×X Xpr1
//

E ×X

X ×X

p×idX
��

E ×X E// E

X

p
��

and

X ×X Xpr2
//

X × E

X ×X

idX×p
��

X × E E// E

X

p
��

If ∆X : X → X ×X is the diagonal of X , we then get that

(∆X)
∗(p× idX) = p = (∆X)

∗(idX × p)

By the definition of Eq, it follows that the identity map

idp ∈ J(E/X)(p, p)

induces a map idtoequiv : X → Eq/X(E) over X ×X as in

X

X ×X

Eq/X(E)

∆X ��❄
❄❄

❄❄
❄❄

❄
idtoequiv //

Eq/X(p)��⑧⑧
⑧⑧
⑧⑧
⑧

(2.3)

Definition 2.2.8. [GK17, §3.2] A univalent map is a map p : E → X in E for which

the associated map idtoequiv : X → Eq/X(E) is an equivalence in E/X×X .



30 CHAPTER 2. UNIVALENCE FOR LOCAL CLASSES OF MAPS

The following result tells us that univalent maps abound and it will be crucial in

the proof of one of our main results (see Theorem 5.3.3).

Proposition 2.2.9 ([GK17, Prop. 3.8]). Every classifying map p is univalent.

Remark 2.2.10. The Fundamental Theorem of ∞-Topos Theory states that, for

every X ∈ E, E/X is again an ∞-topos ([Lur09, Prop. 6.3.5.1]). Hence, all the results

in this section apply equally well to E/X . In particular, for every local class S of maps

in E/X , there are arbitrarily large regular cardinals κ such that there is a univalent

classifying map for Sκ over X as in:

˜
US/Xκ

X

US/Xκ

!!❉
❉❉

❉❉
❉❉

p //

}}③③
③③
③③
③

We end this section with the following observation about truncated univalent map.

Lemma 2.2.11. Let p : E → X be a univalent and n-truncated map in an ∞-topos

E, for n ≥ (−1). Then both E and X are (n + 1)-truncated.

Proof. If X is (n+1)-truncated, then so is E because p is n-truncated by hypothesis.

In order to show that X is (n + 1)-truncated, we can show that the diagonal ∆X

is n-truncated. By univalence, ∆X is equivalent to Eq/X(p), which is a subobject

of (idX × p)(p×idX) in E/X2 . Therefore, it suffices to show that (idX × p)(p×idX) is n-

truncated, because a subobject of an n-truncated object is n-truncated. Since idX×p

is a pullback of p, it is an n-truncated object of E/X2 . But then

(idX × p)
(p×idX) =

∏

p×idX

(p× idX)
∗(idX × p)

is also n-truncated, because dependent products, like any right adjoint, preserve n-

truncated objects (see [Lur09, Prop. 5.5.6.16]).
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Corollary 2.2.12. Let p : E → X be the classifying map of monomorphisms in an

∞-topos. Then X is 0-truncated and E is contractible. In particular, p is the subobject

classifier of τ≤0(E), the ordinary 1-topos of 0-truncated objects of E.

Proof. We show that E is contractible. By Lemma 2.2.11 above, X is 0-truncated.

Since id1 is a monomorphism, there is a pullback square

1 E

1 X

∗ //

p1q
//

id1
��

p
��

for some map p1q : 1 → X , which is a monomorphism because X is 0-truncated. In

particular, since E has a global element, it is (−1)-connected, that is, the map E → 1

is an effective epimorphism E ։ 1. The composite square

E

E

1 E

1 X

// //

// //

idE
��

∗ //

p1q
//

id1

��

p

��

shows that idE is the pullback of p along E ։ 1
p1q
−−→ X . Because p is a monomorphism,

idE is also the pullback of p along itself. Since p is a classifying map, we then get a

commutative diagram

E X

1

// p //

�� ��❄
❄❄

❄❄
❄❄

?? p1q

??⑧⑧⑧⑧⑧⑧

and then E ։ 1 has to be an equivalence, as needed.

Notation 2.2.13. In light of Corollary 2.2.12 above, we follow the traditional conven-

tion in topos theory and denote by t : 1 ֌ Ω the classifying map for monomorphisms

in our ∞-topos E.

Remark 2.2.14. Given Corollary 2.2.12, one might wonder whether the result about

the truncation level of the total space E in Lemma 2.2.11 can be sharpened. We pro-
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vide an example of a 0-truncated univalent map p : E → X , where E is 1-truncated,

but not 0-truncated. Let J(N ) be the (1-)groupoid of natural numbers and bijections

among them. Let J(N )∗ be the groupoid of pointed objects in J(N ). Upon applying

the nerve functor, the forgetful functor J(N )∗ → J(N ) induces a 0-truncated map

N(J(N )∗)→ N(J(N ))

between 1-truncated objects in∞Gpd. This map is univalent, because it is a classify-

ing map: it classifies the 0-truncated maps with finite fibers. The fiber of the diagonal

map ∆(N(J(N )∗)) over two points (n, i), (m, j) in N(J(N )∗) is J(N )∗((n, i), (m, j)),

the set of pointed bijections from n to m. Hence, N(J(N )∗) is 1-truncated, but not

0-truncated.



Chapter 3

Reflective subfibrations and

classifying maps

In this chapter, we introduce the notion of reflective subfibrations L• on an ∞-

topos E, which constitute our main object of study. Essentially, this is a collection

of pullback-stable reflective subcategories DX of E/X , with reflector LX . We call the

objects of DX , as X varies in E, L-local maps. The definition is taken directly from

[RSS17, §A.2].

In Section 3.1, we discuss some properties of reflective subfibrations that follow

from their definition and from the general theory of reflective subcategories.

In Section 3.2, we show that, for a reflective subfibration L• on E, the class of

L-local maps form a local class of maps (Proposition 3.2.3). Therefore, L-local maps

admit a univalent classifying map (see Theorem 3.2.6). We can use this observation to

link the concept of reflective subfibration on E to the notion of a reflective subuniverse

in homotopy type theory, as given in [CORS18] and in [RSS17].

33



34 CHAPTER 3. REFLECTIVE SUBFIBRATIONS AND CLASSIFYING MAPS

3.1 Reflective subfibrations

We give here the definition of reflective subfibrations on an ∞-topos E and estab-

lish some notation about them that we will use throughout our work. We also derive

some immediate properties of reflective subfibrations.

Definition 3.1.1 ([RSS17, §A.2]). Let E be an ∞-topos.

1. A system of reflective subcategories (srs) L• on E is the assignment, for each

X ∈ E, of an ∞-category DX such that:

• Each DX is a reflective∞-subcategory of E/X , with associated localization

functor LX =: E/X → E/X . This is the composite of the reflector of E/X

into DX and the inclusion of DX into E/X . When X = 1, we write D for

D1 and L for L1. D is called the underlying reflective subcategory of the

srs L•.

• For every morphism f : X → Y in E, the pullback functor f ∗ : E/Y → E/X

restricts to a functor DY → DX which we still denote by f ∗.

Note that an srs gives in particular a subfunctor of the functor Cop → ∞CAT

sending X ∈ E to E/X . Here ∞CAT is the ∞-category of ∞-categories.

2. An srs L• on E is a reflective subfibration on E, if, for any f : X → Y in E and

any p ∈ E/Y , the induced map LX(f
∗p)→ f ∗(LY p) is an equivalence.

3. An srs L• on E is composing if, whenever p : X → Y is in DY and q : Y → Z is

in DZ , the composite qp is in DZ . In particular, if X ∈ D, then DX ⊆ D/X .

4. A modality on E is a composing reflective subfibration L• on E.

Remark 3.1.2. For every object X ∈ E and every map f : Y → X , we have that

(E/X)/f ≃ E/Y (see [Kap14, Lemma 4.18]). Therefore, for each X ∈ E, a reflective

subfibration L• induces a reflective subfibration L
/X
• of E/X by taking D

/X
f to be
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DY . It follows that all the results we give below about reflective subfibrations on an

∞-topos also hold “locally” in the ∞-topos E/X , for X ∈ E.

From now on, we fix a reflective subfibration L• on our favorite ∞-topos E.

Notation 3.1.3. We adopt the following notation for the rest of this work.

• A morphism p : E → X is called L-local if, seen as an object of E/X , it is in

DX . We call E ∈ E an L-local object if E → 1 is an L-local map.

• For X ∈ E, SX denotes the class of all LX -equivalences, i.e., maps α : p→ q in

E/X such that LX(α) is an equivalence. Equivalently, SX = ⊥
DX , where

⊥
DX

denotes the class of maps in E/X which are left orthogonal to maps in DX (see

Definition 1.6.1). When it is clear that α is a map in E/X , we will often drop

the explicit reference to the object X in our terminology, and just talk about

L-equivalences.

• Given p ∈ E/X , we write ηX(p) : p → LX(p) for the reflection (or localization)

map of p into DX . Note that ηX(p) ∈ SX . For X ∈ E, we set η(X) := η1(X).

Recall from Section 1.6 our notation for the adjoints to pullback functors. The

following remarks will be used extensively throughout.

Lemma 3.1.4. Given f : X → Y , we have:

(i) f ∗(SY ) ⊆ SX , that is, if α : p → q is an LY -equivalence, then the induced map

f ∗(p)→ f ∗(q) on pullbacks is an LX-equivalence;

(ii) Σf (SX) ⊆ SY .

Proof. Given q ∈ E/Y we know that ηX(f
∗q) = f ∗(ηY (q)), so that, in particular,

f ∗(ηY (q)) ∈ SX . Since, given a map α : q → q′ in E/Y , LY (α) is the unique map

with LY (α) ◦ ηY (q) = ηY (q
′) ◦ α, the first claim follows immediately. The second

claim follows by an adjunction argument: if α ∈ SX , given a map β : r → s in DY ,
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Σf (α) ⊥Y β ⇐⇒ α ⊥X f ∗(β) and the latter holds since f ∗ restricts to a functor

DY → DX .

Since L-local maps are closed under pullbacks, we can characterize SX and DX as

follows.

Proposition 3.1.5. The following hold for any X ∈ E.

(i) p ∈ E/X is in DX if and only if α ⊥X (p→ idX) for each α ∈ SX .

(ii) If r ∈ DX and f : X → Y is any map in E, then
∏

f r is in DY .

(iii) DX is an exponential ideal in E/X , i.e., if r ∈ DX and p ∈ E/X , then the internal

hom rp is also in DX .

(iv) LX preserves products and SX is closed under products in E/X .

(v) A map α : p → q is in SX if and only if, for each r ∈ DX , the map of internal

homs rα : rq → rp is an equivalence.

(vi) p ∈ E/X is in DX if and only if pα is an equivalence for each α ∈ SX .

Proof. For the first claim, since SX = ⊥
DX , DX ⊆ (SX)

⊥. On the other hand, if p

(that is, p→ idX) is right orthogonal to SX , then there is a map γ : LX(p)→ p with

γ ◦ ηX(p) = idp and it is easy to see that ηX(p) is then an equivalence.

As for (ii), given r ∈ DX , f : X → Y and any map α ∈ SY , adjointness gives

that α ⊥Y
∏

f r ⇐⇒ f ∗(α) ⊥X r and the latter orthogonality condition holds

by Lemma 3.1.4 (i) and by the hypothesis that r is in DX . Since internal homs

can be constructed via pullbacks and dependent products, it follows that DX is an

exponential ideal, establishing (iii). It is straightforward to check that this latter

condition is equivalent to LX preserving and SX being closed under products in E/X ,

proving (iv).

As for (v), DX being an exponential ideal implies that, for every p ∈ E/X and

r ∈ DX , r
ηX(p) : rLX(p) → rp is an equivalence. Thus, if α : p→ q is in SX , then r

α is
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equivalent in E
•→• to the equivalence rLX(α). Conversely, if rα is an equivalence for

every r ∈ DX , then, given a map β : r → s in DX , consider the diagram

rq

sq ×sp rp

sq

rp

sp))

rα

""

��

//

sα
//
��

&&▼
▼

▼

Since both sα and rα are equivalences, the dotted map is also such, which implies

that α ⊥X β. Finally, (vi) follows immediately from (i), using closure under products

of SX .

Remark 3.1.6. Proposition 3.1.5 (i) and (v) can be restated as saying that a map

α : p → q in E/X is such that, for every r ∈ DX , E/X(α, r) is an equivalence of ∞-

groupoids if and only if rα is an equivalence in E. In this case, α ∈ SX . Similarly,

t ∈ E/X is in DX if and only if, for every α ∈ SX , EX(α, t) is an equivalence, if and

only if tα is an equivalence. The external-hom description of L-equivalences is the

common one in higher category theory, whereas the internal-hom description is the

one available in homotopy type theory. (In fact, homotopy type theory can not even

state the external description, which provides some added value to the homotopy

theoretic approach to localization.) Reflective subfibrations are defined so that these

two perspectives on localization coincide.

We will also need the following cancellation property of L-local maps.

Proposition 3.1.7. Suppose given composable maps X
f
→ Y

g
→ Z in E such that

g, gf ∈ DZ. Then f ∈ DY .

Proof. Let α : p→ q be a map in E/Y which is an LY -equivalence. To show that f is

in DY , we need to show that the induced map of ∞-groupoids

E/Y (α, f) : E/Y (q, f)→ E/Y (p, f)
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is an equivalence. We will prove this fact by realizing such a map as the compar-

ison map of (homotopy) fiber sequences in a pullback square. Consider the map

Σg(α) : gp→ gq and let f : gf → g be the map induced by f . We have similar maps

q : gq → g and p : gp → g. By Lemma 3.1.4 (ii), Σg(α) is an LZ-equivalence. Since

both g and gf are in DZ by hypothesis, the vertical maps in the commutative square

E/Z(gq, gf) E/Z(gq, g)

E/Z(gp, gf) E/Z(gp, g)

E/Z (gq,f)
//

E/Z(Σg(α),gf)

��
E/Z(Σg(α),g)

��

E/Z(gp,f)

//

are equivalences. Hence, the square is a pullback. We can now take the induced map

on fiber sequences. By the dual of [Lur09, Lemma 5.5.5.12], we have:

hofibq
(
E/Z(gq, f)

)
=
(
E/Z

)
/g
(q, f) ≃ E/Y (q, f)

Since q (Σg(α)) = p, we similarly get that

hofibq(Σg(α))(E/Z(gp, f)) ≃ E/Y (p, f)

and the induced map on fiber sequences is E/Y (α, f), as required.

Corollary 3.1.8. If X, Y are L-local objects, then any map f : X → Y is L-local. In

particular, if L is a modality and X ∈ D, then DX = D/X .

Corollary 3.1.9. If g : A→ B is L-local, then so is ∆g : A→ A×B A.

Proof. Consider the pullback square in E

A×B A A

A B

//

pr
��

g
��

g
//
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Since g ∈ DB, the displayed map pr is in DA. But pr ◦∆g = idA, so the claim follows

by Proposition 3.1.7, since idA ∈ DA.

3.2 Classification of L-local maps

We show here that, for a reflective subfibration L• on an ∞-topos E, the L-local

maps form a local class of maps in E and, therefore, they admit a univalent classifying

map.

Let

M
L :=

⋃

X∈E

Ob(DX).

Thus, ML is the class of all L-local maps. Observe that ML is stable under pullbacks:

if p : E → X is in ML and f : Y → X is an arbitrary map in E, then f ∗(p) is in ML,

by Definition 3.1.1.

Lemma 3.2.1. ML is closed under arbitrary small coproducts: if I is a set and

fj ∈ DXj
for j ∈ I, then

∐
j fj is in D(

∐
j Xj).

Proof. For each A ∈ E, idA is L-local since it is the terminal object in E/A. In

particular, id0 is an L-local map, where 0 is the initial object of E. This takes care of

closure under empty coproducts. Since colimits in an ∞-topos are universal, there is

an equivalence

E/
∐

j Xj

≃
−→

∏

j

E/Xj

given by taking pullbacks along the inclusions ιj : Xj →
∐

j Xj. It follows that, given

a map α in E/
∐

j Xj
,

α ⊥∐
j Xj

∐

j

fj ⇐⇒ (ιk)
∗(α) ⊥Xk

fk for all k ∈ I.

(Note that (ιk)
∗(
∐

j fj) = fk because coproducts in E are disjoint.) The latter condi-

tion is true whenever α ∈ S(
∐

j Xj), thanks to Lemma 3.1.4 (i).
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Lemma 3.2.2. Given any pullback square in E

E M

X Y

g //

p
��

q
��

f
//

where f is an effective epimorphism, p is in ML if and only if q is in ML.

Proof. By [Lur09, Lemma 6.2.3.16], the statement is true if we replace “being in ML”

with “being an equivalence”. Suppose p ∈ DX and consider ηY (q) : q → LY (q). We

know that f ∗(ηY (q)) = ηX(f
∗(q)) = ηX(p) and then f ∗(ηY (q)) must be an equivalence,

since p ∈ DX . By the opening observation, ηY (q) is also an equivalence, so that

q ∈ DY .

We have thus proved the following result.

Proposition 3.2.3. The class ML =
⋃
X∈EOb(DX) of all L-local maps for a reflec-

tive subfibration on E is a local class of maps of E.

We can use the above proposition to characterize reflective subfibrations on ∞-

groupoids as fiberwise localizations. The proof of the result below is a typical example

of how to use the fact that ML is a local class of maps in practice.

Corollary 3.2.4. If E =∞Gpd, a map p : E → X is L-local if and only if, for every

x ∈ X, the homotopy fiber hofibx(p) is an L-local ∞-groupoid.

Proof. If E =∞Gpd, the canonical map s :
∐

x∈X 1 −→ X is an effective epimorphism

since it induces a surjection on path components. Since colimits in an ∞-topos are

universal, we have a pullback square

∐
x∈X hofibx(p)

∐
x∈X 1

E

X

//

s
//

s′

��

p

��
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where s′ is the coproduct of the maps hofibx(p) → 1. Thus, p is L-local if and only

if s′ is L-local, by Lemma 3.2.2. Since, for every x0 ∈ X , the pullback of s along

the inclusion x0 : 1 →
∐

x∈X 1 is hofibx0(p) → 1, Lemma 3.2.1 and stability under

pullbacks of L-local maps give us that s′ is L-local if and only if every hofibx0(p) is

an L-local ∞-groupoid, as required.

Remark 3.2.5. The above corollary can be generalized to any ∞-topos E upon

suitably replacing {1} with a set C of κ-compact objects of E such that, if C is the

full subcategory of E spanned by the objects in C, every X ∈ E is a colimit of the

canonical diagram C/X → E. (Such a set C always exists for any locally presentable

∞-category, thanks to the proof of (5) =⇒ (6) in [Lur09, Thm. 5.5.1.1], combined

with [Lur09, Lemma 5.1.5.3].) Indeed, in this case, for every X ∈ E, the canonical

map (
∐

A∈C, A→X

A

)
→ X

is an effective epimorphism, by [Lur09, Lemma 6.2.3.13]. By the same argument

used in the proof of Corollary 3.2.4, p : E → X is L-local if and only if, for every map

j : A→ X with A ∈ C, the pullback map A×X E → A is L-local. If every object in

C is L-local and L is a modality, this is the same as each object A×XE being L-local.

For example, if E = Pre(D) (the ∞-category of presheaves over a small ∞-category

D) and L is a modality such that every representable functor is L-local, then a map

p : E → X is L-local if and only if, for every map D(−, D)→ X , the pullback object

D(−, D)×X E is L-local.

Thanks to Proposition 2.1.7 and Proposition 2.2.9, Proposition 3.2.3 imply the

following result.

Theorem 3.2.6. Let κ be a regular cardinal as in Remark 2.1.8 and let ML
κ be

the class of maps in E which are L-local and relatively κ-compact. Then ML
κ has a

classifying map

ŨLκ → U
L
κ
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which is univalent.

Remark 3.2.7. As in (2.1), there is a pullback square

ŨLκ Ũκ

ULκ Uκ

//

�� ��

lκ
//

Since both ŨLκ → U
L
κ and Ũκ → Uκ are univalent, [GK17, Cor. 3.10] says that lκ is a

monomorphism. Therefore there is a pullback square

ULκ 1

Uκ Ω

//

��
lκ

��

��
t
��

IsLocalκ

//

where t is the classifying map for monomorphisms, as in Notation 2.2.13. In other

words, ŨLκ → U
L
κ (and hence all the relatively κ-compact L-local maps) determines

and is determined by the map IsLocalκ : Uκ → Ω, through which L-local types are

introduced in homotopy type theory, where UL is called a subuniverse of the universe

U (see [CORS18, Def. 2.1]). Note that, given a κ-compact object X ∈ E, the asso-

ciated characteristic map 1 → Uκ factors through the monomorphism lκ : ULκ ֌ Uκ

(that is, X is L-local) if and only if the pullback of the composite

1 −→ Uκ
IsLocalκ−−−−→ Ω

along 1→ Ω gives a (−1)-truncated object of E which is equivalent to 1.



Chapter 4

L-connected maps

We study here properties of another class of maps associated with a reflective

subfibration L• on an ∞-topos E, the L-connected maps.

Section 4.1 contains the important definitions that we will need later on, and a few

technical properties of L-conected maps. The hasty reader can ignore the material

coming after Remark 4.1.2 and move forward to Chapter 5.

Those willing to read the rest of the chapter will see their patience rewarded in

Section 4.2. We prove there that every stable factorization system on E determines a

modality and, conversely, every modality L• on E gives rise to a stable factorization

system whose left class is given by the L-connected maps and whose right class is given

by the L-local maps (Theorem 4.2.5). In the context of homotopy type theory, this

correspondence is proven in [RSS17, §1], through some intermediate steps. Although

some overlap between our proof and the one in [RSS17] certainly occurs, we did

not follow the work there to formulate our arguments. We conclude Section 4.2

by discussing a special kind of modality on E which is associated to any left exact

reflective subcategory of E.

43
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4.1 Definition and basic properties

Given a reflective subfibration L• on E, we give here the definition of L-connected

maps and prove a few technical properties about them that will be used in Section 4.2.

Definition 4.1.1. f ∈ E/X is said to be an L-connected map (in E) if LX(f) ≃ idX .

Equivalently, f is L-connected if

(f
ηX(f)
−→ LX(f)) ≃ (f

f
→ idX)

as objects in the arrow category of E/X , where the equivalence is given by idf and

LX(f)→ idX . We sometimes refer to this fact by saying that an L-connected map f

is its own reflection map.

In particular, an L-connected map f : E → X is an LX -equivalence when seen as

a map f : f → idX in E/X .

Remark 4.1.2. By taking the reflection of f ∈ E/X into DX and using stability

under pullbacks of reflection maps (see Definition 3.1.1 2.), it follows immediately

that L-connected maps are stable under pullbacks along arbitrary maps.

Remark 4.1.3. Suppose p : E → X and q : M → X are maps in E and let α : p→ q

be a map from p to q in E/X . Consider the sliced reflective subfibration L
/X
• given

in Remark 3.1.2. Then, α being L/X -connected means that ΣX(α) : E → M is L-

connected.

Lemma 4.1.4. Suppose given composable maps X
f
−→ Y

g
−→ Z and suppose that f is

L-connected. Then g is L-connected if and only if gf is L-connected.

Proof. Let ηZ(g) : g → LZ(g) be the reflection map of g ∈ E/Z into DZ . The hypoth-

esis on f means that the map f : f → idY is the reflection map of f into DY . By

Lemma 3.1.4 (ii), it then follows that Σg(f) : gf → g is an LZ-equivalence and so the
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composite map in E/Z given by

gf
Σgf
−−→ g

ηZ(g)
−−−→ LZ(g)

is the reflection map of gf into DZ . The claim now follows.

Lemma 4.1.5. If L• is a modality on E, then, for every map f : E → X, the reflection

map ηX(f) : f → LX(f) is L-connected.

Proof. We prove this result for X = 1, the general case having the same proof. Let

η(E) : E → LE be the reflection map of E and let n : η(E) → LLE(η(E)) be the

reflection of η(E) into DLE (that is, n = ηLE(η(E))). The situation can be depicted

as follows

E LE

LLE(E)
n --

η(E) //
LLE(η(E))��⑧⑧

⑧⑧
⑧⑧

By Lemma 3.1.4 and since L is a modality, n is an L1-equivalence into an L-local

object and it is therefore equivalent to η(E) via the map LLE(η(E)). Hence, η(E) is

L-connected.

Lemma 4.1.6. Let L• be a reflective subfibration on E. Then the following hold.

(i) Suppose p : E → X is a map in E with the property that f ⊥ p for every

L-connected map f . Then p is an L-local map.

(ii) Suppose that L• is a modality and let f : A→ B be a map in E with the property

that f ⊥ p for every L-local map p. Then f is an L-connected map.

Proof. We start by proving (i). Consider the reflection map of p into DX given by

E LX(E)

X
p ��❄
❄❄

❄❄

ηX (p) //

LX(p)��⑧⑧
⑧⑧
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Then, by Lemma 4.1.5, ηX(p) is L-connected. Therefore, by the hypothesis on p,

there is a unique n : LX(E) → E with nηX(p) = idE and pn = LX(p). In particular,

p is a retract of the L-local map LX(p) and it is therefore an L-local map itself.

As for (ii), consider the reflection map of f into DB given by

A LB(A)

B
f ��❄
❄❄

❄❄

ηB(f) //

LB(f)��⑧⑧
⑧⑧

The hypothesis on f implies that there is a unique s : B → LB(A) with sf = ηB(f)

and LB(f)s = idB. In particular, sLB(f) can be seen as a map LB(f) → LB(f) in

E/B. Precomposing this map with ηB(f), we deduce that sLB(f) = id. Hence, s is

an equivalence and f is L-connected, by Lemma 4.1.5.

4.2 Stable factorization systems are modalities

In [ABFJ17a] the term “modality” is used as a synonym for a stable factorization

system on an ∞-topos E. We would like to reconcile that terminology with the

definition of modality given in Definition 3.1.1. Namely, we want to show that to

every stable factorization system on E one can associate a reflective subfibration

which is a modality and, conversely, that every modality on E gives rise to a stable

factorization system.

We start by recalling what a stable factorization system is. The reader might also

want to refer back to Definition 1.6.1 and the discussion after it. All the background

definitions and results that we report below are taken from [ABFJ17a, §3.1].

Definition 4.2.1. Let F = (L,R) be a pair of classes of maps in E.

1. We say that F is a factorization system on E if L = ⊥R, R = L⊥ and every

map in E admits a factorization into a map in L followed by a map in R. The

classes L and R are called the left class and the right class of the factorization



4.2. STABLE FACTORIZATION SYSTEMS ARE MODALITIES 47

system F , respectively.

2. We say that a factorization system F on E is stable if the left class L is stable

under pullbacks. (The right class R is always stable under pullbacks.)

It follows from the definition of a factorization system F = (L,R) that the fac-

torization of a map into a left map followed by a right map is unique up to unique

equivalence.

Example 4.2.2. For every n ≥ −2, the n-truncated maps in an∞-topos E form the

right class of a stable factorization system, whose left class is given by the n-connected

maps (see [ABFJ17a, Prop. 3.5.6] and [Lur09, §6.5.1]).

For reference, we record here the following partial 2-out-of-3 properties satisfied

by the left and right classes of a factorization system.

Lemma 4.2.3 ([ABFJ17a, Lemma 3.1.6 (3)]). Let F = (L,R) be a factorization

system on E and let f and g be composable morphisms in E.

(i) If f ∈ L, then gf ∈ L if and only if g ∈ L.

(ii) If g ∈ R, then gf ∈ R if and only if f ∈ R.

Given a class M of maps in E and an object X ∈ E, we let MX be the class of

maps in E/X that are mapped into M by the forgetful functor E/X → E. We can use

this construction to lift factorization systems to slice categories.

Lemma 4.2.4 ([ABFJ17a, Lemma 3.1.7]). Let F = (L,R) be a factorization system

on E. Then, for every X ∈ E, FX := (LX ,RX) is a factorization system on E/X .

We are now ready to prove the following result.

Theorem 4.2.5. Let E be an ∞-topos.

1. Let F = (L,R) be a stable factorization system on E. There exists a modality

LF
• on E whose local maps are exactly the maps in R.
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2. Let L• be a modality on E. Let L be the class of L-connected maps and R the

class of L-local maps. Then FL = (L,R) is a stable factorization system on E.

Proof. We prove the two statements separately and we begin by proving the first

claim.

Assume that F = (L,R) is any factorization system on E. Set D := R/1, the full

subcategory of E spanned by those X ∈ E such that the mapX → 1 is inR. It follows

from uniqueness and functoriality of the (L,R)-factorizations (see [ABFJ17a, § 3.1]

and [Lur09, Prop. 5.2.8.17]) that D is a reflective subcategory of E. For X ∈ E, the

value L(X) ∈ D of the reflector and the unit map η(X) : X → L(X) are determined

by the fact that

X
η(X)
−−−→ L(X)→ 1

is the factorization of the map X → 1. In particular, η(X) is a map in L, which

gives immediately the needed universal property for the unit map. We can then

apply the same considerations to the factorization system (LX ,RX) on E/X , hence

obtaining a reflective subcategory DX := (RX)/idX of E/X , for every X ∈ E. Note

that, by definition, p ∈ E/X is in DX if and only if it is in R when considered as

a map in E. Since the class R is closed under pullbacks along arbitrary maps and

under compositions with maps in R (see Lemma 4.2.3), it follows that the assignment

X 7→ DX so defined gives rise to a composing srs LF
• on E (see Definition 3.1.1). It is

straightforward to see that LF
• is a reflective subfibration precisely when F = (L,R)

is a stable factorization system.

We now prove the second claim. Let L• be a modality on E and let FL = (L,R)

be as in the statement of the theorem. For any f : E → X in E, the reflection of f

into DX given by

E

X

LX(E)

f ��❄
❄❄

❄❄
❄

ηX (f) //

LX(f)��⑧⑧
⑧⑧
⑧⑧

is an FL-factorization of f , by Lemma 4.1.5. Both L and R contain all equivalences
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and are closed under composition, by Lemma 4.1.4 and because L• is a modality. Fur-

thermore, by Remark 4.1.2, the left class is closed under pullbacks, while Lemma 4.1.6

says that L⊥ ⊆ R and ⊥R ⊆ L.

Thus, to conclude that FL is a factorization system, we just need to show that

the reverse inclusions also hold, that is, we need to prove that, for every L-connected

map f : X → Y and for every L-local map p : E → Z, we have that f ⊥ p. This

amounts to showing that the following commutative diagram in ∞Gpd

E(Y,E) E(Y, Z)

E(X,E) E(X,Z)

E(Y,p) //

E(f,E)
��

E(f,Z)
��

E(X,p)
//

is a pullback square. Equivalently, we can check that the induced map on fibers is an

equivalence. By looking at the fiber over k ∈ E(Y, Z), such an induced map is given

by

E/Z(f, p) : E/Z(k, p)→ E/Z(kf, p),

where f is given by considering f as a map kf → k in E/Z . This map fits into the

following commutative square in ∞Gpd

E/Z(LZ(k), p) E/Z(k, p)

E/Z(LZ(kf), p) E/Z(kf, p)

E/Z(ηZ (k),p)
//

E/Z (LZ(f),p)
��

E/Z (f,p)
��

E/Z (ηZ (kf),p)
//

(Here, ηZ(k) : k → LZ(k) is the reflection of k into DZ and similarly for ηZ(kf).)

Note that the horizontal maps are equivalences because p is L-local by hypothesis.

On the other hand, since f is L-connected, the map f : f → idY is an LY -equivalence

and so f = Σk(f) is an LZ-equivalence, by Lemma 3.1.4 (ii). Therefore, LZ(f) is an

equivalence. It follows that E/Z(f, p) is an equivalence, since the other three maps in

the diagram above are equivalences. This concludes the proof that f ⊥ g, and that
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FL is a stable factorization system.

Corollary 4.2.6. The assignments F 7→ LF
• and L• 7→ FL determine a bijective

correspondence between the class of stable factorization systems on an ∞-topos E and

the class of collections {DX}X∈E of reflective subcategories DX ⊆ E/X which form the

L-local maps for some modality L• on E.

Proof. If F = (L,R) is a stable factorization system, the right class of FLF
•
is again

R and then the left class has to be L since L = ⊥R. Thus, F = FLF
•
. If L• is the

modality associated to {DX}X∈E, then, by definition, the reflective subcategories D̃X

associated to the modality LFL
• are given by the L-local maps with codomain X ∈ E.

Therefore, D̃X = DX , for every X ∈ E.

Example 4.2.7. By Example 4.2.2 and applying the above theorem, we get that, for

every n ≥ −2, there is an associated modality Ln• on E, for which the L-local maps

are exactly the n-truncated maps. We call this modality the n-truncated modality on

E.

We conclude this section by applying Theorem 4.2.5 to construct reflective subfi-

brations out of a left exact localization of an ∞-topos E.

Suppose D ⊆ E is a reflective subcategory, with reflector a : E → D. Recall that

D is called left exact if a is left exact, that is, if it preserves finite limits.

Proposition 4.2.8. Let i : D →֒ E be a left exact reflective subcategory of E with

reflector a : E → D. Set L := ia : E → E. Then there exists a modality L• on E for

which L1 = L and a map f : X → Y in E is L-local if and only if the square

X LX

Y LY

η(X) //

f
��

Lf
��

η(Y )
//

(4.1)

is a pullback.
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Proof. Note that L = ia is left exact, because it is the composite of two left exact

functors. By [ABFJ17b, Lemma 2.6.4], L gives rise to a stable factorization system

on E. The left class L of this factorization system consists of the L-equivalences and

R = L⊥ is exactly the class of all maps f : X → Y in E satisfying the stated pullback

condition. We can then conclude by using Theorem 4.2.5 (1).

We will see in Section 5.2 that a pullback-like characterization of L-local maps

similar to the above one can be given for any reflective subfibration L• on E, upon

suitably replacing the reflection map η(Y ) (see Proposition 5.2.6).

Remark 4.2.9. In the context of Proposition 4.2.8, Corollary 4.2.6 implies that

the L-connected maps are exactly the L1-equivalences. This is because, if R is the

class of L-local maps, Corollary 4.2.6 says that ⊥R is the class of L-connected maps,

whereas the proof of Proposition 4.2.8 says that ⊥R is the class of L1-equivalences.

Therefore, Proposition 4.2.8 is really just a special case of the constructions given

in Theorem 4.2.5 with a different description of the class of L-connected and L-local

maps. In fact, we can note the following. Recall from Definition 4.1.1 that every

L-connected map f : Y → X is an LX -equivalence when seen as a map f : f → idX .

Furthermore, by Lemma 3.1.4 (ii), if α : p → q is a map in E/X which is an LX-

equivalence, for some X ∈ E, then it is an L1-equivalence. It follows that, for the

modality L• of Proposition 4.2.8, the following hold.

(a) The class of L1-equivalences and the class of L-connected maps coincide.

(b) For every X ∈ E, a map α : p→ q is an LX -equivalence if and only if ΣX(α) is

an L1-equivalence.

The modalities on E with these properties correspond to the so-called lex modalities

in homotopy type theory — see [RSS17, Thm. 3.1].



Chapter 5

L-separated maps

This chapter represents the core of our work. For a reflective subfibration L• on

E, we introduce here the class of L-separated maps, that is, those maps in E whose

diagonal is an L-local map, and show that they form the local maps for a reflective

subfibration L′
• on E.

In Section 5.1, we provide the formal definition and derive some closure properties

of L-separated maps. We also prove that they form a local class of maps in E, thus

satisfying a necessary condition for being the local maps of a reflective subfibration

on E.

In Section 5.2, we explore some connections between L-local and L-separated

maps, culminating in a characterization theorem of L′-localization maps. These are

the universal maps out of a fixed object and into an L-separated object, and we

show they are equivalently those effective epimorphisms whose diagonal is a suitable

L-localization map (see Theorem 5.2.10). In Proposition 5.2.6, we also prove a char-

acterization of L-local maps in terms of a pullback condition involving L′-localizations

and we deduce from it a (folklore?) description of n-truncated maps in an ∞-topos

E as suitable pullbacks of their (n + 1)-truncations (Corollary 5.2.8).

Finally, in Section 5.3, we prove the existence of a reflective subfibration L′
• on E

with the property that the L′-local maps are exactly the L-separated maps (Theo-

52
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rem 5.3.3 and Corollary 5.3.4).

The notion of L-separated map, as well as Proposition 5.2.6, Theorem 5.3.3 and

a few auxiliary results we prove in this chapter, are expressed in the language of

homotopy type theory in [CORS18, §2.2-2.3]. In particular, we borrow from there the

main ideas for the proofs of Theorem 5.2.10 and Theorem 5.3.3. However, the details

and the techniques used in proofs have been modified, sometimes significatively, to

apply to the “term-free” exposition we work with, which often comes with added care

needed. This is particularly evident in the proof of Theorem 5.2.10 and in the results

of Section 5.3.

5.1 Definition and basic properties

In this section, we wish to study those maps p : E → X whose diagonal map

∆p : E → E ×X E is L-local. Before turning this property into a definition, let us

stress that there is no ambiguity in what this means. Indeed, recalling Remark 3.1.2,

∆p is L/X -local as a map p → p ×X p in E/X if and only if it is L-local as a map

E → E ×X E in E.

Definition 5.1.1. A map p : E → X in E is called L-separated or L′-local if the

object ∆p ∈ E/E×XE is in DE×XE , i.e., if ∆p is an L-local map.

Remark 5.1.2. Given a space (Kan complex) X , the diagonal map ∆X is, up to

equivalence, the path-fibration map X∆[1]
։ X × X . (More generally, this is true

whenever we choose a presentation of an ∞-topos by a simplicial model category M

since X∆[1] is a path object for X ∈ M.) Hence, Definition 5.1.1 describes all those

spaces X for which the fibers of the path-fibration map (i.e., the spaces Path(x, y)

of paths in X between any two points x, y ∈ X) are L-local. Keeping this intuitive

analogy in mind can help in getting a better feeling for many of the results in this

section.

Remark 5.1.3. We can make the following elementary observations.
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(i) Corollary 3.1.9 is exactly the statement that every L-local map is L-separated.

(ii) The diagonal of every monomorphism is an equivalence, so every monomorphism

is L-separated. In particular, any (−1)-truncated object is L-separated.

Example 5.1.4. For every n ≥ −2, there is a modality L = Ln• on E for which the

L-local maps are the n-truncated maps in E, by Example 4.2.7. Since a map is (n+1)-

truncated precisely when its diagonal is n-truncated ([Lur09, Lemma 5.5.6.15]), the

Ln-separated maps are exactly the maps in E which are (n+1)-truncated. In partic-

ular, note that, for this reflective subfibration, the L-separated maps are themselves

the local maps for another reflective subfibration. We will see in Section 5.3 that this

is always the case.

L-separated maps share the same closure properties as L-local maps.

Proposition 5.1.5. The class of L-separated maps is closed under pullback and de-

pendent product along any map; that is, if f : Y → X is any map in E and p : E → X

and q : M → Y are L-separated, then f ∗(p) ∈ E/Y and
∏

f q ∈ E/X are both L-

separated. Furthermore, the internal hom pf is L-separated.

Proof. We begin by showing that f ∗(p) is L-separated. Write f ∗(E) for Y ×X E, so

that f ∗(p) : f ∗(E)→ Y . The composite pullback square in E

f ∗(E) Y
f∗(p)

//

f ∗(E)×Y f ∗(E)

f ∗(E)
��

f ∗(E)×Y f ∗(E) f ∗(E)// f ∗(E)

Y

f∗(p)

��
Y X

f
//

f ∗(E)

Y

f ∗(E) E// E

X

p

��

is the same as the composite square

f ∗(E) E//

f ∗(E)×Y f ∗(E)

f ∗(E)
��

f ∗(E)×Y f ∗(E) E ×X E// E ×X E

E

p∗(p)

��
E Xp

//

E ×X E

E

E ×X E E// E

X

p

��
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in which the right square is a pullback by definition. It follows that the left square is

also a pullback. By an easy application of the pasting lemma for pullbacks, we then

get that the square

f ∗(E)×Y f
∗(E) E ×X E//

f ∗(E)

f ∗(E)×Y f
∗(E)

∆(f∗(p))
��

f ∗(E) E// E

E ×X E

∆p
��

is a pullback. Hence, ∆(f ∗(p)) is the pullback of the L-local map ∆p, so it is itself

L-local by Definition 3.1.1 (1).

As for stability under dependent products, applying Proposition A.2.2 (and Re-

mark A.2.3) to q ∈ E/Y and to
∏

f , the diagonal of
∏

f q can be recovered as

∏

pr

((ǫ1, ǫ2)
∗(∆q))

for suitable maps pr and (ǫ1, ǫ2). Since L-local maps are closed under pullbacks (by

definition) and dependent products along arbitrary maps (by Proposition 3.1.5(ii))

and since ∆q is L-local by hypothesis, we can conclude that ∆(
∏

f q) is L-local, that

is,
∏

f q is L-separated.

The last claim now follows, since (−)f ≃
∏

f f
∗(−).

Proposition 3.1.7 also has an exact counterpart for L-separated maps.

Lemma 5.1.6. Suppose given composable maps X
f
→ Y

g
→ Z in E such that g and

gf are L-separated. Then f is L-separated.

Proof. There are pullback squares

X ×Z X X ×Z YidX×Zf
//

X ×Y X

X ×Z X
��

X ×Y X X// X

X ×Z Y
��

X ×Z Y Y ×Z Yf×Z idY
//

X

X ×Z Y

X Y
f // Y

Y ×Z Y

∆g
��

in which all the vertical maps are L-local, since ∆g is L-local by hypothesis. If we let

p be the leftmost vertical map, we have that p ◦∆f = ∆(gf). We can then conclude
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using Proposition 3.1.7.

Proposition 5.1.7. The class M′ of all L-separated maps is a local class of maps in

E.

Proof. We established already thatM′ is pullback-stable. Suppose given a set-indexed

family of L-separated maps fi : Xi → Yi, for i ∈ I. Let p : P →
∐

iXi be the pullback

of
∐

i fi with itself. Because colimits in E are universal, P ≃
∐

i ι
∗
Xi
(p), where ιXi

is

the coproduct inclusion of Xi. For a fixed j ∈ I, by definition of p and of
∐

i fi, ι
∗
Xj
(p)

is the same as the pullback of
∐

i fi along ιYj ◦ fj and this pullback is just Xj ×Yj Xj :

Xj ×Yj Xj Xj

∐
iXi

Xj Yj
∐

i Yi

//
ιXj //

��
fj

��

∐
j fj ��

fj
//

ιYj
//

Here the right square is a pullback because coproducts in E are disjoint. Thus,

P =
∐

iXi ×Yi Xi and it follows that ∆(
∐

i fi) is the map
∐

i∆(fi), which is L-local

because the class of L-local maps is closed under coproducts (see Lemma 3.2.1).

Finally, suppose given a pullback square

X Y
f
// //

E

X

p
��

E M
g //M

Y

q
��

where f is an effective epi and p is L-separated. We need to show that q is L-separated

too. We have a commutative cube in E

E M// //

E ×Y M

E
��

E ×Y M M ×Y M// //M ×Y M

M
��

X Y
f

// //

E

X

p

��

E M
g // //M

Y

q

��

M ×Y M

M
$$❏❏

❏❏
E ×Y M

E
$$❏

❏❏
❏

E

X
$$❏

❏❏
❏❏

M

Y
q
❏❏

$$❏❏
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Here the bottom, front and right faces are all pullback squares. Since the composite

of the back and right faces is also a pullback square, it follows that the back face

is a pullback square, which implies all faces are pullback squares. This tells us that

E ×Y M ։ M ×Y M is an effective epimorphism and that E ×X E = E ×Y M .

Therefore, the diagonal ∆p can be identified with idE ×Y g, which is then L-local

(since ∆p is L-local by the hypothesis that p is L-separated). Therefore, in the

pullback square

E M

E ×Y M M ×Y M

g //

idE×Y g

��

∆q

��
// //

the left vertical map is L-local and the bottom horizontal map is an effective epimor-

phism. By Lemma 3.2.2, it follows that ∆q is also L-local, as required.

Since every L-local map is L-separated, using Proposition 2.1.7, Proposition 2.2.9

and [GK17, Cor. 3.10] we get the following result.

Corollary 5.1.8. There are arbitrarily large regular cardinals κ such that the class

of relatively κ-compact L-separated maps is classified by a univalent map

uLκ
′
: ŨL′

κ → U
L′

κ .

If uLκ : Ũ
L
κ → U

L
κ is the classifying map for relatively κ-compact L-local maps, we have

a pullback square

ŨLκ ŨL′

κ

ULκ UL
′

κ

//

uLκ

��

uLκ
′

��
// //

in which the bottom horizontal map is a monomorphism.
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5.2 Interactions between L-local and L-separated

maps

We study here some relationships between L-local and L-separated maps and

prove some important results that characterize L′-localization maps. These results

will be used in Section 5.3 to show the existence of L′
•, the reflective subfibration on

E whose local maps are the L-separated maps.

Lemma 5.2.1 ([CORS18, Lemma 2.21]). Suppose given a commutative triangle

E

X
p ""❉
❉❉

❉❉
❉E M

α //M

X
q||③③

③③
③③

in which ∆q ∈ DM×XM and α ∈ DM , that is, q is L-separated and α is L-local. Then

∆p is in DE×XE, i.e., p is L-separated.

Proof. Since α : E →M is in DM ,

(idE ×X α : E ×X E → E ×X M) = (E ×X M → M)∗(α)

is in DE×XM . Similarly, the map

((idE , α) : E → E ×X M) = (α×X idM)∗(∆q)

is in DE×XM . But

(idE ×X α) ◦∆p = (idE , α),

so we can conclude that ∆p is L-local using Proposition 3.1.7.

Definition 5.2.2. A map α : p→ p′ in E/X is called an L′-localization map of p if p′

is L-separated and, for every other map β : p → q where q is L-separated, there is a

unique ψ : p′ → q with ψ ◦ α = β.
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Remark 5.2.3. The above definition is saying that α : p→ p′ is an L′-localization if

p′ is L-separated and

E/X(α, q) : E/X(p
′, q)→ E/X(p, q)

is an equivalence of ∞-groupoids for every L-separated q ∈ E/X . Since, given an

L−separated r ∈ E/X and any t ∈ E/X , r
t ∈ E/X is again L-separated, this external

description of an L′-localization map in terms of equivalences of ∞-groupoids can

actually be rephrased internally, by asking that qα is an equivalence in E/X for every

L-separated map q : Y → X . Indeed, qα : qp
′
→ qp is an equivalence if and only if

every map β : f → qp has a unique lift to qp
′
. This, in turn, happens if and only if, for

every object f ∈ E/X , (f×α) ⊥X q or, equivalently, α ⊥X qf , which holds true as soon

as α is an L′-localization, because qf is L-separated. Closure under exponentiation

of L-separated maps also ensures that, if α : p → p′ is an L′-localization of p ∈ E/X ,

then α ×X α is an L′-localization of p×X p (where (−) ×X (−) denotes the product

in E/X).

Recall from Definition 4.1.1 the notion of an L-connected map.

Lemma 5.2.4 ([CORS18, Prop. 2.30]). Let η′ : p → p′ in E/Y be an L′-localization

of p ∈ E/Y , with η
′ : X → X ′ as a map in E. Then η′ is an L-connected map.

Proof. Let

X

X ′

η′ !!❈
❈❈

❈❈
❈❈

❈❈
X LX′X

ηX′(η′) // LX′X

X ′

LX′(η′)}}④④
④④
④④
④④

be the reflection map of η′ ∈ E/X′ into DX′ . If we let r := p′ ◦ LX′(η′), then we can

consider ηX′(η′) : p→ r and LX′(η′) : r → p′ as maps in E/Y . By Lemma 5.2.1 applied

to LX′(η′), r is L-separated. Hence, by the hypothesis on η′, there is a unique map

q : p′ → r with qη′ = ηX′(η′) as maps p→ r in E/Y . Since

LX′(η′)qη′ = LX′(η′)ηX′(η′) = η′,
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by the universal property of η′ we conclude that LX′(η′)q = idp′. As a consequence,

we can consider qLX′(η′) as a map LX′(η′)→ LX′(η′) in E/X′ and we have

qLX′(η′)ηX′(η′) = qη′ = ηX′(η′),

from which we conclude that qLX′(η′) = idr and so η′ is L-connected.

Lemma 5.2.5. Let κ be an arbitrarily large regular cardinal and uLκ : Ũ
L
κ → U

L
κ be

the classifying map for the class of relatively κ-compact L-local maps. Then ULκ is

L-separated.

Proof. We write UL for ULκ and similarly for ŨLκ and uLκ . Since u
L is univalent (Defi-

nition 2.2.8), we have an equivalence

∆(UL) ≃ Eq/UL(uL)

over UL × UL. By definition, Eq/UL(uL) is the object of equivalences in E/UL×UL be-

tween idUL×uL and uL× idUL, both of which are L-local since uL is. By Lemma 2.2.4,

such an object of equivalences is then the pullback of a cospan of objects in DUL×UL

and it is therefore in DUL×UL.

Proposition 5.2.6. Let X ∈ E and let η′ : X → X ′ be an L′-localization of X. Then

a map p : E → X is L-local if and only if the square

X X ′

η′
//

E

X

p
��

E LX′E
ηX′ (η′p) // LX′E

X ′

LX′(η′p)
��

is a pullback square in E.

Proof. For the non-trivial implication, assume p is L-local. Let κ be a regular cardinal

such that p is relatively κ-compact and the class of relatively κ-compact L-local maps
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has a classifying map uL : ŨLκ → U
L
κ . Let P : X → ULκ be such that we have a pullback

square

X ULκP
//

E

X

p

��

E ŨLκ// ŨLκ

ULκ

uL

��
(†)

Since ULκ is L-separated, there is a unique map P ′ : X ′ → ULκ with P = P ′η′. Let

p′ : E ′ → X ′ be the pullback map in

X ′ ULκP ′
//

E ′

X ′

p′

��

E ′ ŨLκ// ŨLκ

ULκ

uL

��

By definition of P ′, η′ : X → X ′ induces a map n : E → E ′ such that the composite

square in

X X ′

η′
//

E

X

p

��

E E ′n // E ′

X ′

p′

��
X ′ ULκP ′

//

E ′

X ′

E ′ ŨLκ// ŨLκ

ULκ

uL

��
(‡)

is the square (†). It follows that the left square in (‡) is also a pullback. Thanks to

Lemma 5.2.4, η′ is L-connected. Thus, so is n, by Remark 4.1.2. In particular, n is

an L-equivalence (i.e., n : n → idE′ is in SE′). By composing domain and codomain

of n : n → idE with p′, Lemma 3.1.4 (ii) gives that n : η′p → p′ is an L-equivalence.

Since p′ is L-local, it follows that n is the L-localization map of η′p, as required.

Remark 5.2.7. As explained in Remark 3.1.2, Proposition 5.2.6 is also true “locally”,

i.e., when we take our ground ∞-topos to be E/X instead of E. For the result above,

this means specifically that, if

E

X
p ""❉
❉❉

❉❉
❉E E ′

η′X(p)
// E ′

X
p′||③③

③③
③③
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is an L′-localization of p in E/X , a map

Y

X
q ##●

●●
●●

●●
●Y E

m // E

X
p{{✇✇

✇✇
✇✇
✇✇

is L/X -local (as an object in (E/X)/p, so m is in DE) if and only if

E E ′

η′X(p)
//

Y

E

m
��

Y LE′Y
ηE′(η′X (p)◦m)

// LE′Y

E ′

LE′(η′X (p)m)
��

is a pullback square in E/X . (Note that, in the above, LE′ should in fact be L
/X
p′ ,

where L
/X
p′ is the reflector of (E/X)/p′ onto D

/X
p′ and L

/X
• is the reflective subfibration

on E/X induced by L•, as in Remark 3.1.2. But, by its own definition, L
/X
p′ = LE′ .)

The following corollary is probably well-known, though the only explicit reference

we could find in the literature is [Rez10, Lemma 8.6], where the statement is proved

in the context of model topoi. It might be worth noticing that our proof is completely

internal and does not directly use the description of∞-topoi as left exact localizations

of presheaf categories.

Corollary 5.2.8. For n ≥ −2, a map p : E → X is n-truncated if and only if ‖p‖n+1

is n-truncated and the commutative square

X ‖X‖n+1
|·|n+1

//

E

X

p

��

E ‖E‖n+1
|·|n+1 // ‖E‖n+1

‖X‖n+1

‖p‖n+1

��

is a pullback square.

Proof. By virtue of Example 4.2.7 and Example 5.1.4, we can apply Proposition 5.2.6
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where L• is the n-truncation modality and get a pullback square

X ‖X‖n+1
|·|n+1

//

E

X

p

��

E L‖X‖n+1
(E)

n // L‖X‖n+1
(E)

‖X‖n+1

L‖X‖n+1
(|·|n+1p)

��

Since ‖X‖n+1 is (n+ 1)-truncated and L‖X‖n+1(|·|n+1p) is n-truncated, L‖X‖n+1(E) is

(n + 1)-truncated. (This is a specific instance of Lemma 5.2.1.) But n is a pullback

of the (n + 1)-connected map |·|n+1 : X → ‖X‖n+1, so it is itself (n + 1)-connected.

Finally, any (n + 1)-connected map m : A → B where B is (n + 1)-truncated is an

(n+ 1)-truncation map of A.

Proposition 5.2.9 ([CORS18, Prop. 2.26]). Let

E

X
p ""❉
❉❉

❉❉
❉E E ′

η′X(p)
// E ′

X
p′||③③

③③
③③

be an L′-localization of p ∈ E/X . Let ηE×XE(∆p) : ∆p → r be the L-localization of

∆p ∈ E/E×XE and consider r′ defined by the pullback square

E ×X E E ′ ×X E
′

η′X (p)×Xη
′
X(p)

//

E ×E′ E

E ×X E

r′
��

E ×E′ E E ′// E ′

E ′ ×X E
′

∆p′

�� (†)

Then there is a natural equivalence ϕ : R
≃
→ E ×E′ E over E ×X E as in

E

R

ηE×XE(∆p)

��⑧⑧
⑧⑧
⑧⑧
⑧⑧
E

E ×E′ E

∆(η′X (p))

��❄
❄❄

❄❄
❄❄

❄

R

E ×X E

r
��❄

❄❄
❄❄

❄❄
❄ E ×E′ E

E ×X E
r′��⑧⑧

⑧⑧
⑧⑧
⑧⑧

R E ×E′ E
ϕ //
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Proof. For sake of readability, we write η′ and η for η′X(p) and ηE×XE(∆p), respec-

tively. The natural map ϕ is given by the universal property of η, since r′ is L-local.

(By definition, r′ is the pullback of the L-local map ∆p′.) Now, since η′ ×X η′ is the

L′-localization map of the product object p×X p of E/X , Proposition 5.2.6 applied in

E/X gives that there is a pullback square

R T

E ×X E E ′ ×X E ′

n //

r

��

q

��
η′×Xη

′
//

where n : (η′ ×X η′)r → q is the L-localization map of (η′ ×X η′)r. Set m :=

nη : E → T and l := πq, where π : E ′ ×X E ′ → X is given by the composite

map E ′ ×X E ′ → E ′ p′

→ X . Note that π is L-separated, because it is the product in

E/X of the L-separated map p′ with itself. Hence, since q is L-local, l is L-separated

by Lemma 5.2.1. Since m = nη is naturally a map m : p→ l in E/X , there is a unique

s : E ′ → T over X with ls = p′ and sη′ = m.

Now,

qsη′ = qm = qnη = (η′ ×X η
′)∆p = ∆p′η′

so that qs = ∆p′ and we can write s : ∆p′ → q as a map over E ′ ×X E ′. Hence, s

induces the dotted comparison map ψ of pullback squares in

E ×X E E ′ ×X E
′η′×Xη

′
//

E ×E′ E

E ×X E

r′

��

E ×E′ E E ′// E ′

E ′ ×X E
′

∆p′

��

E ×X E E ′ ×X E ′

η′×Xη
′

//

R

E ×X E

r

��

R Tn
// T

E ′ ×X E ′

q

��

E ′

T

s
❄❄

❄❄

��❄
❄❄

❄

E ×E′ E

R

ψ
❄

❄

��❄
❄

E ×X E

E ×X E

id

❄❄
❄

��❄
❄❄

E ′ ×X E
′

E ′ ×X E ′

id

❄❄❄

��❄
❄❄
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Using the fact that the front face is a pullback, it follows that ψ◦∆η′ = η, from which

we get ψϕη = η, so that ψ ◦ ϕ = id. We now claim that s is an equivalence. This

would imply that ψ (and therefore also ϕ) is an equivalence, since a map of cospans

made of equivalences induces an equivalence on pullbacks. We now verify that s is

an equivalence. Since s : ∆p′ → q is a map between L-local maps over E ′ ×X E ′,

it is enough to show that s ∈ SE′×XE′. Now, η′ : p → p′ is L-connected so it is an

LE′-equivalence (more precisely, η′ : η′ → idE′ is in SE′). By Lemma 3.1.4 (ii), com-

posing η′ : η′ → idE′ with ∆p′ gives that η′ : (∆p′)η′ → ∆p′ is in SE′×XE′. Similarly,

composing domain and codomain of η with η′ ×X η′ turns η into a map in SE′×XE′

and then m = nη is also in SE′×XE′, since n is an L-equivalence by hypothesis. Since

sη′ = m, s ∈ SE′×XE′, as needed.

Our next main result characterizes L′-localization maps in terms of their diagonal

maps, providing a useful criterion that we will employ to show that every p ∈ E/X

has an L′-localization. The proof of the following result uses some general facts

about locally cartesian closed ∞-categories that can be found in the Appendix (see

Section A.3).

Theorem 5.2.10 ([CORS18, Thm. 2.34]). The following are equivalent for a map

X

Z
p ""❉
❉❉

❉❉
❉X X ′η′ // X ′

Z
p′||③③

③③
③③

in E/Z:

1. η′ is an L′-localization of p;

2. η′ is an effective epimorphism and the L-localization of ∆p is given by

X

X ×Z X
∆p ##●

●●
●●

●●
●X X ×X′ X

∆η′ // X ×X′ X

X ×Z X
{{✇✇
✇✇
✇✇
✇
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Proof. We prove the theorem when Z = 1; the general statement follows from this one

by Remark 3.1.2. We start with a map η′ : X → X ′ and show first that (1) implies (2).

If η′ is an L′-localization of X , then thanks to Proposition 5.2.9 we only need to show

that η′ is an effective epimorphism. Let (π, i) be the (effective epi,mono)-factorization

of η′, with i : W → X ′. Since i is a monomorphism, the square

W ×W X ′ ×X ′
i×i

//

W

W ×W

∆W
��

W X ′i // X ′

X ′ ×X ′

∆X′

��

is a pullback. Hence, since X ′ is L-separated, so is W . Therefore there is a unique

s : X ′ → W with sη′ = π. From isη′ = iπ = η′, we get that is = idX′ , i.e., i has a

section. Thus, i is both a mono and an effective epi, so it is an equivalence.

Conversely, assume η′ is an effective epimorphism and ∆η′ is the L-localization of

∆X . In the pullback square

X ×X X ′ ×X ′

η′×η′
//

X ×X′ X

X ×X

t
��

X ×X′ X X ′// X ′

X ′ ×X ′

∆X′

�� (∗)

η′ × η′ is also an effective epimorphism and t is L-local by hypothesis. Thus, ∆X ′ is

also L-local since L-local maps are a local class of maps in E. This shows that X ′ is

L-separated. We now verify that η′ has the universal property of an L′-localization

map. Let f : X → Y be a map into an L-separated object Y . We need to show that

f extends uniquely along η′. We do so by applying Proposition A.3.4 to f and η′.

We want to show that

E :=
∑

X′×Y→X′

(
∏

X×X′×Y→X′×Y

(prX , X
′ × f)(prX ,η

′×Y )

)

is contractible in E/X′. Applying Lemma A.3.1 and the Beck-Chevalley condition
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(Lemma A.1.3) to the pullback squares

X ×X × Y X × Y X

X ×X ′ × Y X ′ × Y X ′

prX×Y // prX //

X×η′×Y
��

//

η′×Y
��

//

η′

��

we can instead show that

E ′ :=
∑

X×Y→X

(
∏

X×X×Y→X×Y

(X × η′ × Y )∗
(
(prX , X

′ × f)(prX ,η
′×Y )

))

is contractible in E/X . We will show that this object of E/X is equivalent to the object

idX , which is contractible in E/X . Lemma A.1.1 gives that

(X × η′ × Y )∗
(
(prX , X

′ × f)(prX ,η
′×Y )

)
≃

≃ ((X × η′ × Y )∗(prX , X
′ × f))

(X×η′×Y )∗((prX ,η
′×Y ))

Notice that

(prX , X
′ × f) = (f × prY )

∗(∆Y ), (prX , η
′ × Y ) = (η′ × prX′)∗(∆X ′)

and

(f × prY )(X × η
′ × Y ) = (f × Y )(pr1, pr3),

where pr1 : X ×X × Y → X and pr3 : X ×X × Y → Y are the projections onto the

appropriate factors. Using these, one can see that

(X × η′ × Y )∗ ((prX , X
′ × f)) = (idX×X , f pr1) : X ×X → X ×X × Y,

(X × η′ × Y )∗ ((prX , η
′ × Y )) = t× Y : (X ×X′ X)× Y → X ×X × Y
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where t is defined in the pullback square (∗) above. Therefore,

(X × η′ × Y )∗
(
(prX , X

′ × f)(prX ,η
′×Y )

)
≃ (idX×X , f pr1)

t×Y .

Now, since t is the localization of ∆X in E/X×X , taking pullbacks along the projection

X × X × Y → X × X gives that t × Y is the localization of ∆X × Y in E/X×X×Y .

Since (idX×X , f pr1) is L-local (as the pullback of the L-local map ∆Y ), we further

have

(idX×X , f pr1)
t×Y ≃ (idX×X , f pr1)

∆X×Y ≃

≃
∏

∆X×Y

(∆X × Y )∗(idX×X , f pr1) ≃
∏

∆X×Y

(idX , f),

where (idX , f) : X → X × Y . We can now finally conclude because

E ′ ≃
∑

X×Y→X


 ∏

prX×Y : X×X×Y→X×Y

(
∏

∆X×Y

(idX , f)

)
 ≃

≃
∑

X×Y→X


 ∏

prX×Y ◦(∆X×Y )

(idX , f)


 =

∑

X×Y→X

(idX , f) = idX .

5.3 Existence of L′-localization

In this section we prove that the class of L-separated maps is always the class

of local maps for a reflective subfibration on E. In doing this, the hardest part is

constructing an L′-localization map for every p ∈ E/Z . To this end, we begin by

proving a few preliminary results that can be stated independently of the task at

hand.

Recall that, if p, q are objects in a slice category E/Z , we write p×
Z q to mean the

product object of p and q in E/Z .
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The first result we need is a term-free interpretation of what can be considered an

internal Yoneda lemma involving diagonal maps.

Lemma 5.3.1. Let t : E → X be a map in E and form the pullback square

X ×X Xpr2
//

X × E

X ×X

X×t

��

X × E E// E

X

t

��

Then there is a map in E/X2

E

X ×X

(∆X)t !!❈
❈❈

❈❈
❈❈

❈❈
E X ×E

(t,id) // X ×E

X ×X

X×t}}④④
④④
④④
④④

,

inducing an equivalence

β : t
≃
−→

∏

pr1

(X × t)∆X

in E/X , where pr1 : X ×X → X is the projection onto the first component.

Proof. For any k : M → X , there are pullback squares

X X ×X
∆X

//

M

X

k
��

M M ×X
(id,k) //M ×X

X ×X

k×X
��

X ×X Xpr1
//

M ×X

X ×X

M ×X M//M

X

k
��

in E, witnessing that the product object (k×X)×X
2
(∆X) in E/X2 is given by (∆X)k.

Similarly, (∆X)k is also the product object (X × k) ×X
2
(∆X) in E/X2 . Applying

these considerations to k = t, we get that

(t, id) : (∆X)t→ X × t
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gives a map

β : t −→
∏

pr1

(X × t)∆X

by adjointness. Using the fact that ∆X is a section of pr2, and considering the adjoint

pairs Σpr2 ⊣ pr∗2, pr
∗
1 ⊣
∏

pr1
, we get a chain of natural equivalences

E/X(k, t) ≃ E/X(pr2(∆X)k, t) ≃ E/X2 ((∆X)k,X × t) ≃

≃ E/X2

(
k ×X, (X × t)∆X

)
≃ E/X


k,

∏

pr1

(X × t)∆X




where the composite map is given by composition with β.

Lemma 5.3.2. Let X ∈ E and let r : R→ X2 be an object in E/X2. Let also X̃ × r be

the composite map (τ ×X) ◦ (X × r), where τ : X2 ≃ X2 is the canonical involution.

Then the following hold.

(i) There is a natural equivalence

β : r
≃
−→
∏

pr23

(X̃ × r)(∆X×X)

in E/X2.

(ii) There is a map ρ : ∆X →
∏

pr23
(X̃ × r)(r×X) such that, for any map η : ∆X → r

in E/X2, there is a commutative square

r
∏
pr23

(X̃ × r)(∆X×X)
β

//

∆X

r

η

��

∆X
∏
pr23

(X̃ × r)(r×X)ρ //❴❴❴❴
∏
pr23

(X̃ × r)(r×X)

∏
pr23

(X̃ × r)(∆X×X)

∏
pr23

(X̃×r)(η×X)

��

(5.1)

Proof. The first claim is a special case of Lemma 5.3.1 applied to the map r =
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(r1, r2) : R→ X2, seen as a map r : r2 → pr2 in E/X2 . Indeed, the following pullback

square in E

X2 Xpr2
//

X3

X2

pr23
��

X3 X2pr13 // X2

X

pr2
��

witnesses that pr3 : X
3 → X is the product object of pr2 : X

2 → X with itself in E/X

and the displayed maps pr13 and pr23 give the projection maps out of this product.

The map ∆X ×X : X2 → X3, seen as a map pr3 → pr3, is the diagonal of the object

pr3 ∈ E/X . Since X̃ × r = pr∗13(r), Lemma 5.3.1 gives the desired natural equivalence

β : r ≃
∏

pr23
(X̃ × r)(∆X×X).

For the second part, we describe the map

ρ : ∆X →
∏

pr23

(X̃ × r)(r×X)

and how it makes the square (5.1) commute by looking at its adjunct. Under the

adjunction pr∗23 ⊣
∏

pr23
, giving a square as (5.1) is the same as giving a square

X × r (X̃ × r)(∆X×X)

β′
//

X ×∆X

X × r

X×η

��

X ×∆X (X̃ × r)(r×X)ρ′ //❴❴❴❴ (X̃ × r)(r×X)

(X̃ × r)(∆X×X)

(X̃×r)(η×X)

��

where we used that X × ∆X = pr∗23(∆X) and similarly for X × r. Taking further

adjoints along (−)×X
2
(∆X ×X) ⊣ (−)∆X×X , we need to exhibit a square

(X ×∆X)×X
3
(r ×X) X̃ × r

ρ♯
//❴❴❴❴❴❴❴❴❴❴❴❴❴❴❴

(X ×∆X)×X
3
(∆X ×X)

(X ×∆X)×X
3
(r ×X)

(X×∆X)×X3
(η×X)

��

(X ×∆X)×X
3
(∆X ×X) (X × r)×X

3
(∆X ×X)

(X×η)×X3
(∆X×X) // (X × r)×X

3
(∆X ×X)

X̃ × r

β♯

��

The products (X×∆X)×X
3
(∆X ×X), (X × r)×X

3
(∆X ×X) and (X ×∆X)×X

3
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(r ×X) in E/X3 , together with their projections onto the factors, are represented, in

order, by the following pullback squares in E

X X2

X2 X3

R X2

X × R X3

R R×X

X2 X3

∆X //

∆X

��

∆X×X

��

X×∆X
//

(id,id,id)

❏❏
❏❏❏

$$❏❏
❏❏❏

r //

(r1,id)

��

∆X×X

��

X×r
//

(r1,r1,r2)

❏❏
❏❏

❏

$$❏❏
❏❏

❏

(id,r2) //

r

��

r×X

��

X×∆X
//

(r1,r2,r2)

❏❏
❏❏

❏

$$❏❏
❏❏

❏

Using Lemma 5.3.1 as in the first part, we know the map β♯ is given by

R

X2

X × R

X3

β♯=(r1,id) //

r

��
X̃×r

��

∆X×X
//

(r1,r1,r2)

❏❏
❏❏

❏

$$❏❏
❏❏

❏

We take ρ♯ to be given by

R

X2

X × R

X3

ρ♯=(r2,id) //

r

��
X̃×r

��

X×∆X
//

(r1,r2,r2)

❏❏
❏❏

❏

$$❏❏
❏❏

❏

Then the composite maps

β♯
(
(X × η)×X

3

(∆X ×X)
)

and ρ♯
(
(X ×∆X)×X

3

(η ×X)
)

are given by the following composite maps in E/X3 respectively

X R X ×R

X3

X R X × R

X3

η // (r1,id) //

(id,id,id)
��❄

❄❄
❄❄

❄❄
❄❄

(r1,r1,r2)

�� X̃×r||②②
②②
②②
②②
②②
②

η // (r2,id) //

(id,id,id)
��❄

❄❄
❄❄

❄❄
❄❄

(r1,r2,r2)

�� X̃×r||②②
②②
②②
②②
②②
②

By using properties of the product X ×R and since η is a section of both r1 and r2,

one can see that these composite maps are equal since they are both equal to the map
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(id, η) : (id, id, id)→ X̃ × r in E/X3 . (Here all the needed homotopies are obtained by

using either degenerate 2-simplices or the 2-simplices defining η as a map ∆X → r

in E/X2 .)

Theorem 5.3.3 ([CORS18, Thm. 2.25]). For every Y ∈ E, each f ∈ E/Y has an

L′-localization η′Y (f) : f → f ′.

Proof. We prove the result for Y = 1. Fix X ∈ E and let η : ∆X → r be the L-

reflection map of ∆X ∈ E/X2 . Let κ be a regular cardinal such that r is relatively

κ-compact and the class of relatively κ-compact L-local maps admits a classifying

map uκL : Ũ
κ
L → U

κ
L. Omitting κ from our notation, we then have pullback squares

X ×X ULr
//

R

X ×X

r
��

R ŨL
r̃ // ŨL

UL

uL�� and
UL U//

ι
//

ŨL

UL

uL ��

ŨL Ũ// Ũ

U

u
��

We denote the composite pullback square as

X ×X U
prq

//

R

X ×X

r

��

R Ũr̃ // Ũ

U

u

��

Let (η′, i) be the (effective epi,mono)-factorization of prq♯ : X → UX , the adjunct

map to prq. We let X ′ := cod(η′). Note that, if (η′L, iL) is the (effective epi,mono)-

factorization of r♯, then η′ = η′L and i = ιX ◦ iL since ιX is a monomorphism.

Our goal is to verify that the conditions in Theorem 5.2.10 apply to η′, thus show-

ing that η′ is the L′-localization map of X . The map η′ is an effective epimorphism

by definition. To show that X ′ is L-separated, note first that UL is L-separated by

Lemma 5.2.5, hence so is UXL , by Proposition 5.1.5. Since i is a monomorphism, we

have that ∆X ′ = (iL × iL)∗(∆(UXL )), which implies that X ′ is L-separated, because

L-local maps are closed under pullbacks.
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It remains to show that ∆η′ is the L-localization map of ∆X . As usual, we can

see ∆η′ as a map ∆η′ : ∆X → t in E/X2 , where t is the pullback map (η′× η′)∗(∆X ′)

and it is therefore L-local. Hence, there is a unique map ϕ : r → t with ϕη = ∆η′ as

maps in E/X2 . We will show that ϕ is an equivalence.

The strategy we adopt is to, first, construct a monomorphism ϕ′ : t ֌ r and,

then, show that ϕ′ϕ : r → r is an equivalence by showing that we have ϕ′ϕη = η.

This will imply that ϕ itself is an equivalence. Note that, by definition of ϕ, showing

that ϕ′ϕη = η is the same as showing that ϕ′∆η′ = η.

Step 1. Construction of ϕ′ and description of ϕ′∆η′ We construct ϕ′ as

a composite of various equivalences and a monomorphism. Consider the following

diagram.

X UX X × UX U EqU(Ũ)

M
X2 UX × UX X × UX × UX U × U

X3 W

X2

prq♯ // pr2oo

∆X

��
∆UX

��
X×∆UX

��

prq♯×prq♯
// pr23oo

X×∆X

��

pr2❄❄❄❄❄❄❄❄❄❄❄❄❄❄

__❄❄❄❄❄❄❄

pr23❄❄❄❄❄❄❄❄❄❄

__❄❄❄❄❄❄❄❄❄❄

X×prq♯
⑧⑧⑧⑧⑧

??⑧⑧⑧⑧⑧⑧⑧⑧⑧⑧⑧⑧⑧⑧⑧⑧

⑧⑧⑧⑧⑧⑧⑧

X×prq♯×prq♯
⑧⑧⑧⑧

??⑧⑧⑧⑧⑧⑧⑧⑧

ev //

ev //

∆U

��

≃
//

EqU (u)
✁✁

��✁✁
✁✁
✁

(id×u)(u×id)❜❜❜pp❜❜❜

88
j

��

qqqqqqqqqq

(prq pr12,prq pr13)qqqqqqqqqqqqqqq

88qqqqqq

&&

��

ψ

**❱❱❱❱❱❱❱❱❱❱❱❱❱

(X̃×r)(r×X)
pp❵❵❵❵❵❵❵❵❵❵❵❵❵❵❵❵❵❵❵❵❵❵❵❵❵

σ

;;✇✇✇✇✇✇✇✇✇✇✇✇✇✇✇✇✇✇✇✇✇✇✇✇✇✇✇✇

(1) (2) (3)

(4)

(5)

(6)

(7)

(D)

The maps labelled as ev are appropriate counits of product ⊣ internal-hom adjunc-

tions. The diagram above contains most of the information we need for Step 1. We

proceed to explain this diagram, show how it defines ϕ′, and give a description of

ϕ′∆η′.

(i) Recall that ∆η′ is a map ∆X → t in E/X2 , and one can show that t is the pullback

map of the cospan in (1) of (D). Because of this, the square (1) determines ∆η′.
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(ii) Thanks to Function Extensionality (Proposition A.2.1), ∆UX ≃
∏
pr23

ev∗(∆U).

Hence,

t ≃ (prq♯ × prq♯)∗


∏

pr23

ev∗(∆U)




(iii) Since the bottom square (5) in (D) is a pullback, we can use the Beck-Chevalley

condition (Lemma A.1.3) and obtain an equivalence

t ≃
∏

pr23

(prqpr12, prqpr13)
∗(∆U)

Since the pullback of X × ∆UX along X × prq♯ × prq♯ is X × t, the square (6) in

(D) determines the map X × ∆η′ : X × ∆X → X × t in E/X3 . It follows that the

map X × ∆X → (prqpr12, prqpr13)
∗(∆U) determined by the square given as the

composite of (3) and (6) is the adjunct of the composite map

∆X
∆η′
−−→ t ≃

∏

pr23

(prqpr12, prqpr13)
∗(∆U)

(iv) We now consider the map j in E/U2 displayed in the top-right corner of (D).

Here, M is simply a name for the domain of the map (id × u)(u×id). The map j

is defined as the composite of the equivalence ∆U ≃ EqU(u), given by univalence

(Definition 2.2.8), and the monomorphism EqU(u) ֌ (id×u)(u×id) which exists since

the domain is a subobject of the codomain. Thus, j is a monomorphism as well.

Using the fact that (7) in (D) is a pullback square, we then obtain a monomorphism

∏

pr23

(prqpr12, prqpr13)
∗(∆U)

∏
pr23

(prq pr12,prq pr13)
∗(j) ∏

pr23

(X̃ × r)(r×X).

Here, X̃ × r is the pullback map pr∗13(r) = (τ × X)(X × r), where τ : X2 ≃ X2

is the swapping equivalence, and W is simply a name for the domain of the map

(X̃ × r)(r×X). Note that the map displayed above is indeed a monomorphism be-
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cause — being right adjoints — pullback and dependent-product functors preserve

monomorphisms. Therefore, we get a composite monomorphism

t
∏

pr23

(X̃ × r)(r×X).

The map ψ in E/X3 given in (D) is determined, as a map X ×∆X → (X̃ × r)(r×X),

by the composite of the squares (3) and (6) with the 2-simplex representing the map

j : ∆(U) ֌ (id× u)(u×id). It follows that ψ is the adjunct to the composite

∆X
∆η′

−−→ t
∏

pr23

(X̃ × r)(r×X)

This means that this latter map is the composite

∆X
γ
−→
∏

pr23

X ×∆X

∏
pr23

ψ

−−−→
∏

pr23

(X̃ × r)(r×X),

where γ is the unit of the adjunction pr∗23 ⊣
∏

pr23
at ∆X .

(v) Since X̃ × r = pr∗13(r), X̃ × r is L-local. Hence, because

η ×X : ∆X ×X → r ×X

is an L-localization map (it is the pullback along pr12 of η), we have an equivalence

(X̃ × r)(η×X) : (X̃ × r)(r×X) ≃
−→ (X̃ × r)(∆X×X).

Whence, we have a composite monomorphism

t
∏

pr23

(X̃ × r)(r×X) ≃
∏

pr23

(X̃ × r)(∆X×X).

(vi) Finally, we have an equivalence
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β : r
≃
−→
∏

pr23

(X̃ × r)(∆X×X)

as in Lemma 5.3.2. Composing the monomorphism obtained in (v) with the inverse

of β we obtain the needed monomorphism ϕ′ : t ֌ r. Using what we found in (iv)

above, the composite ϕ′∆η′ is then given as the composite

∆X
γ
−→
∏

pr23

X ×∆X

∏
pr23

ψ

−−−→
∏

pr23

(X̃ × r)(r×X) ≃
−→ r,

where the displayed equivalence is β−1
∏
pr23

(X̃ × r)(η×X).

Step 2. Proof that ϕ′∆η′ = η. By the work above, it suffices to show that the

maps

∆X
η
−→ r

β
−−−→

≃

∏

pr23

(X̃ × r)(∆X×X)

and

∆X
γ
−→
∏

pr23

X ×∆X

∏
pr23

ψ

−−−→
∏

pr23

(X̃ × r)(r×X)

∏
pr23

(X̃×r)(η×X)

−−−−−−−−−→
≃

∏

pr23

(X̃ × r)(∆X×X)

are equal in E/X2 . By Lemma 5.3.2 (ii), there is a map

ρ : ∆X →
∏

pr23

(X̃ × r)(r×X)

making the following diagram commute in E/X2

r
∏
pr23

(X̃ × r)(∆X×X)
β

//

∆X

r

η

��

∆X
∏
pr23

(X̃ × r)(r×X)ρ //❴❴❴❴
∏
pr23

(X̃ × r)(r×X)

∏
pr23

(X̃ × r)(∆X×X)

∏
pr23

(X̃×r)(η×X)

��
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Thus, we only need to show that ρ =
(∏

pr23
ψ
)
γ. Equivalently, we can show that

the adjunct maps

ρ′, ψ : (X ×∆X)→ (X̃ × r)(r×X)

are equal in E/X3 . Since the square (7) in the diagram (D) is a pullback, we only

need to show that ρ′ and ψ are equal after composing with g := (prqpr12, prqpr13)

and σ : g(X̃ × r)(r×X) → (id× u)(u×id), that is, as maps g(X ×∆X)→ (id× u)(u×id).

Finally, we can further show that σρ′, σψ are equal in E/U2 by showing their adjuncts

along the adjunction (−)×U2
(u× id) ⊣ (−)(u×id) are equal.

In order to describe the adjunct of σρ′, we use Lemma A.1.2 with f = X ×∆X ,

g := (prqpr12, prqpr13), p = id × u and q = u × id. Consequently, g∗q = r × X ,

g∗p = X̃ × r and the adjunct of σρ′ is given as the composite map

g((X ×∆X)×X
3

(r ×X))
ρ♯

−→ g(X̃ × r) = gg∗(id× u)
ǫ(id×u)
−−−−→ id× u

Recall that, by definition, there is a pullback square

X ×X U
prq

//

R

X ×X

r

��

R Ũr̃ // Ũ

U

u

��
(5.2)

Since (X × ∆X) ×X
3
(r × X) = (X × ∆X)r, using the proof of Lemma 5.3.2 and

the fact that g∗(id × u) = X̃ × r, we have that ρ♯ : (X × ∆X)r → X̃ × r and

ǫ(id×u) : g(X̃ × r)→ id× u are described by the two squares below

R

X2

X × R

X3

X ×R

X3

U × Ũ

U2

ρ♯=(r2,id) //

r

��
X̃×r

��

X×∆X
//

(r1,r2,r2)

❏❏
❏❏

❏

$$❏❏
❏❏

❏

ǫ(id×u)=(prq(r1 pr2,pr1),r̃ pr2) //

X̃×r

��

id×u

��

g=(prq pr12,prqpr13)
//
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Hence, the composite ǫ(id×u)ρ
♯ (the adjunct of σρ′ in E/U2) is given by the map

R U × Ũ

U2

(prqr,r̃) //

(prq,prq)r ��❄
❄❄

❄❄
❄❄

❄

id×u��⑧⑧
⑧⑧
⑧⑧
⑧

(5.3)

To describe the adjunct of σψ, note that, from the squares (6), (7) and (3) and the

definition of j in the diagram (D), σψ is given as the map in E/U2 described by the

diagram

X2 U

X3 U2

M
prq // j //

X×∆X

��

∆U

��

g=(prq pr12,prqpr13)
//

(prq,prq)
◗◗◗

◗◗◗
◗

((◗◗
◗◗◗

◗◗ (id×u)(u×id)

zztt
tt
tt
tt
tt
tt
t

Then, the adjunct of jprq in E/U2 is the composite j♯(prq ×U2
(u × id)), where

j♯ : ∆U ×U2
(u × id) → id × u is the adjunct of j. Using that there are pullback

squares

R Ũ × U

X2 U2

Ũ Ũ × U

U U2

(r̃,prqr) //

r

��

u×id

��

(prq,prq)
//

(id,u) //

u

��

u×id

��

∆U
//

we get that j♯(prq×U2
(u× id)) is the composite map

R Ũ U × Ũ

U2

R U × Ũ

U2

r̃ // j♯=(u,id) //

(prq,prq)r
##❍

❍❍
❍❍

❍❍
❍❍

❍❍
❍

(u,u)

��
id×u

zztt
tt
tt
tt
tt
tt
t

(ur̃,r̃) //

(prq,prq)r
��✼

✼✼
✼✼

✼✼
✼

id×u
��✞✞
✞✞
✞✞
✞✞

= (5.4)

One can now see that the maps (5.3) and (5.4) are equal by using the square (5.2)

defining prq (including the implicit given homotopies). Our proof is then complete.

Once we know that every map in E has an L′-localization, we can also show
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that L′-localization form a reflective subfibration on E. The crucial point here is

to show pullback-compatibility of L′-reflections. This is necessary when working in

higher topos theory, but it is superfluous in homotopy type theory as reflections are

automatically stable under pullbacks in that setting.

Corollary 5.3.4. Given any reflective subfibration L• of an∞-topos E, there exists a

reflective subfibration L′
• of E such that the L′-local maps are exactly the L-separated

maps. Furthermore, if L• is a modality, then so is L′
•.

Proof. Let D′ be the full subcategory of E spanned by the L-separated objects and

let ι : D′ → E be the inclusion functor. Theorem 5.3.3 constructs, for every X ∈ E,

an L′-localization map η(X) : X → L′(X). By definition of L′-localization map, this

means that, for every X ∈ E, the ∞-category defined as the pullback

X/D′ D′

X/E E

//

//
��

ι

��

has an initial object. By [Joy08, §17.4], ι has a left adjoint L′ : E → D′, i.e., D′ is a

reflective subcategory of E. The same construction performed on each slice category

now gives that, for every X ∈ E, the full subcategory D
′
X of E/X on the L-separated

p ∈ E/X is reflective. On the other hand, Proposition 5.1.5 says that, for every

f : X → Y , the pullback functor f ∗ : E/Y → E/X restricts to a functor D′
Y → D′

X .

Therefore, we obtain a system of reflective subcategories L′
• on E. To conclude that

we actually get a reflective subfibration, we only need to verify that the L′-reflection

maps are compatible with pullbacks.

Let then p : E → X be an object in E/X and f : Y → X a map in E. Let

E

X

p ��❄
❄❄

❄❄
❄E E ′
η′:=η′X(p)

// E ′

X
p′��⑧⑧

⑧⑧
⑧⑧
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be the L′-localizations of p. We need to show that

m := f ∗(η′) : f ∗(p)→ f ∗(p′)

is the L′-localization of f ∗(p) in E/Y . We do so by using Theorem 5.2.10. Set

f ∗(E) := Y ×X E, q := f ∗(p) and f ∗(E ′) := Y ×X E ′. Since η′ is an L′-localization, it

is an effective epimorphism. Since effective epimorphisms are closed under pullbacks,

an application of the pasting lemma for pullbacks show that m is also an effective epi-

morphism. By Proposition 5.1.5, we also know that f ∗(p′) is L-separated. Therefore,

we only need to show that ∆(m) — as a map in E/f∗(E)×Y f∗(E) — is the L′-localization

map of ∆q. In E/Y we have the pullback square (products are products in E/Y )

q × q f ∗(p′)× f ∗(p′)
m×m

//

q ×f∗(p′) q

q × q

(m×m)∗(∆(f∗(p′))

��

q ×f∗(p′) q f ∗(p′)// f ∗(p′)

f ∗(p′)× f ∗(p′)

∆(f∗(p′))

��

and ∆m is a map ∆q → (m×m)∗(∆(f ∗(p′)) in
(
E/Y

)
/(q×q)

. Using the equivalence

(
E/Y

)
/(q×q)

≃ E/f∗(E)×Y f∗(E)

and the definition of m = f ∗(η′), one can see that ∆m is the map

f ∗(E)

f ∗(E)×Y f ∗(E)

∆q

■■■

$$■■
■

f ∗(E) f ∗(E)×f∗(E′) f
∗(E)

∆m // f ∗(E)×f∗(E′) f
∗(E)

f ∗(E)×Y f ∗(E)

t
✉✉✉

zz✉✉✉

in E/f∗(E)×Y f∗(E), where t corresponds to the map (m×m)∗(∆(f ∗(p′)) above. Similarly,

∆η′ is a map ∆p→ s in E/E×XE (where s is a suitable pull-backed map) and it is the L-

localization of ∆p by Theorem 5.2.10. We want to show that ∆m is a pullback of this

L-localization and conclude because L• is a reflective subfibration. Let g : f ∗(E)→ E
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and g′ : f ∗(E ′) → E ′ be the projection maps. As in the proof of Proposition 5.1.5,

with a few straightforward applications of the pasting lemma for pullbacks we see

that the following are all pullback squares in E

f ∗(E) Eg
//

f ∗(E)×Y f
∗(E)

f ∗(E)
��

f ∗(E)×Y f
∗(E) E ×X E// E ×X E

E
��

f ∗(E ′) E ′

g′
//

f ∗(E ′)×Y f
∗(E ′)

f ∗(E ′)
��

f ∗(E ′)×Y f
∗(E ′) E ′ ×X E

′// E ′ ×X E
′

E ′
��

f ∗(E)×Y f ∗(E) E ×X E//

f ∗(E)

f ∗(E)×Y f ∗(E)

∆(f∗(p))
��

f ∗(E) E
g // E

E ×X E

∆p

��
f ∗(E ′)×Y f ∗(E ′) E ′ ×X E ′//

f ∗(E ′)

f ∗(E ′)×Y f ∗(E ′)

∆(f∗(p′))
��

f ∗(E ′) E ′g′ // E ′

E ′ ×X E ′

∆p′

��

Then in the diagram

f ∗(E)×Y f ∗(E) E ×X E//

f ∗(E)×f∗(E′) f
∗(E)

f ∗(E)×Y f ∗(E)

t

��

f ∗(E)×f∗(E′) f
∗(E) E ×E′ E// E ×E′ E

E ×X E

s

��

f ∗(E ′)×Y f ∗(E ′) E ′ ×X E ′//

f ∗(E ′)

f ∗(E ′)×Y f ∗(E ′)

∆(f∗(p′))

��

f ∗(E ′) E ′

g′
// E ′

E ′ ×X E ′

∆p′

��

E ×E′ E

E ′''❖❖
❖❖❖

❖❖❖
❖❖

❖
f ∗(E)×f∗(E′) f

∗(E)

f ∗(E ′)
''❖❖

❖❖❖
❖❖❖

f ∗(E)×Y f ∗(E)

f ∗(E ′)×Y f ∗(E ′)

m×Ym
❖❖

''❖❖

E ×X E

E ′ ×X E ′

η′×Xη
′

❖❖

''❖❖

the left and right sides are pullbacks (by definition of t and s) and the front square

is a pullback by the above. Therefore, the back square is also a pullback. A final

application of the pasting lemma now shows that there are pullback squares in E

E E ×E′ E
∆η′

//

f ∗(E)

E

g

��

f ∗(E) f ∗(E)×f∗(E′) f
∗(E)∆m // f ∗(E)×f∗(E′) f
∗(E)

E ×E′ E
��

E ×E′ E E ×X Es
//

f ∗(E)×f∗(E′) f
∗(E)

E ×E′ E

f ∗(E)×f∗(E′) f
∗(E) f ∗(E)×Y f ∗(E)t // f ∗(E)×Y f ∗(E)

E ×X E
��

completing the proof that L′
• is a reflective subfibration.
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The final claim about L′ being a modality when L is follows from the observation

that, given composable maps in E,

X
f
→ Y

g
→ Z,

we have ∆(gf) = p∆f , where p is a suitable pullback of ∆g (see the proof of

Lemma 5.1.6). Therefore, if g is L-separated (so that ∆g is L-local), p is L-local.

If also f is L-separated and L is a modality, we can then conclude from ∆(gf) = p∆f

that gf is L-separated.



Chapter 6

Consequences of the existence of L′•

In this chapter, we explore a few interactions between L′
• and L•. We apply some

of these results to provide a detailed discussion of those reflective subfibrations for

which L• = L′
•.

We start Section 6.1 with a few consequences of the existence of and the character-

ization of L′-localizations. In particular, Proposition 6.1.2 gives a recipe for construct-

ing new stable factorization systems from a given one, and provides an interesting

example of how the theory of reflective subfibrations can be used to prove theorems

that make no reference to it. Corollary 6.1.3 can serve as a motivation for the study of

L′
•, as it shows how L′-localization can be used to compute the L-localization of loop

objects. We then prove that L′
1 is almost left exact (Proposition 6.1.4) and investigate

some relationships between L- and L′-equivalences/connected maps. Statements and

some proof ideas parallel the equivalent ones in [CORS18, §2.4].

In Section 6.2, we introduce self-separated reflective subfibrations as those L• for

which L-separated maps are automatically L-local. We show that these can only

be non-trivial if the ground topos E is not hypercomplete. In this case, every self-

separated reflective subfibration arises as one associated to a (quasi-)cotopological

localization of E (Theorem 6.2.8), of which the hypercompletion localization is the

maximal example. The content of this section does not appear in [CORS18].

84



6.1. FURTHER INTERACTIONS BETWEEN L• AND L′
• 85

6.1 Further interactions between L• and L′•

Let L• be a reflective subfibration on E. We gather here some results that further

highlight the relationship between the reflective subfibrations L• and L′
•.

We start with a couple of general properties of L′
• that follow from the existence of

L′
•. Since L

′
• is itself a reflective subfibration, we can talk about L′-connected maps.

These turn out to be linked to L-connected maps in the expected way.

Proposition 6.1.1. A map p : E → X is L′-connected if and only if it is an effective

epimorphism and ∆p : E → E ×X E is L-connected.

Proof. By definition (see Definition 4.1.1), p is L′-connected if and only if p : p→ idX

is the L′-localization map of p ∈ E/X . The claim now follows by applying Theo-

rem 5.2.10.

We can use this corollary to produce new stable factorization systems from a given

one. (Recall the definitions and results in Section 4.2.)

Proposition 6.1.2. Let F = (L,R) be a stable factorization system on an ∞-topos

E. Let L′ be the class of maps f in E which are effective epimorphisms and such that

∆f ∈ L, and let R′ be the class of maps g in E such that ∆g ∈ R. Then F ′ = (L′,R′)

is a stable factorization system on E.

Proof. By Theorem 4.2.5 (1), there is a modality LF
• on E associated to F . We can ap-

ply Corollary 5.3.4 to L = LF
• and obtain the modality L′

• of L-separated maps, which

then gives rise to a stable factorization system F ′ = FL′, again by Theorem 4.2.5.

Since the LF
• -connected maps are exactly the maps in L, Proposition 6.1.1 allows us

to conclude.

Let L0
• be the modality associated to the stable factorization system of 0-connected

and 0-truncated maps, as in Example 4.2.2. Consider the circle S1 in the ∞-topos

E = ∞Gpd and fix a point in it. Then ΩS1, the loop space of S1 with respect to
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the given point, is 0-truncated. (Recall that, for X ∈ E and x : 1 → X a global

element of X , Ω(X, x) := 1 ×X 1.) Therefore, L0(ΩS1) ≃ ΩS1. On the other hand,

L0(S1) is a point, because S1 is 0-connected. This simple observation shows that, in

general, L-localization does not commute with taking loop objects. It turns out that

L′-localization can be used to fix this misbehaviour and compute localizations of loop

objects.

Corollary 6.1.3. Let L• be a reflective subfibration on E. Let X ∈ E be an object of E

with a global element x : 1→ X. Set ΩX := Ω(X, x). Then L(ΩX) ≃ Ω(L′X), where

the loop space of L′X is taken with respect to the global element 1
x
−→ X

η′(X)
−−−→ L′X.

Proof. Since ΩX is the pullback along 1
(x,x)
−−→ X2 of ∆X , the localization L(ΩX)

is the pullback along (x, x) of the L-localization of ∆X in E/X2 , by Definition 3.1.1

(2). By Proposition 5.2.9, the L-localization of ∆X is the map X ×L′X X → X2,

which can be obtained as the pullback of ∆(L′X) along (η′(X))2. The claim then

follows.

The next result we prove relates the pullback of a cospan of objects in E to the

pullback of the L′-localized span.

Proposition 6.1.4 ([CORS18, Prop. 2.28]). Let Y
g
−→ X

f
←− Z be a cospan of maps

in E and let L′Y
L′g
−−→ L′X

L′f
←−− L′Z be the associated cospan of L′-local objects. Then,

the natural map ψ : P → Q induced on pullbacks is an L1-equivalence.

Proof. The situation can be described by the diagram

Y ×X Z2

L′Z2

P

Q

Z

L′Z

L′Y × L′X

//

q

��

//

η′(Z)

❄❄

��❄❄
ψ

��❄
❄

❄
❄

η′(Z)2
❄❄

��❄❄

∆(L′Z)

��
η′(Y )×η′(X)

��❄
❄❄

❄❄
❄

L′g×L′f
//

g×f //

p

��

∆Z

��



6.1. FURTHER INTERACTIONS BETWEEN L• AND L′
• 87

where the front and back squares are pullbacks. If we let η : ∆Z → rZ be the L-

reflection map of ∆Z into DZ2, we can expand the back and the right faces above as

in the following diagram

P Z

(g × f)∗RZ RZ Z ×L′Z Z L′Z

Y ×X Z2 L′Z2

//

//
p

��

g×f
//

η′(Z)

##

η̄

yyrrr
rr
rr
rr

(g×f)∗rZ

▲▲

%%▲▲

η

yyrrr
rr
rr
rr
r ∆(η′(Z))

%%▲▲
▲▲

▲▲
▲▲

▲

rZ %%▲
▲▲

▲▲
▲▲

▲▲

yyrrr
rr
rr
rr

∆Z

��

❴❴❴❴❴
∃!ϕ

≃
//❴❴❴ //

∆(L′Z)yyrrr
rr
rr
r

η′(Z)2
//

where the equivalence ϕ is given by Proposition 5.2.9. Note that η, being the reflection

map of p into DY×X , is an (LY×X)-equivalence. The bottom half of the diagram

above gives a composite pullback square. So we see that (g × f)∗(rz) is the pullback

of ∆(L′Z) along

(η′(Z)2)(g × f) = (L′g × L′f)(η′(Y )× η′(X)).

Therefore, the composite pullback square factors through q as

(g × f)∗(RZ) Q L′Z

Y ×X L′Y × L′X L′Z2

t // //

(g×f)∗(rZ)

��

q

��

∆(L′Z)

��

η′(Y )×η′(X)
//

L′g×L′f
//

since the right square is a pullback by definition. Therefore, the left square is also a

pullback and the map t is L-connected, because it is a pullback of the L-connected

map η′(Y )× η′(X) (see Lemma 5.2.4). It follows from these considerations that the

map ψ : P → Q is given by the composite tη, where both t and η are L1-equivalences

(see also Lemma 3.1.4 and Definition 4.1.1). Hence, ψ is also an L1-equivalence, as

needed.

Remark 6.1.5. Although we will not need this stronger result, the proof of Propo-
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sition 6.1.4 above actually shows that ψ is an (LL′Y×L′X)-equivalence.

We now study interactions between L/L′-equivalences and L/L′-connected maps.

Proposition 6.1.6 ([CORS18, Prop. 2.30]). Suppose f : Y → X is an L′
1-equivalence.

Then f is L-connected.

Proof. To ease readability, we slightly change our usual notation here. Namely, we

let η′X : X → L′X be the L′-localization map of X , and we let ηX(f) : f → LX(f)

be the reflection map of f ∈ E/X into DX . We need to show that LX(f) is an

equivalence. Observe that if we apply Ση′X to ηX(f), we get an LL′X-equivalence

ηX(f) : η
′
Xf → η′XLX(f), by Lemma 3.1.4 (ii). Consider the composite map η′XLX(f)

and reflect it into DL′X to obtain the map

ηL′X(η
′
XLX(f)) : η

′
XLX(f)→ LL′X(η

′
XLX(f)).

Now, the composite in E/L′X of this map with ηX(f) : η
′
Xf → η′XLX(f) is the reflection

map of η′Xf into DL′X , because it is an LL′X-equivalence into an LL′X-local object.

Thus, we can write this composite as

ηL′X(η
′
Xf) : η

′
Xf → LL′X(η

′
XLX(f))

We have a commutative square

Y X

L′Y L′X

f //

η′Y

��

η′X

��

L′f
//

and L′f is an equivalence by hypothesis. Hence, if we apply Σ(L′f)−1 to ηL′X(η
′
Xf)

above, we get the reflection map of (L′f)−1η′Xf = η′Y , as in

ηL′X(η
′
Xf) : η

′
Y → (L′f)−1(LL′X(η

′
XLX(f)))
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Since η′Y is L-connected (see Lemma 5.2.4), we must have that the map

(L′f)−1(LL′X(η
′
XLX(f)))

is an equivalence and, then, LL′X(η
′
XLX(f)) is an equivalence as well. But, by Propo-

sition 5.2.6, there is a pullback square

LXY

X

LL′X(LXY )

L′X

ηL′X(η′XLX(f))
//

LX(f)

��

LL′X(η′XLX(f))

��

η′X

//

Therefore, LX(f) is also an equivalence, as required.

Remark 6.1.7. Let p : E → X and q : M → X be maps in E. If α : p → q is a

map in E/X which is an L′
X -equivalence, then, as a map in E, α : E → M is an L′

1-

equivalence, by Lemma 3.1.4 applied to L′
•. Hence, the result above applies to show

that α : E →M is L-connected.

Lemma 6.1.8. Let f : Y → X be an L-connected map, with Y L′-connected. Then

X is L′-connected as well.

Proof. The hypothesis on Y implies that there is a commutative square

Y X

1 L′X

f //

η′Y
��

η′X
��

L′f
//

To conclude that X is L′-connected, it suffices to show that L′f : 1 → L′X is an

equivalence. Consider the pullback square

F X

1 L′X

i //

��
η′X
��

L′f
//
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Note that i is an L-local map, because it is also the pullback of the L-local map

∆(L′X) along X ≃ X × 1
η′X×L′f
−−−−→ (L′X)2. Since η′X is an effective epimorphism,

the above pullback square implies that L′f is an L-local map. Since ! : Y → 1 is an

L1-equivalence by hypothesis, after composing it with L′f : 1 → L′X , it becomes an

LL′X-equivalence, as a map L′f◦! = η′Xf → L′f . Altogether, this means that

Y 1

L′X

! //

η′Xf
��❄

❄❄
❄❄

L′f��⑧⑧
⑧⑧
⑧

gives the reflection map of η′Xf into DL′X . But η
′
Xf is L-connected, by Lemma 4.1.4

and Lemma 5.2.4, and so L′f is an equivalence, as needed.

Proposition 6.1.9 ([CORS18, Prop. 2.31]). Suppose given a commutative triangle

E M

X

a //

p ��❄
❄❄

❄❄
❄

q��⑧⑧
⑧⑧
⑧⑧

where p is L′-connected. Then a is L-connected if and only if q is L′-connected.

Proof. Recall from Remark 4.1.3 that a being L-connected is the same as the map

a : p → q in E/X , given by the commutative triangle above, being L/X -connected for

the sliced reflective subfibration L
/X
• of E/X . Suppose that p is L′-connected. If a is

L-connected, then q is L′-connected, by Lemma 6.1.8 applied to E/X . Conversely, if

q is L′-connected, then both q : q → idX and p : p → idX are L′
X -equivalences. But

then a : p → q is also an L′
X-equivalence, and so a : E → M is an L′

1-equivalence.

Therefore, a is L-connected, by Proposition 6.1.6.

6.2 Self-separated reflective subfibrations

We study here those reflective subfibrations L• on E for which L• = L′
• and show

that they correspond to special kinds of left exact reflective subcategories of E, the
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quasi-cotopological localizations of E.

Definition 6.2.1. A reflective subfibration L• on an ∞-topos E is self-separated if

every L-separated map is L-local.

The existence of self-separated reflective subfibrations on E is related to a prop-

erty of an ∞-topos called hypercompleteness. This property is discussed in detail in

[Lur09, §6.5.2]. For the reader’s convenience, we gather here the main aspects of

hypercompleteness that we need.

Definition 6.2.2. Let E be an ∞-topos.

1. A map f in E is called ∞-connected if it is n-connected, for every n ≥ (−2). In

particular, equivalences are ∞-connected.

2. An object X in E is called hypercomplete if it is local with respect to the

class of all ∞-connected maps. This means that, for every ∞-connected map

f : A→ B, the map Xf : XB → XA is an equivalence in E. Equivalently, since

∞-connected maps are closed under products, E(f,X) : E(B,X) → E(A,X)

is an equivalence in ∞Gpd, for every ∞-connected map f . In particular, n-

truncated objects are hypercomplete. A map p : E → X is hypercomplete if it

is a hypercomplete object of E/X .

3. E is a hypercomplete ∞-topos if every object in E is hypercomplete. Equiva-

lently, E is hypercomplete if every ∞-connected map in E is an equivalence.

Typical hypercomplete∞-topoi are E =∞Gpd and E = Pre(C), the infinity topos

of presheaves of ∞-groupoids over a small category C. However, not every ∞-topos

is hypercomplete. What we have in general is the following result.

Proposition 6.2.3. Let E be an ∞-topos and let E∧ be the full subcategory of E

spanned by the hypercomplete objects.
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1. E
∧ is an accessible, left exact, reflective subcategory of E. In particular, it is an

∞-topos. As such, it is hypercomplete.

2. A map in E is hypercomplete if and only if it is right orthogonal to every ∞-

connected map. For X ∈ E, a map α in the ∞-topos E/X is ∞-connected if and

only if ΣX(α) is ∞-connected in E.

3. There exists a modality L∧
• on E for which, given any X ∈ E, the L∧-equivalences

are the ∞-connected maps, and the L∧-local maps are the hypercomplete maps.

We call this modality the hypercompletion modality on E.

Proof. The first part follows from [Lur09, Prop. 6.5.2.8] (see the discussion right after

it) and from [Lur09, Lemma 6.5.2.12]. The second part is [Lur09, Rmk. 6.5.2.21]. For

the last part, we can apply the results of Proposition 4.2.8 to the left adjoint E→ E∧

of the inclusion E∧ ⊆ E. In this way, we obtain a modality L∧
• on E with the desired

L∧-equivalences and L∧-local maps.

We are now ready to study self-separated reflective subfibrations.

Lemma 6.2.4. Let L• be a self-separated reflective subfibration on E. Then every

L-equivalence is an ∞-connected map and every hypercomplete map is L-local. In

particular, if E is hypercomplete, L• is the trivial reflective subfibration for which the

L-equivalences are exactly the equivalences in E, and every map is an L-local map.

Proof. The self-separated property of L• means that, for every map p ∈ E, if ∆p

is L-local, then p is L-local. Since equivalences are L-local, this implies that every

monomorphism is L-local. It follows that every n-truncated map is L-local, due to

the recursive characterization of n-truncated maps in terms of their diagonal maps

(see [Lur09, Lemma 5.5.6.15]). Since, for every X ∈ E, LX-equivalences are left

orthogonal to every map in DX (see Notation 3.1.3), we get that every L-equivalence

is ∞-connected. Since a hypercomplete map p ∈ E/X is local with respect to all

∞-connected map in E/X , it follows that every hypercomplete map is L-local.



6.2. SELF-SEPARATED REFLECTIVE SUBFIBRATIONS 93

When E is not hypercomplete, we can find non-trivial examples of self-separated

reflective subfibrations.

Definition 6.2.5. Suppose i : D →֒ E is a reflective subcategory of E, with reflector

a : E → D. We say that L := ia is a quasi-cotopological localization of E if it is left

exact and, for every map f in E, if Lf is an equivalence, then f is ∞-connected.

Note that the hypercompletion L∧ : E→ E∧ is a quasi-cotopological localization.

Remark 6.2.6. In [Lur09, Def. 6.5.2.17], Lurie calls a localization cotopological if it

is quasi-cotopological and accessible. Accessibility is not needed in our setting, so we

dropped that condition from our definition.

Proposition 6.2.7. Let L• be the modality associated to a quasi-cotopological local-

ization L : E→ E (see Proposition 4.2.8). Then L• is self-separated.

Proof. We start by remarking that, by the construction of L• given in Proposi-

tion 4.2.8, a map in E/Z is an L-equivalence if and only if it is an (L1 = L)-equivalence

in E. Since L is a quasi-cotopological localization, it follows that, for any Z ∈ E and

any p ∈ E/Z , all reflection maps ηZ(p) : p → LZ(p) are ∞-connected. In particular,

they are effective epimorphisms. We now show that every L-separated object is L-

local, the proof for maps being the same, but done in an appropriate slice category.

Suppose that X ∈ E is such that ∆X is L-local and let η : X → LX be the reflec-

tion map of X . Using the definition of L-local maps from Proposition 4.2.8, since

L(X2) ≃ (LX)2, the hypothesis that ∆X is an L-local map means that there is a

pullback square

X LX

X2 LX2

η //

∆X
��

∆(LX)
��

η2
//

The statement that this square is a pullback is precisely the statement that the

diagonal of η is an equivalence, i.e., η is a monomorphism. Since η is also an effective

epimorphism, it is an equivalence and, then, X is L-local, as needed.
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It turns out that the quasi-cotopological localizations are exactly the self-separated

reflective subfibrations on E.

Theorem 6.2.8. The following are equivalent, for a reflective subfibration L• on E.

1. L• is self-separated.

2. L• is the modality associated to a quasi-cotopological localization of E.

In this case, hypercomplete maps are L-local.

Proof. Proposition 6.2.7 is the statement that (2) =⇒ (1). Thus, we need to

show that (1) =⇒ (2). If every L-separated map is L-local, L• is a modality, by

Lemma 5.2.1. By Proposition 6.1.4, given any cospan X → Z ← Y of maps in E, the

canonical map X ×Z Y → LX ×LZ LY is an L-equivalence and LX ×LZ LY is an

L-local object, because L• is a modality. This means that LX×LZ LY ≃ L(X×Z Y ),

so L = L1 : E → D →֒ E is left exact. On the other hand, if L• is self-separated,

Lemma 6.2.4 says that every L-equivalence is ∞-connected. Therefore, L : E → E is

a quasi-cotopological localization of E. To conclude, we show that a map f : X → Y

is L-local if and only if the square

Y LY
η(Y )

//

X

Y

f
��

X LX
η(X) // LX

LY

L(f)
��

(
a
)

is a pullback square. If this is the case, then the local maps of the given reflective

subfibration L• are the same as the local maps of the reflective subfibration associated

to L1, by Proposition 4.2.8, and therefore the two reflective subfibrations are the same.

Suppose that f : X → Y is L-local. Then, by Proposition 5.2.6, there is a pullback

square

Y LY
η(Y )

//

X

Y

f
��

X LLY (X)
ηLY (η(Y )f) // LLY (X)

LY

LLY (η(Y )f)
��
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Since Lf ∈ DLY , there is a unique map ϕ : LLY (η(Y )f) → Lf with ϕηLY (η(Y )f) =

η(X) and (Lf)ϕ = LLY (η(Y )f). Since the maps ηLY (η(Y )f) and η(X) are both

L1-equivalences, so is ϕ. Since L• is a modality, both LX and LLY (X) are L-local

objects, and then ϕ : LLY (X)→ LX is an equivalence. It follows that the square (
a
)

above is a pullback, as needed.



Chapter 7

Localization with respect to a map

In this chapter, we study S-localizations, that is, reflective subfibrations associated

to sets S = {fi : Ai → Bi}i∈I of maps in an ∞-topos E. The local objects for

these reflective subfibrations are the S-local objects, i.e., those X ∈ E such that

Xfi : XBi → XAi is an equivalence, for every i ∈ I.

In Section 7.1, we prove the existence of such reflective subfibrations, which we

specifically carry out when the set S consists of a single map f : A→ B, the general

case following by the same arguments (Proposition 7.1.7). We call this reflective

subfibration Lf• on E the f -localization. When f is the unique map A→ 1, we show

that f -localization is a modality, and we call it A-nullification (Proposition 7.1.9).

Even though the existence results in Section 7.1 will probably not come as a surprise

to a homotopy theorist, we stress that what we are concerned with is the existence

of a reflective subfibration on E, as opposed to the mere existence of a reflective

subcategory, which is a well-known fact, due to local presentability of E (see [Lur09,

Prop. 5.5.4.15]).

In Section 7.2, we investigate the effect of L′-localization when L• is given by

f -localization and show that it corresponds to Σf -localization, where Σf is the sus-

pension of f . In Section 7.3 and in Section 7.4, we explore properties of f -localization

when f is a map in the left class of a factorization system on E, or when f is a map

96
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between 0-connected objects.

Section 7.2 to Section 7.4 parallel [CORS18, §3] closely in terms of statements and

proofs, modulo the needed adjustments to the topos-theoretic setting. For example, in

Section 7.2, we need to work with cartesian factorization systems because, in contrast

with the situation in homotopy type theory, the left class of a factorization system

on E need not be closed under products.

7.1 Existence of f-localization

Fix a map f : A → B in our favorite ∞-topos E. We will construct a reflective

subfibration on E out of this datum.

Let us start by recalling from [ABFJ17a, Section 3.3] a few definitions and results

that we need. The reader might also want to refer back to Section 4.2 for definitions

and results concerning factorization systems.

Definition 7.1.1. A map f is internally orthogonal to a map g : X → Y in E if

(f × Z) ⊥ g for every object Z ∈ E. If this holds, we write f 
 g.

Definition 7.1.2. A factorization system (L,R) in an ∞-topos E is called cartesian

if, for every l ∈ L and every r ∈ R, l 
 r (rather than simply having l ⊥ r).

Let R := {f} 
 be the class of all maps g such that f 
 g. Then, if we let

L := ⊥R = 
R, (L,R) is a factorization system (see [ABFJ17a, Prop. 3.3.8]). By

definition, this is a cartesian factorization system. Thus, as in Theorem 4.2.5, we get

that D := R/1 is a reflective subcategory of E. Using the definitions of R and L and

the fact that if l, l′ ∈ L, then l × l′ ∈ L (see [ABFJ17a, Lemma 3.3.7]), it is easy

to see that D consists precisely of all those X ∈ E such that Xf : XB → XA is an

equivalence in E. Furthermore, D is an exponential ideal (see Proposition 3.1.5 (iii)

for terminology).

Definition 7.1.3. An object X ∈ E such that Xf : XB → XA is an equivalence is

called an f -local object.
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Remark 7.1.4. If we let Lf : E→ E be the localization functor associated to D, the

Lf -equivalences form the class ⊥
D = 
 D. Since X ∈ E is f -local if and only if Xs

is an equivalence for every Lf -equivalence s, one can use this fact to show that X ∈ E

is f -local if and only if the map of ∞-groupoids E(f,X) : E(B,X) → E(A,X) is an

equivalence.

For any fixed X ∈ E, we can now consider the map f ×X : A×X → B×X , seen

as a map in E/X :

A×X

X
prA ""❉

❉❉
❉❉

A×X B ×X
f×X // B ×X

X
prB||③③
③③
③

Set RX := {f × X} 
. As above, we get a cartesian factorization system (LX ,RX)

in E/X with LX :=
⊥(
RX
)
= 


(
RX
)
. Then DX := RX

/idX
is a reflective subcategory

of E/X .

Definition 7.1.5. We call an object p ∈ E/X an f -local map if the map

p(f×X) : pprB → pprA

is an equivalence.

The reflective subcategory DX consists precisely of the f -local maps.

Remark 7.1.6. Using the fact that, if s ∈ E/X and S = dom(s), the product map

(f ×X)×X s in E/X is the map

A× S

X
sprA ""❉

❉❉
❉❉

A× S B × S
f×S // B × S

X
s prB||③③
③③
③

in E/X , it is easy to see that RX ⊆ RX , where — as in Lemma 4.2.4 — RX is the

class of maps in E/X that are in R when seen as maps in E.

We claim that the assignment X 7→ DX above defines a reflective subfibration on

E.
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Proposition 7.1.7. For every map f : A→ B in E, there is a reflective subfibration

Lf• on E for which the local maps are exactly the f -local maps.

Proof. Fix f : A→ B in E. We show the reflective subcategories DX of f -local maps

constructed as above give rise to a reflective subfibration. To start with, consider a

map g : Y → X in E. We need to show that the pullback functor g∗ : E/X → E/Y

restricts to a functor DX → DY , i.e., we need to prove that g∗(p) is in DY whenever

p ∈ DX . By hypothesis, p(f×X) is an equivalence in E/X , so that g∗(pf×X) is an

equivalence in E/Y . But, by Lemma A.1.1, g∗
(
p(f×X)

)
is equivalent to (g∗(p))g

∗(f×X)

(as maps in E/Y ). Since g∗(f × X) = f × Y as maps in E/Y , we can conclude that

g∗(p) is in DY . This shows that X 7→ DX is a srs on E.

To prove that it is a reflective subfibration, we verify the condition of Defini-

tion 3.1.1 (2). Thus, let p ∈ E/X with E := dom(p). The reflection of p into DX is

given by the (LX ,RX)-factorization of p→ idX , which we depict as the commutative

triangle

E

X
p ""❉
❉❉

❉❉
❉E LX(E)

lp // LX(E)

X
rp||③③
③③
③

in E. We need to show that, for g : Y → X in E, (g∗(lp), g
∗(rp)) is the (LY ,RY )-

factorization of g∗(p) → idY in E/Y , where g
∗(lp) : g

∗(p) → g∗(rp). Note that, by the

first part above, we certainly have g∗(rp) ∈ DY (that is, g∗(rp)→ idY is inRY ). Thus,

we only need to show that g∗(lp) is in LY . By definition, this means showing that,

for every m ∈ RY , g∗(lp) ⊥Y m. But, by adjointness, this orthogonality condition in

E/Y is equivalent to the orthogonality condition lp ⊥X
∏

gm in E/X . Since lp ∈ L
X

by hypothesis, it suffices to show that, for every g : Y → X and every m ∈ RY ,
∏

gm

is in RX .

By Remark 7.1.6, for every object s ∈ E/X with S := dom(s), the product map

(f × X) ×X s in E/X is just the map f × S : s prA → s prB in E/X . By definition,
∏

gm is in RX precisely if (f × S) ⊥X
∏

gm in E/X for every s ∈ E/X as above. By

adjointness, this happens if and only if g∗(f × S) ⊥Y m in E/Y . An easy application
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of the pasting lemma for pullbacks shows that, if we denote the domain of g∗(s) by

g∗(S), g∗(f × S) is the map

A× g∗(S)

Y
prA %%❑

❑❑
❑❑

❑
A× g∗(S) B × g∗(S)

f×g∗(S) // B × g∗(S)

Y
prByyss
ss
ss

in E/Y . This map is the product map of the object g∗(s) ∈ E/Y with the map

f × Y : prA → prB in E/Y . Since m ∈ RY = {f × Y } 
, we can conclude that

g∗(f × S) ⊥Y m, as required.

Definition 7.1.8. Given a map f : A → B in E, we call the reflective subfibration

Lf of Proposition 7.1.7, the f-local reflective subfibration on E. When f is the unique

map A → 1 for an object A ∈ E, we call f -local maps A-null maps and the f -local

reflective subfibration A-nullification.

Nullifications are particularly interesting because they always form a modality.

Proposition 7.1.9 (cf. [ABFJ17a, Ex. 3.5.3]). A-nullification is a modality for every

A ∈ E.

Proof. Using the same notation as in Lemma 4.2.4, we show that, for every X ∈ E,

RX = RX so that the claim follows from Theorem 4.2.5. By Remark 7.1.6, RX ⊆ RX

holds for every f -local reflective subfibration so we just need to prove the reverse

inclusion. Let then α : p→ q be a map in RX and set m := ΣX(α). Showing that α

is in RX means proving that m ∈ R. That is, we have to show that, for every C ∈ E,

every commutative square in E

C M
k

//

A× C

C

prA
��

A× C E
h // E

M

m
��

(∗)

has a unique diagonal filler. If we let prA : k prA → k be the map in E/M induced

by prA, this means showing that, for every k ∈ E(C,M), in the following comparison



7.1. EXISTENCE OF F -LOCALIZATION 101

diagram of fiber sequences

E/M(k,m) E(C,E) E(C,M)

E/M(k prA, m) E(A× C,E) E(A× C,M)

// E(C,m) //

//
E(A×C,m)

//

E/M (prA,m)

��

E(prA,E)

��

E(prA,M)

��

the rightmost square is a pullback, that is, the leftmost map is an equivalence. Now,

k gives rise to a map k : qk → q in E/X and

hofibk
(
E/X(qk, α)

)
= (E/X)/q(k, α) ≃ E/M(k,m)

Similarly, k prA gives rise to a map k prA : qk prA → q in E/X and

hofibk prA
(
E/X(qk prA, α)

)
≃ E/M(k prA, m).

It follows that there is a comparison diagram of fiber sequences

E/M(k,m) E/X(qk, p) E/X(qk, q)

E/M(k prA, m) E/X(qk prA, p) E/X(qk prA, q)

//
E/X(qk,α)

//

//
E/X(qk prA,α)//

E/M (prA,m)

��
E/X(prA,p)

��
E/X(prA,q)

��

We claim that the right square is a pullback so that the induced map on fibers is

an equivalence. Indeed, prA is the product map in E/X of idqk with pr2 : pr2 → idX ,

where pr2 : A × X → X . Since LX is closed under products and pr2, idqk ∈ L
X ,

prA ⊥X α, which means that the right square above is a pullback.

Remark 7.1.10. By [ABFJ17a, Lemma 3.3.3], for every n ≥ (−1), a map p in E is

n-truncated if and only if sn+1 
 p, where sn+1 : S
n+1 → 1, and Sn+1 := Σn+1(1

∐
1).

(Here, Σn+1X is the (n + 1)-th suspension of X ∈ E, which is defined recursively by

ΣX := 1
∐

X 1 and Σn+1X := Σ(ΣnX), for n ≥ 1.) It then follows that the modality
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Ln• defined in Example 4.2.7 can also be described as the Sn+1-nullification.

The results above still hold true if we replace the map f : A→ B with an arbitrary

set S = {fi : Ai → Bi}i∈I of maps in E.

Definition 7.1.11. Let S = {fi : Ai → Bi}i∈I be a set of maps in E. A map p is

S-local if it is fi-local for every i ∈ I. We denote by DS
X the full subcategory of E/X

spanned by the S-local maps.

Proposition 7.1.12. Let S = {fi : Ai → Bi}i∈I be a set of maps in E. There exists

a reflective subfibration LS• on E whose local maps are exactly the S-local map. In

particular, a map is an LS-equivalence precisely if it is an fi-equivalence for every

i ∈ I.

Proof. [ABFJ17a, Prop. 3.3.8] applies to give a cartesian factorization system (L,R)

on E in which R = S 
. Furthermore, X ∈ E belongs to the associated reflective

subcategory D = R/1 if and only if Xfi is an equivalence for every i ∈ I. For every

X ∈ E we can then take the class of maps in E/X given by

S ×X := {fi ×X : prAi
→ prBi

}i∈I ,

consider the associated cartesian factorization system on E/X , and obtain a reflective

subcategory DX of E/X . An argument essentially the same as the proof of Propo-

sition 7.1.7 shows that this collection of reflective subcategories forms a reflective

subfibration LS• on E with the required properties.

Definition 7.1.13. The reflective subfibration LS• on E whose local maps are the S-

local maps is called the S-local reflective subfibration on E, or simply the S-localization

on E. We call a map an S-equivalence if it is an LS−equivalence.

Remark 7.1.14. By the very definition of LS, properties of LS• involving S-local maps

and S-equivalences can be recovered from properties of Lf• , for a single map f : A→ B.
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In the following, we will then often state results for the reflective subfibration LS• and

prove them for Lf• .

7.2 (Lf•)
′ and suspensions

When L• is an f -localization, L′
• is easy to describe and turns out to be another

localization with respect to a map. We prove this below and then highlight some

interactions between f -local and Σnf -local objects, for n ≥ 1.

Proposition 7.2.1. Let S be a set of maps in E. Then (LS)′ = LΣS, where ΣS is

the set of maps given by the suspensions of the maps in E.

Proof. We show that the LS-separated maps are exactly the LΣS-local maps. We

prove this for objects, the proof for maps being essentially the same, upon replac-

ing E with a slice ∞-topos E/Z . By Remark 7.1.14, we can reduce to the case

where S consists of a single map f : A → B. Let X ∈ E. We want to show that

XΣf : XΣB → XΣA is an equivalence if and only if (∆X)f×X
2
: ∆XprB → ∆XprA is

an equivalence. Here, f × X2 denotes the map f × X2 : prA → prB in E/X2 , where

prA : A×X
2 → X2 is the projection map, and similarly for prB.

Note that, since ΣA comes with two canonical basepoints S,N : 1 → ΣA, XΣA

is naturally an object over X2. Similarly, XΣf is naturally a map over X2 and it is

an equivalence as such if and only if it is an equivalence as a map in E, since the

forgetful functor E/X → E is conservative. We now proceed to show that XΣf is

actually (∆X)f×X .

Let [A × X2, X2] be the domain of (∆X)prA, when seen as a map in E. By

[ABFJ17b, Lemma 2.5.5], there is a pullback square

[A×X2, X2] XA

X2 (X2)A

//

(∆X)prA
��

(∆X)A

��
//
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where the bottom map is induced by A→ 1. If we paste this square with the pullback

square

XA XA

(X2)A (XA)2

id //

(∆X)A

��
∆(XA)
��

≃
//

we get that (∆X)prA is also the pullback of ∆(XA) along c2 : X2 → (XA)2, where

c : X → XA is induced by A→ 1. But

(c2)∗(∆(XA)) = (X ×XA X → X2)

and X ×XA X ≃ XΣA, because ΣA = 1
∐

A 1. Therefore, (∆X)prA = (XΣA → X2).

Similarly, (∆X)prB = (XΣB → X2) and (∆X)f×X is XΣf .

Using Corollary 6.1.3 the above proposition has the following immediate conse-

quence.

Corollary 7.2.2. For a set S of maps in E and for 1
x
−→ X a pointed object,

LS(ΩX) ≃ Ω(LΣSX), where the loop space of LΣSX is taken with respect to the

global element 1
x
−→ X

η(X)
−−−→ LΣSX.

We now study the effect of iterating the construction (Lf•) 7→ (Lf•)
′, where f is a

map between pointed objects. Recall that, if f : A→ B is a map in E, the cofiber of

f is the object Cf fitting in the pushout square

A B

1 Cf

f //

�� ��
//

Recall also that an object Z ∈ E is A-null if it is (A→ 1)-local.

Theorem 7.2.3 ([CORS18, Thm. 3.6]). Let a : 1 → A and b : 1 → B be pointed

objects in E and let n ≥ 1. Let f : (A, a) → (B, b) be a map of pointed objects.

Consider the following three conditions, for an object Z ∈ E.
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1. Z is f -local.

2. Z is Σn−1(Cf)-null.

3. Z is Σnf -local.

Then (1) =⇒ (2) =⇒ (3). Furthermore, if the maps eva : Z
A → Z and

evb : Z
B → Z are (n− 1)-connected, the three conditions above are equivalent.

Proof. We start with some general considerations. The maps eva and evb are defined

as the maps induced by a and b respectively. Therefore the map cA : Z → ZA induced

by A → 1 is a section of eva, and, similarly, cB : Z → ZB is a section of evb. In

particular, both eva and evb are (−1)-connected. On the other hand, since f is a

pointed map, Zf is naturally a map evb → eva in E/Z . Furthermore, Zf ◦ cB = cA.

Now, by definition of Cf , there is a pullback square

ZCf Z

ZB ZA

//

��
cA
��

Zf
//

We can then expand the above to a long fiber sequence as in the following diagram,

where all squares are pullbacks.

· · ·

· · ·

ZΣ2A Z

ZΣCf ZΣB Z

Z ZΣA ZCf Z

Z ZB ZA

//

//

//

��
cΣB

��
// //

��
ZΣf

��

cCf

��
cΣA // // //

�� ��
cA

��

cB
//

Zf
//

idZ

$$■
■■

■■
■■

■■
■■

idZ

$$■
■■

■■
■■

■■
■■

idZ
$$■

■■
■■

■■
■■

■■

(†)

(Note that we used Zf ◦ cB = cA.)
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We first prove that (1) =⇒ (2). If Z is f -local, then Zf is an equivalence and

then so is ZCf → Z. It follows that cCf
: Z → ZCf is also an equivalence, i.e., Z

is Cf -null. By Remark 5.1.3 (1) and Proposition 7.2.1, we then get that Z is also

Σn−1Cf -null.

Assume now that (2) holds. Then, in the portion of (†) given by

ZΣnB ZΣnA

Z ZΣn−1Cf

ZΣnf
//

�� ��
//

the bottom map is an equivalence by hypothesis, and then so is ZΣnf . Therefore,

(2) =⇒ (3).

Suppose now that eva and evb are (n−1)-connected. Then, in (†) the maps cA and

cB are (n − 2)-connected, because they are sections of eva and evb respectively (see

[Lur09, Prop. 6.5.1.20]). Since, for anym ≥ (−2), m-connected maps are stable under

pullbacks, it follows that both of the maps ZΣA → Z and ZΣA → ZΣCf are (n− 2)-

connected. Note that, if n > 1, cΣA, as a section of ZΣA → Z, is (n − 3)-connected

and then cΣCf
, as the composite Z

cΣA−−→ ZΣA → ZΣCf , is also (n − 3)-connected.

Proceeding in this way, one obtains that, in the portion of (†) given by

ZΣnB ZΣnA Z

Z ZΣn−1Cf ZΣn−1B

Z ZΣn−1A

ZΣnf
// //

�� �� ��
// //

��
ZΣn−1f
��

cΣn−1A

//
idZ ((PP

PPP
PPP

PPP
PPP

the maps cΣn−1A and ZΣnA → ZΣn−1Cf are (−1)-connected (effective epimorphisms).

Therefore, if Z is Σnf -local, i.e., ZΣnf is an equivalence, Z → ZΣn−1Cf and ZΣn−1f are

also equivalences. If n = 1, this shows that (3) =⇒ (1). Otherwise, by induction,

Zf is an equivalence and, then, (3) =⇒ (1) again.
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7.3 Interactions with factorization systems

We investigate here some properties of LS• when the maps in S can all be taken

to belong to the left class L of a cartesian factorization system F = (L,R) on E

(Definition 7.1.2). By [ABFJ17a, Lemma 3.5.5], stable factorization systems are in

particular cartesian.

Recall that, given any factorization system F = (L,R), there is a factorization

system FX = (LX ,RX) in E/X , for X ∈ E. Here, LX is formed by those maps β in

E/X such that ΣX(β) is in L, and analogously for R.

Proposition 7.3.1 ([CORS18, Lemma 3.11]). Let F = (L,R) be a cartesian factor-

ization system, and let S be a set of maps in L. If α : p → q is a map in RX and q

is S-local, then p is S-local.

Proof. We show this for S = {f : A→ B}. Consider the map f ×X : prA → prB in

E/X , where prA : A×X → X is the projection map, and similarly for prB. Assume q

is f -local. Thanks to Remark 7.1.4, to show that p is f -local, we need to show that

the map of ∞-groupoids

E/X(f ×X, p) : E/X(prB, p)→ E/X(prA, p)

is an equivalence. We have a commutative square in ∞Gpd

E/X(prB, p) E/X(prA, p)

E/X(prB, q) E/X(prA, q)

E/X (f×X,p)
//

E/X(f×X,q)
//

E/X(prB ,α)

��
E/X(prA,α)

��

Now, because the class L is closed under product (see [ABFJ17a, Lemma 3.3.7]), the

map in E given by f ×X = f × idX is in L and, then, the map f ×X : prA → prB in

E/X is in LX . Since α is in RX by hypothesis and FX = (LX ,RX) is a factorization

system, we then get that the above square is a pullback. But, since q is f -local by
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hypothesis, E/X(f ×X, q) is an equivalence, and then so is E/X(f ×X, p). This shows

that p is f -local, as needed.

Corollary 7.3.2. Let S be a set of effective epimorphisms. If p ∈ E/X is an S-local

map and t ∈ E/X is a subobject of p, then t is an S-local map as well.

The above proposition can be used to show that S-local maps satisfy a weaker

version of the composition property required for modalities.

Corollary 7.3.3. Let S be a class of maps in E and let a : E → M be a map such

that f 
 a for every f ∈ S. Then a is an S-local map and, given any commutative

triangle

E M

X

a //

p ��❄
❄❄

❄❄
❄

q��⑧⑧
⑧⑧
⑧⑧

if q is an S-local map, then so is p.

Proof. We use results and notation discussed in Section 7.1. For a fixed map f in E,

let R = {f} 
 and L = ⊥R = 
 R. The hypothesis on a (for S = {f}) says that

a ∈ R and, since RX ⊆ RX (see Remark 7.1.6), the map a→ idM is in RX , that is,

a is an f -local map. Since F = (L,R) is a cartesian factorization system and f ∈ L,

the second claim now follows from Proposition 7.3.1 applied to the given commuting

triangle.

Theorem 7.3.4 ([CORS18, Thm. 3.12]). Let F = (L,R) be a cartesian factorization

system, and let S be a set of maps in L. For any X ∈ E and p ∈ E/X , the reflection

map ηX(p) : p→ LSX(p) of p into DS
X is in LX .

Proof. Factor ηX(p) according to (LX ,RX):

p LSX(p)

i

ηX (p) //

l ��❄
❄❄

❄❄
❄❄

r

??⑧⑧⑧⑧⑧⑧
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By Proposition 7.3.1, i is S-local. Thus, there exists a unique l : LSX(p) → i with

lηX(p) = l. We then have rlηX(p) = rl = ηX(p) and so rl = idLS
X(p), by the universal

property of ηX(p). On the other hand, the map lr : i → i satisfies lrl = lηX(p) = l,

i.e., (lr)l = l with l ∈ LX . By Lemma 4.2.3, lr ∈ LX . Since r ∈ RX and rlr = r, we

get that lr is an equivalence, by uniqueness of factorizations. Thus, r is an equivalence

and so ηX(p) = rl is in LX .

We can use the above theorem to give a sufficient condition for LS• to preserve

connectedness of maps in E.

Corollary 7.3.5. For n ≥ −1, let S be a set of (n − 1)-connected maps. If X ∈ E

and p ∈ E/X is n-connected, then so is LSX(p).

Proof. By Theorem 7.3.4 with Fn−1 =((n − 1)-connected, (n − 1)-truncated), the

reflection map ηX(p) : p → LSX(p) is (n − 1)-connected. Recall now that, if Ln−1
•

is the modality associated to Fn−1, (L
n−1
• )′ = Ln• , the modality associated to the

factorization system of n-connected and n-truncated maps. Since p is n-connected by

hypothesis, Proposition 6.1.9 then gives that LSX(p) is n-connected as well.

7.4 Interaction with coproducts

By Lemma 3.2.1, if L• is a reflective subfibration on E, the class of L-local maps is

closed under coproducts, in the arrow category E•→•. In particular, for a set {Xj}j∈J

of L-local objects in E, this tells us that the induced map
∐

j∈J Xj →
∐

j∈J 1 is

L-local, but it does not allow us to conclude that the object
∐

j∈J Xj is L-local.

However, if L = LS• , we can find sufficient conditions on S for this to happen, by

studying the relationship between S-local and 0-truncated maps in E.

Proposition 7.4.1 ([CORS18, Lemma 3.7]). Let S be a set of maps between 0-

connected objects. If p : X → J is an S-local map and J is 0-truncated, then X is

S-local. In particular, 0-truncated objects are S-local.



110 CHAPTER 7. LOCALIZATION WITH RESPECT TO A MAP

Proof. We show the result for S = {f : A → B}, where A and B are 0-connected.

Note that, since J is 0-truncated, we have an equivalence Jτ≤0A ≃
−→ JA, where τ≤0A

is the 0-truncation of A. On the other hand, A is 0-connected, so there is an equiv-

alence τ≤0A
≃
−→ 1. Altogether, we get that the map A → 1 induces an equivalence

cA : J
≃
−→ JA. For the same reasons, we also have an equivalence cB : J

≃
−→ JB.

Consider now the map in E/J given by f × J : prA → prB, where prA : A × J → J

is the projection map, and similarly for prB. Write [A × J,X ] (resp., [B × J,X ])

for the domain of the internal hom pprA ∈ E/J (resp., pprB ∈ E/J). By [ABFJ17b,

Lemma 2.5.5], there are pullback squares in E

[B × J,X ] XB

J JB

[A× J,X ] XA

J JA

//

pprB

��
pB

��

cB
//

//

pprA

��
pA

��

cA
//

Hence, since both cA and cB are equivalences, the maps [B × J,X ] → XB and

[A× J,X ]→ XA are also equivalences. But now, in the commutative diagram

J JB

JA

[B × J,X ]

[A× J,X ]

XB

XA

J

≃ //

pprA

��

≃ //

Xf

❄❄

��❄❄��❄
❄

❄

Jf

❄❄

��❄❄

pA

��
idJ

��❄
❄❄

❄❄
❄❄

≃
//

≃ //

pprB

��

pB

��

the dotted map is pf×J , which is an equivalence by the hypothesis that p is f -local.

By the two-out-of-three property for equivalences, it follows that Xf : XB → XA is

also an equivalence, that is, X is f -local. The second claim follows by considering

idJ : J → J .

Corollary 7.4.2. Let S be a set of maps between 0-connected objects. If {Xj}j∈J ′ is
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a set of S-local objects, the coproduct
∐

j∈J ′ Xj is S-local.

Proof. Set J :=
∐

j∈J ′ 1 ∈ E. Then J is 0-truncated since 1 ∈ E is such and the

0-truncation functor τ≤0 : E→ E preserves coproducts. By Lemma 3.2.1, the map

p :=
∐

j

(Xj → 1) :
∐

j

Xj → J

is S-local. Therefore,
∐

j Xj is S-local, by Proposition 7.4.1.

Corollary 7.4.3 ([CORS18, Cor. 3.8]). Let S be a set of maps between 0-connected

objects and let p : X → J be any map into a 0-truncated object J . Let ψ : LSX → J

be the unique map with ψη(X) = p. Then η(X) : p → ψ is the reflection of p into

DS
J . In particular, the S-localization functor LS : E→ E preserves coproducts.

Proof. Note that the map ψ exists because J is S-local. Let

ηJ(p) : p→ LSJ (p)

be the reflection map of p into DS
J . Then, ΣJ (ηJ(p)) is an LS1 -equivalence, by

Lemma 3.1.4, and ΣJ (L
S
J (p)) is S-local, by Proposition 7.4.1. Hence, ΣJ(ηJ(p)) can be

taken to be η(X) and the first claim follows. For the second claim, suppose {Xj}j∈J ′

is a set of objects in E and set

X :=
∐

j∈J ′

Xj , J :=
∐

j∈J ′

1 and p :=
∐

j∈J ′

(Xj → 1) : X → J.

For each j ∈ J ′, let (η(X))j : Xj → (LSX)j be the map obtained by pulling back

η(X) : p → ψ along j : 1 → J . Since η(X) is the reflection map of p into DS
J ,

(η(X))j is the reflection map of Xj into DS, by Definition 3.1.1 (2). By universality

of colimits in an ∞-topos, we get that
∐

j∈J ′ η(Xj) is the reflection map of X and

then LS
(∐

j∈J ′ Xj

)
≃
∐

j∈J ′ LS(Xj), as needed.
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Remark 7.4.4. Proposition 7.4.1 also holds in slice categories E/Z , giving that, if we

have a commutative triangle

X J

Z

p //

a ��❄
❄❄

❄❄
❄❄

b��⑧⑧
⑧⑧
⑧⑧
⑧

with p S-local (i.e., p ∈ DS
J ) and b 0-truncated, then a is also S-local (see also

Remark 3.1.2). The proof parallels the one for E, upon noticing that, if A is 0-

connected, the projection map A× Z → Z, seen as an object in E/Z , is 0-connected,

because it is the pullback of A along Z → 1. We get similar local versions of the two

corollaries above.



Chapter 8

Summary and conclusion

In this work, we have provided a new approach to the study of localization theory

in an∞-topos that bridges the classical homotopy-theoretic study of the subject with

recent developments in homotopy type theory ([RSS17] and [CORS18]).

Our approach is based on the notion of a reflective subfibration L• on an∞-topos

E. This is a pullback-compatible assignment of reflective subcategories DX ⊆ E/X

of L-local maps, for every X ∈ E. All of the classically studied examples of local-

izations fit into this framework: localizations (of spaces) at a set of maps (Proposi-

tion 7.1.12), stable factorization systems (Theorem 4.2.5), and left exact reflections

(Proposition 4.2.8).

We have investigated the properties of many classes of maps associated to a re-

flective subfibration L•. In particular, we have proved that L-local maps form a local

class of maps in E, thus admitting a classifying map (Theorem 3.2.6). We have also

shown that L-connected maps allow one to completely describe reflective subfibrations

with the property that the composite of two L-local maps is local as being associated

to stable factorization systems (Theorem 4.2.5).

We have extensively studied the class of L-separated maps, that is, those maps

in E whose diagonal is L-local. Our main result is the existence of a reflective subfi-

bration L′
• on E with the property that the L′-local maps are the L-separated maps

113
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(Corollary 5.3.4). With this existence result at hand, we have managed to prove many

results about the interactions between L• and L′
•, including a complete description

of those reflective subfibrations L• for which L• = L′
• (Theorem 6.2.8).

In adopting homotopy type theoretic ideas to the homotopy theoretic context of

an∞-topos, we have built a hands-on dictionary between homotopy type theory and

homotopy theory, highlighting similarities and differences between the two viewpoints,

and showcasing both the insights and the difficulties that this translation process de-

termines. We hope that this work will help in merging the two communities together,

and in evaluating the advantages and drawbacks of both approaches.



Appendix A

On locally cartesian closed

∞-categories

In this appendix, we prove some miscellaneous facts about locally cartesian closed

(lcc) ∞-categories that are needed in our work but do not naturally fit elsewhere.

Some of these results are well-known, but others do not seem to appear or be proven

in the literature.

In Section A.1, we discuss some results about cartesian-closedness of pullback

functors, as well as some interactions between their adjoints. In Section A.2, we

formulate a “term-free” version of the type-theoretic axiom known as function exten-

sionality, and we prove that it holds in any lcc∞-category. Finally, in Section A.3, we

prove a criterion for extending a map along another one with the same domain. We

formulate this criterion in terms of a certain object of “fiberwise extensions” being

contractible.

We fix throughout an lcc ∞-category C.

115
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A.1 Pullback functor and its adjoints

The first set of results we need explore the behaviours of the pullback functors

and of their adjoints in C.

Lemma A.1.1. Let C be a locally cartesian closed ∞-category. For any morphism

g : Y → X in C the pullback functor

g∗ : C/X → C/Y

is cartesian closed, i.e., for every p, q ∈ C/X , g
∗ (pq) is the exponential object g∗(p)g

∗(q)

in C/Y .

A proof of the above result for 1-categories can be found in [Joh02, Lemma A.1.5.2]

and the same proof carries over to ∞-categories.

Lemma A.1.2. Let ǫ : gg∗ → idC/X
be the counit of the adjunction g ◦ (−) ⊣ g∗.

Given X ∈ C, take p, q ∈ C/X . Suppose given a diagram in C

A
W T

Y X

ρ
++❲❲❲❲

❲❲❲ σ:=ǫpq //

f
))

(g∗p)(g
∗q)

��
pq

��

g
//

Let ρ♯ : f ×Y g∗q → g∗p be the adjunct to ρ in C/Y and consider the map σρ : gf → pq

in C/X . Then, g(f ×
Y g∗q) = gf ×X q and the adjunct of σρ is given by the composite

map

g(f ×Y g∗q)
ρ♯

−→ gg∗p
ǫp
−→ p

Proof. The fact that g(f ×Y g∗q) = gf ×X q is given by the pasting-lemma for pull-

backs. By definition, the adjunct of σρ is the composite

gf ×X q
σρ×Xq
−−−−→ pq ×X q

evp,q
−−→ p
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and the adjunct ρ♯ is the composite

f ×Y g∗q
ρ×Y g∗q
−−−−→ (g∗p)(g

∗q) ×Y g∗q
evg∗p,g∗q
−−−−−→ g∗p.

Using that (g∗p)(g
∗q) ×Y g∗q = g∗(pq ×X q), the map evg∗p,g∗q is the map g∗(evp,q).

One then needs to show that the maps evp,q(σρ ×X q) and ǫpg
∗(evp,q)(ρ ×Y g∗q) are

equal. Consider the diagram below, where all squares are pullbacks

A

W T

Y X

(gf)∗Q

g∗(T ×X Q)

g∗Q

T ×X Q

Q

f
//

g
//

// //

σ′ //

m
66♠♠♠♠♠♠♠♠♠ ��❄

❄❄
❄❄

❄

��❄
❄❄

❄❄
❄

��❄
❄❄

❄❄
❄❄

pq
❄❄

��❄
❄

(gf)∗q

��

g∗q

��

q

��

ρ
66♠♠♠♠♠♠♠♠♠♠♠♠♠♠♠

σ //
�� ��

Then m (as a map over Y ) is ρ ×Y g∗q and σ′m (as a map over X) is σρ×X q. The

claim now follows by considering the following commutative diagram, where the back,

front and bottom faces of the cube (and, hence, also the top face) are pullbacks

A

W T

Y X

(gf)∗Q

g∗(T ×X Q)

g∗P

T ×X Q

P

f
//

g
//

ǫp //

σ′ //

ρ×Y g∗q
66♠♠♠♠♠♠♠♠♠

evp,q
��❄

❄❄
❄❄

❄
g∗(evp,q)

��❄
❄

❄

��❄
❄❄

❄❄
❄❄

pq
❄❄

��❄
❄

(gf)∗q

��

g∗p

��

p

��

ρ
66♠♠♠♠♠♠♠♠♠♠♠♠♠♠♠

σ //
�� ��

Lemma A.1.3 (Beck-Chevalley condition). Let C be a locally cartesian closed ∞-
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category and let

A Bg
//

D

A

k
��

D C
h // C

B

f
��

be a pullback square in C. Then the canonical natural transformations

∑

k

h∗ −→ g∗
∑

f

and f ∗
∏

g

−→
∏

h

k∗

are equivalences.

Proof. The first map being an equivalence at every p ∈ C/C is a restatement of the

pasting lemma for pullbacks. The result for dependent products follows from the

one for dependent sums by taking right adjoints, since adjoints compose (g∗Σf is left

adjoint to f ∗
∏

g and similarly for Σkh
∗).

A.2 Function extensionality

In homotopy type theory, given two functions f, g : X → A between types X and

A, there is a map

(f =AX g) −→
∏

x:X

(f(x) =A g(x))

evaluating a path between f, g : X → A at each x :X . The statement that this map is

an equivalence (for all types A,X and all functions f, g : A→ X) is what is commonly

known as function extensionality.

In our setting, abstracting away from its term-based description, function exten-

sionality can be stated as the following result.

Proposition A.2.1 (Function Extensionality). Let C be a locally cartesian closed

∞-category. Given A,X ∈ C, let ev : AX × X → A be the counit of the adjunction
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(−)×X ⊣ (−)X and form the pullback

AX × AX ×X A× A
(ev1,ev2)

//

Q

AX × AX ×X

q
��

Q A// A

A× A

∆A
��

Here ev1 (resp. ev2) is the composite of the projection

AX × AX ×X → AX ×X

onto the first (resp. second) and third components with the evaluation map. Let

pr : AX × AX × X → AX × AX be the projection map. Then there is a canonical

equivalence

∆(AX)→
∏

pr

q

in C/AX×AX .

Proof. Let k : E → AX × AX be an object in C/AX×AX . By adjointness, there is a

natural equivalence

C/AX×AX

(
k,
∏

pr

q

)
≃ C/AX×AX×X(k ×X, q)

By the description of hom-spaces in ∞-slice categories (see [Lur09, Lemma 5.5.5.12])

and since Q is a pullback, we get a homotopy pullback square of ∞-groupoids

∗ C(E ×X,A× A)
(ev1,ev2)◦(k×X)

//

C/AX×AX×X(k ×X, q)

∗
��

C/AX×AX×X(k ×X, q) C(E ×X,A)// C(E ×X,A)

C(E ×X,A× A)

C(E×X,∆A)
��

But

C(E,∆(AX)) ≃ C(E ×X,∆A) ≃ ∆C(E×X,A)
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which means

C/AX×AX×X(k ×X, q) ≃ hofibk(C(E,∆(AX))) ≃ C/AX×AX (k,∆(AX)),

where the last equivalence is again [Lur09, Lemma 5.5.5.12]. We then get a composite

equivalence

C/AX×AX

(
k,
∏

pr

q

)
≃ C/AX×AX (k,∆(AX))

natural in k ∈ C/AX×AX , as required.

Proposition A.2.1 can be promoted to a result about diagonals of dependent prod-

ucts, which corresponds to the type-theoretic function extensionality for dependent

functions. We now set up what we need to state this generalization of Proposi-

tion A.2.1.

Let p : E → X be a map in C and let

(
∏

X p)×X

X

π
!!❈

❈❈
❈❈

❈❈
❈

(
∏

X p)×X E
ǫ // E

X

p
}}④④
④④
④④
④④
④

be the component of the counit of the adjunction (−)×X ⊣
∏

X at p ∈ C/X . Here π

is the projection map onto X . The projection map

(
∏

X

p

)
×

(
∏

X

p

)
×X → X

is the product object π ×X π in C/X . We can therefore describe the product map

ǫ×X ǫ : π ×X π → p×X p in C/X as the map over X given by

(ǫ1, ǫ2) :

(
∏

X

p

)
×

(
∏

X

p

)
×X → E ×X E,
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where ǫ1 (resp. ǫ2) is the composite of the projection

(
∏

X

p

)
×

(
∏

X

p

)
×X →

(
∏

X

p

)
×X

onto the first (resp. the second) and third components with the counit map. The

pullback of ∆p along ǫ×X ǫ in C/X can be described as the pullback square

(
∏

X p)× (
∏

X p)×X E ×X E
(ǫ1,ǫ2)

//

Q′

(
∏

X p)× (
∏

X p)×X

q′
��

Q′ E// E

E ×X E

∆p
�� (A.1)

in C and Q′ can be naturally regarded as an object over X .

Proposition A.2.2 (Dependent Function Extensionality). Let C be a locally carte-

sian closed ∞-category and let p : E → X be a map in C. Construct q′ as in (A.1)

and let

pr :

(
∏

X

p

)
×

(
∏

X

p

)
×X →

(
∏

X

p

)
×

(
∏

X

p

)

be the projection map. Then there is a canonical equivalence

∆

(
∏

X

p

)
≃
−→

∏

pr

q′

in C/(
∏

X p)×(
∏

X p).

The proof of this result is, mutatis mutandis, the same as Proposition A.2.1, so

we will omit it.

Remark A.2.3. If C is a locally cartesian closed ∞-category, then so is C/X for any

X ∈ C. Thus, Proposition A.2.1 and Proposition A.2.2 hold true also in C/X and

give, for maps p : E → X , f : Y → X and q : M → Y in C, an alternative description

of the diagonal of pf ∈ C/X and of ∆
(∏

f q
)
as a map in C/Y .
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A.3 Contractibility

We provide here a criterion for the existence and the uniqueness of extensions of

one map along another one with the same domain. This result is linked to the notion

of contractibility in C.

Recall that an object A ∈ C is contractible (or (−2)-truncated) if the unique

map A → 1 is an equivalence (e.g., see [ABFJ17a, Def. 3.4.1]). When we apply this

definition to an object p ∈ C/X , this means that p is contractible in C/X exactly when,

seen as a map in C, it is an equivalence. Since equivalences in an∞-topos form a local

class of maps, we immediately get the following result, which we record for reference.

Lemma A.3.1. Let E be an ∞-topos and let f : Y → X be an effective epimorphism

in E. For any p ∈ E/X , f
∗(p) ∈ E/Y is contractible if and only if p is.

Before proving the technical extension result we need, we give a few preliminary

lemmas.

The following lemma is a standard exercise in 2-category theory since the notions

of slice ∞-categories and of adjunctions between ∞-categories can be completely

characterized in the 2-category of ∞-categories — see [RV18, §3 and 4].

Lemma A.3.2. Let C

F
//

D
G

oo
❴ be an adjunction and let D ∈ D. Then there is an

induced adjunction on slice categories

C/GD

F
//

D/D

G

oo
❴

where, for p ∈ C/GD and q ∈ D/D, F̄ (p) = ǫDFp and Ḡ(q) = Gq.

Lemma A.3.3. Let p : D → B×C be a map in a locally cartesian closed ∞-category
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C. Consider the map q : E → B × CB given by the pullback square

B × CB B × C
(pr1,ev)

//

E

B × CB

q
��

E D// D

B × C

p
��

Then there is an equivalence

(
∏

B

∑

B×C→B

p

)
≃


∑

CB

∏

B×CB→CB

q




Proof. Let prB : B×C → B and prCB : B×CB → CB be the projection maps. Note

that
∏

pr
CB
q is, by definition, a map

∏

pr
CB

q :
∑

CB

∏

pr
CB

q −→ CB.

On the other hand, we can see p as a map p :
∑

prB
p→ prB in C/B. Setting α :=

∏
B p,

we then get a map

α :
∏

B

∑

prB

p −→
∏

B

prB = CB.

It is therefore sufficient to show that α ≃
∏

pr
CB
q in C/CB . Let k : Z → CB be an

object in C/CB . Using Lemma A.3.2 applied to the adjunction

C

B×(−)
//

C/B∏
B

oo
❴

we get

C/CB(k, α) ≃
(
C/B

)
/prB

(
κ♯, p

)

Here κ♯ is the composite map B×Z
B×k
−−→ B×CB (pr1,ev)−−−−→ B×C, seen as a map from

(B×Z
pr1−−→ B) to prB, and thus as an object in

(
C/B

)
/prB

. Since
(
C/B

)
/prB
≃ C/B×C
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and using the definition of q = (pr1, ev)
∗p, we then obtain

C/CB(k, α) ≃ C/B×C

(
κ♯, p

)
= C/B×C ((pr1, ev)(B × k), p) ≃

≃ C/B×CB (B × k, q) = C/B×CB ((prCB)∗k, q) ≃ C/CB


k,

∏

pr
CB

q


 ,

whence α ≃
∏

pr
CB

q, as needed.

Intuitively, the following result is giving a condition for the existence of a unique

extension of a map f along another map g in terms of unique extensions along the

fibers of g. When we take fibers out of the picture, we get the following odd-looking

statement.

Proposition A.3.4 (cf. [CORS18, Lemma 2.23]). Let f : A → C and g : A → B

be two maps in a locally cartesian closed ∞-category C. Form the following pullback

squares in C

A× B × C B × B
g×prB

//

A× C

A× B × C

(prA,g×C)
��

A× C B// B

B × B

∆B
��

A× B × C C × C
f×prC

//

B ×A

A× B × C

(prA,B×f)
��

B ×A C// C

C × C

∆C
��

Consider the following object in C/B

E :=
∑

B×C→B

(
∏

A×B×C→B×C

(prA, B × f)
(prA,g×C)

)

where the displayed internal hom is taken in C/A×B×C . Then the following hold.

(i) If we let f : CB → CA denote the composite CB → 1
f
−→ CA, there is an

equivalence
∏

B

E ≃
∑

CB

(f, Cg)∗
(
∆(CA)

)
(A.2)

where (f, Cg) : CB → CA × CA.
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(ii) The space of global elements of the right-hand side in (A.2) is equivalent to the

space Ext(f, g) of extensions of f along g. In particular, if
∏

B E is contractible

in C/B, then there is a unique dotted extension in

A

B

C
g
��

f //
??⑧

⑧
⑧

⑧

Proof. We start by proving the first claim. We have

(prA, B × f)
(prA,g×C) =

∏

(prA,g×C)

(prA, g × C)
∗(prA, B × f)

Since (prA, B× f) = (f ×prC)
∗(∆C) and (f ×prC)(prA, g×C) = f ×C, we get that

(prA, g × C)
∗(prA, B × f) = (idA, f) : A→ A× C.

Therefore, letting prB×C : A× B × C → B × C be the projection map, we have

∏

prB×C

(prA, B × f)
(prA,g×C) =

∏

prB×C


 ∏

(prA,g×C)

(idA, f)


 =

∏

g×C

(idA, f)

Using Lemma A.3.3, we then get

∏

B

E =
∏

B

∑

B×C→B

∏

g×C

(idA, f) ≃
∑

CB

∏

pr
CB

(pr1, ev)
∗

(
∏

g×C

(idA, f)

)
=: E ′

where prCB : B × CB → CB is the projection map. There are pullback squares

A× CB A× C

B × CB B × C

A C

A× C C × C

(idA, ev(g×C
B)) //

g×CB

��
g×C
��

(pr1,ev)
//

f //

(idA,f)
��

∆C
��

f×C
//
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Thus, using the Beck-Chevalley condition, we get

E ′ ≃
∑

CB

∏

pr
CB

∏

g×CB

(
(f × C)(idA, ev(g × C

B))
)∗

(∆C) ≃

≃
∑

CB

∏

A×CB→CB

(
(f × C)(idA, ev(g × C

B))
)∗

(∆C) ≃

≃
∑

CB

∏

A×CB→CB

(ev(A× (f, Cg)))∗ (∆C) =: E ′′

where the last equivalence is due to the fact that (f × C)(idA, ev(g × CB)) is equal

to the composite map

A× CB A×(f,Cg)
−−−−−→ A× CA × CA ev

−→ C × C

Using the Beck-Chevalley condition applied to the pullback square

A× CB A× CA × CA

CB CA × CA

A×(f,Cg) //

pr2

��

pr2

��

(f,Cg)
//

we further deduce that

E ′′ =
∑

CB

∏

A×CB→CB

(A× (f, Cg))∗(ev∗(∆C)) ≃

≃
∑

CB

(f, Cg)∗


∏

pr2

ev∗(∆C)


 ≃

∑

CB

(f, Cg)∗(∆(CA))

where the last equivalence is given by Function Extensionality. This concludes the

proof of the first part.
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For the second part, note that

P :=
∑

CB

(f, Cg)∗(∆(CA))

is the pullback object of Cg : CB → CA along f : 1 → CA and thus C(1, P ) is the

homotopy fiber of C(1, Cg) at f ∈ C(1, CA). The latter homotopy fiber gives exactly

the needed space of extensions.
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