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Abstract

Nucleation is a crucial step in the solution crystallization process. Despite the intensive study on nucleation, classical nucleation theory and two-step nucleation theory cannot explain all the nucleation phenomena, especially for the non-classical nucleation phenomena which include oiling out, gelation and non-monotonic nucleation. Accordingly, for the non-classical nucleation systems, the crystallization processes are seldom designed based on the nucleation monitoring and supervision. In this thesis, crystallization process optimization was conducted to study the mechanism of non-classical nucleation phenomena and in-line process monitoring technology development.

Two kinds of non-classical nucleation phenomena with non-monotonic nucleation rate and gel formation were investigated, and accordingly, two nucleation pathways that self-induced nucleation and jellylike phase mediated nucleation were proposed based on the analysis of in-line spectral monitoring and off-line sample characterizations. Results indicated the agitation level would affect the pre-nucleation clusters’ existence in the non-monotonic nucleation system, and the properties of solvent determined the formation of jellylike phase and the transformation to crystals. Motion-based objects tracking model and the state-of-the-art neural network Mask R-CNN were introduced to monitor the onset of nucleation and following the crystallization process. Combined with a cost-effective camera probe, the developed real-time tracking system can detect the nucleation onset accurately even with ultrasonic irradiation and can extract much more information during the whole crystallization process. Subsequently, ultrasonic irradiation, and seeding were used to optimize a non-classical nucleation system that accompanied oiling out phenomenon. Different frequencies and intensities of ultrasonic irradiation and seeds addition time were screened to optimize the nucleation step, which proved their effectiveness of promoting nucleation and narrowing the metastable zone widths of oiling out and nucleation. A fine-tuning of nucleation step was carried out in a mixed suspension mixed product removal (MSMPR)-tubular crystallizer series. The nucleation step was optimized in the MSMPR stage with the aid of principal component analysis, which enabled growth of crystals in the tubular crystallizer with preferred polymorphism, shape, and size. The study in this thesis provides insights into non-classical nucleation mechanism and nucleation based crystallization process design and optimization.
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\(C^*\)  
The concentration of saturated solution, g/L

\(S_0\)  
Supersaturation calculated by \(C_0/C^*\)

Chapter 5: Image Analysis for In-Line Measurement of Multi-Dimensional Size, Shape and Polymorphic Transformation of L-glutamic Acid Using Deep Learning-Based Image Segmentation and Classification
**R-CNN**  Regional Convolutional Neural Networks

**RPN**  Region Proposal Network

**SMPT**  Solvent mediated polymorphic transformation

**CSD**  Crystal size distribution

**CLD**  Chord length distribution

**CAD**  Crystal area distribution

**PDF**  probability density function

Chapter 6: Ultrasonic Irradiation and Seeding to Prevent Metastable Liquid-Liquid Phase Separation and Intensify Crystallization

**LLP**  Liquid-liquid phase

**MZW**  metastable zone width

**CSD**  Crystal size distribution

**Point A**  The starting point of ultrasonic experiments with high concentration

**Point B**  The starting point of ultrasonic experiments with medium concentration

**Point C**  The starting point of ultrasonic experiments with lower concentration

**L1**  Phase 1 among the liquid-liquid phase separation system

**L2**  Phase 2 among the liquid-liquid phase separation system

**S**  Solid crystals in the phase diagram
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**CSD**  Crystal size distribution

**OBC**  Oscillatory baffled crystallizer

**MSMPR**  Mixed Suspension Mixed Product Removal

**S0**  Initial supersaturation

**Tn**  Nucleation temperature, °C
<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$N$</td>
<td>Stirring speed, rpm</td>
</tr>
<tr>
<td>$f$</td>
<td>Flowrate, mL/min</td>
</tr>
<tr>
<td>$R_t$</td>
<td>Residence time, min</td>
</tr>
<tr>
<td>$V_e$</td>
<td>Effective volume, mL</td>
</tr>
<tr>
<td>$M$</td>
<td>Suspension density, kg/m³</td>
</tr>
<tr>
<td>$B$</td>
<td>Secondary nucleation rate, number/(volume · min)</td>
</tr>
<tr>
<td>$Sdtv$</td>
<td>Standard deviation</td>
</tr>
<tr>
<td>$DNC$</td>
<td>Direct nucleation control</td>
</tr>
</tbody>
</table>
Chapter 1

Introduction
1. Introduction

Abstract
Crystallization is one of the oldest separations and purification unit operations and has recently contributed to significant improvements in producing higher-value products with specific properties and in building efficient manufacturing processes. There are two main steps in a crystallization process, crystal nucleation and growth. Nucleation is a crucial step to determine the product qualities including purity, polymorphism, morphology, crystal size, etc. as well as process robustness and efficiency. In the past few years, there has been an increasing effort on the understanding of the non-classical nucleation phenomena e.g. oiling out, gelation, nucleation retardation, occurring in the pharmaceutical crystallization processes. These undesirable phenomena seriously affect the product quality or even interrupt the crystallization process. In this study, two kinds of non-classical nucleation phenomena including non-monotonic nucleation rate with the stirring speed, and gelation phenomenon were studied. In addition, two new methods i.e. motion-based nucleation tracking and deep learning-based image analysis were developed to improve the accuracy of monitoring of nucleation and crystallization. At last, ultrasonic irradiation and seeding were studied to optimize crystallization process that accompanied with oiling out phenomenon. An innovative combined MSMPR-tubular continuous crystallization configuration was developed to deal with the crystallization of crystallization products. This study provides insights to the non-classical nucleation mechanism, methods of following process monitoring, and effective optimization of non-classical nucleation systems.

1.1. Background
Nucleation is the initial step in solution crystallization. It involves the emergence of a new phase that assembles the solute molecules in nanoscale into microscale dimension particles (crystals). Nucleation rate often determines the crystal properties as well as the kinetics of crystallization process. Understanding of the nucleation mechanism is the inevitable step to realize the control of nucleation and the whole crystallization process. Despite its importance and intense study of nucleation, there are still many unknowns and variations
with the changes of model compounds and experimental conditions. Beyond the classical nucleation theory (CNT), the two-step nucleation theory (TNT) attracted much attention in the past few years, which provides an alternative route to explain the nucleation phenomena that the classical nucleation theory cannot explain. Apart from the nucleation phenomena, non-classical nucleation phenomena were reported frequently in the past few years \(^1\) \(^2\). For example, oiling out or liquid-liquid phase separation, gelation, and nucleation retardation, in which an intermediate phase emerges before crystal nucleation, are among the difficult phenomena that cannot be explained by the classical nucleation theory. Understanding the mechanism of intermediate phase formation proceeding the nucleation occurrence is essential to getting control of nucleation progress.

### 1.1.1. Non-classical nucleation phenomenon

The non-classical nucleation phenomena included in this study contain gelation and non-monotonic nucleation phenomena during the anti-solvent crystallization process. In the pharmaceutical crystallization process, as the drug molecules are becoming bigger and the functional groups become much more complex, non-classical nucleation phenomena including oiling out, gelation, non-monotonic nucleation, and nucleation retardation etc., occur increasingly. The oil phase and gel phase can inhibit the nucleation that may lead to the loss of nucleation control or eventually interrupt the operation.

Oiling out which is also known as liquid-liquid phase separation is the formation of a second liquid phase during solution crystallization processes, which may occur in reaction, cooling, anti-solvent, evaporation, or the combination of those techniques. Along with the generation of supersaturation e.g. by cooling, adding anti-solvent, the mixture can be potentially separated into different phases of pure components while the Gibbs free energy of mixing is greater than zero. There is another possibility that the mixture does not separate into pure components and an \(a^*\) component rich phase and a \(b^*\) component rich phase may be formed. As shown in Figure 1-1 (1), during cooling or addition of anti-solvent process, the metastable zone may be formed between the binodal curve and spinodal curve. The area above the binodal curve and the area below the spinodal curve are stable and unstable status, respectively, and the unstable phase will directly go through a crystallization process. From the thermodynamic view, as indicated in Figure 1-1 (2), the component \(a^*\) or \(b^*\)
cannot dissolve into another as the Gibbs free energy of mixing is greater than zero over the entire range of composition and those two components will exist in completely immiscible phase like curve 1 (equation 1-1). Curve 3 indicates a totally miscible system in which the Gibbs free energy of mixing is positive and the second derivative of $\Delta G_{\text{mix}}$ over the composition $x_i$ is negative (equation 1-2). The curves 1 and 3 are not in the consideration of crystallization process, and curve 2 exists in the crystallization process that the oiling out phenomenon will occur due to the existence of local minima points of Gibbs free energy like $p_1$ and $p_4$. The Gibbs free energy of mixture with a composition between $p_1$ and $p_4$ is lower than $p_1$ and $p_4$ which are known as the binodal points. Between $p_1$ and $p_4$ (equation 1-3), the spinodal points $p_2$ and $p_3$ exist beyond which the solution is unstable and will separate into two liquid phases without an energy barrier. The region between $p_1$ and $p_2$ and $p_3$ and $p_4$ are metastable i.e. the phase separation may occur which has to overcome an energy barrier to initiate a new phase 3.

\[
\Delta G_{\text{mix}} > 0 \quad 1-1
\]
\[
\Delta G_{\text{mix}} < 0, \frac{\partial^2 \Delta G_{\text{mix}}}{\partial^2 x_i} < 0 \quad 1-2
\]
\[
\Delta G_{\text{mix}} < 0, \frac{\partial^2 \Delta G_{\text{mix}}}{\partial^2 x_i} > 0 \quad 1-3
\]
Figure 1-1: (1) phase diagram of a supersaturated solution with oiling out phenomenon, (2) Schematic of Gibbs free energy of mixing components \( a^* \) and \( b^* \)

The occurrence of oiling out phenomenon usually depends on the model compound, supersaturation, solvent type, viscosity of the solution, temperature etc. The studies in pharmaceutical crystallization aim to avoid oiling out to improve the crystallization performance. Many studies have focused on the optimization of crystallization route e.g. selection of the solvent, temperature, cooling profile as well as thinking about the scale-up performance \(^4\). There are few papers on the mechanism at molecular level, which is essential to understand the process and control nucleation and growth, and thus the binary phases, and properties of crystal products \(^5-8\).

Gelation during solution crystallization process is much more serious than oiling out that can interrupt the operation directly. Gelation that occurred during a crystallization process referred to the formation of semi-flow solid stage phase which can be divided into two types of jellylike phases with high viscosity and gel a phase with 3D microscopic network structure which is usually constructed through crystalline or non-crystalline fibers \(^9-13\).
Actually, the gelation had not been studied in pharmaceutical crystallization process until the reports of pharmaceutical molecules appeared in the literature as gelators in solution\textsuperscript{14}. Subsequently, few studies reported the gel transformation of some pharmaceutical molecules to crystals, in which the mechanism at molecular level was tracked through single crystal structure analysis \textsuperscript{15-17}. Those studies inspired the follow-up works to investigate the mechanism of gelation to avoid its occurrence during crystallization and screen and optimize transformation conditions from gel or jellylike phase to novel crystal product. This is significant in the production practice as well as in novel product development.

Non-monotonic nucleation discussed in this thesis refers to a non-monotonic trend in the nucleation rate with the stirring speed in solution crystallization. The majority of studies in the literature have noted a monotonic increase in the nucleation rate with increasing the agitation rate \textsuperscript{18, 19}. The changing of agitation level directly affects the shear force in the crystallization solution and the following assembly of solute molecules, attrition, and breakage of crystals. The non-monotonic dependence of induction time, primary and secondary nucleation rate on shear rate result in the difficulties in nucleation control and the process scale-up. The mechanism of the non-monotonic relationship and the quantitative tracking of the nucleation rate facilitates the study of the non-classical phenomenon and control the whole crystallization process.

Retardation of nucleation refers to a relatively long induction time. Research in this area includes the study of nucleation induction time and various methods used to speed up and control nucleation process that will be discussed in section 1.1.3.

1.1.2. Nucleation and process monitoring

The quantitative investigation of nucleation mechanism and crystallization process relies on the effective monitoring of crystals, especially for the initial nucleation process. Until now, various technologies were developed to track crystallization process in real time including the focused beam reflection measurement (FBRM), laser-based turbidity measurement, ultrasonic velocity measurement, electrical conductivity, and light transmittance measurement, etc. Another technology based on image analysis was
investigated intensively, in the recent studies shown in Table 1-1, because of its advantage of visualization of the crystallization process. There are still several bottlenecks to realize accurate measurement in real time manner such as a high-quality image in a wide range of slurry density, image processing speed, crystal segmentation, transfer application of a well-optimized algorithm to other crystallization systems, etc. In October of 2017, Facebook artificial intelligence research (FAIR) team released a state-of-the-art neural network called Mask R-CNN (Regional Convolutional Neural Networks) which has shown great performance to segment objects in a picture in pixel-wise accuracy and tens of times faster than traditional mathematical algorithms. It provides a great opportunity to introduce the imaging to the crystallization process, which has the potential to move a big step forward for real-time crystallization monitoring.

Table 1-1: Recent studies of image-based crystallization process tracking

<table>
<thead>
<tr>
<th>#</th>
<th>Hardware</th>
<th>Algorithms</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Flow cell camera device 20, 21</td>
<td>Motion Interactive Segmentation 26</td>
</tr>
<tr>
<td>2</td>
<td>Stereo vision imaging system 22, 23</td>
<td>Edge detection 27, 28</td>
</tr>
<tr>
<td>3</td>
<td>Endoscopy stroboscope 24, 25</td>
<td>Clustering segmentation</td>
</tr>
<tr>
<td>4</td>
<td>Particle vision and measurement (PVM) etc.</td>
<td>Region-based segmentation</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(threshold, watershed) etc. 29, 30</td>
</tr>
</tbody>
</table>

1.1.3. **Nucleation-based crystallization process optimization**

The study of nucleation mechanism using real-time tracking with non-classical nucleation phenomenon to produce high-quality crystal product in a robust and effective crystallization process, is of prime significance. Researchers realized the importance of control of nucleation on crystal quality and process performance, so that the techniques like the magnetic field, ultrasonic irradiation, microwave, wet milling, etc., were introduced to optimize nucleation 31-34. In a crystallization process, the nucleation and the crystal growth can be controlled separately. As shown in Figure 1-2, the nucleation step involves the number density and crystal formation followed by crystal growth, agglomeration, attrition etc. A direct nucleation control (DNC) methodology was proposed based on the real-time feedback control of nucleation rate that was estimated by the newly formed particles within detectable size range 35, 36. Other crystallization process
configurations involved a separating nucleation and crystal growth processes that with fine-tuning the nucleation step including the number density, polymorphism, etc. Various methodologies and different process configurations will be used in this study, for the non-classical nucleation systems to overcome the uncertainties of nucleation.

![Schematic of crystallization process optimization that in nucleation step and crystal growth step, respectively](image)

Figure 1-2: Schematic of crystallization process optimization that in nucleation step and crystal growth step, respectively

## 1.2. Research Objectives and Approach

The overall objective of this thesis is to produce high-quality crystal product based on the careful study of nucleation mechanism especially for systems with non-classical nucleation phenomenon. The specific objectives are:

- First, study the nucleation mechanism of the crystallization systems that showed non-classical nucleation phenomena.
- Second, find the methodologies to monitor the nucleation onset point as well as the crystal evolutions, in an online fashion.
- Thirdly, produce high-quality crystal products through nucleation process optimization assisted by ultrasonic irradiation, and develop an innovative continuous configuration of a mixed suspension mixed product removal (MSMPR)-tubular crystallizer system.

For the study of the mechanism of non-classical nucleation systems, two levels of scope were considered to track the nucleation phenomena, i.e. a microscale scope and a molecular level. In the microscale scope level, micron dimensional particles were monitored using a
microscope in addition to the in-situ FBRM. In the molecular level which is much more important, the spectroscopy properties were collected using in-situ Raman, Fourier Transform Infrared Spectroscopy (FT-IR) in line and offline system, and the crystal structure was determined using powder X-ray diffraction (PXRD) and single crystal X-ray diffraction (SXRD) data, thermodynamic properties such as melting points, weight loss collected by thermogravimetric analysis (TGA) and differential scanning calorimetry (DSC) measurement. The combined methodology of spectroscopy properties analysis and direct observation of nucleation phenomena enable the study of the nucleation mechanism at the molecular level regarding the intermolecular interactions during nuclei’s formation.

The study of nucleation was conducted with the motion-based multiple object tracking (MMOT) model in MATLAB which allows the detection of moving objects in a video stream. It was introduced, for the first time coupled with portable camera probe, for the nucleation monitoring, and was proven to have high accuracy. For the crystallization process monitoring, one of the most popular neural networks, Mask R-CNN, was introduced to process real-time images and extract crystal information to help to analyze crystal evolution. The great success of the Mask R-CNN in other applications like self-driving car, instance segmentation in object detection, etc. inspired us to explore the potentials in microscale field to mine the data in a crystallization process.

Nucleation process optimization was conducted based on the understanding of the non-classical nucleation mechanism. Ultrasonic irradiation was explored to optimize the nucleation of an oiling out system, and seeding method which is widely used in industry was investigated to help to avoid oiling out phenomenon and compare with the ultrasonic irradiation methodology. Apart from imposing an external force on a supersaturated solution, like ultrasonic irradiation, a new crystallizer configuration combining an MSMPR and a tubular crystallizer were proposed with the intention of separating crystal nucleation and growth steps. The MSMPR-tubular system enables the fine tuning of nucleation step producing desired crystal form and number density in the MSMPR stage, followed by the growth process in the tubular stage without detectable agglomeration and breakage.
1.3. Thesis Organization

Chapter 1 is introduction section that gives project background, objectives, research approaches, and organization of the thesis.

There are three main parts of the thesis, the non-classical nucleation mechanism study, nucleation and crystallization process monitoring, and nucleation-based crystallization process optimization. The research scheme corresponding to each chapter is indicated in Figure 1-3.

<table>
<thead>
<tr>
<th>Study of non-classical nucleation mechanism</th>
<th>Nucleation and following process monitoring</th>
<th>Nucleation-based process optimization</th>
</tr>
</thead>
</table>
| Non-monotonic nucleation  
   Chapter 2 | Motion-based objects detection model, Chapter 4 | Ultrasound and seeding assisted optimization  
   Chapter 6 |
| Jellylike phase mediated nucleation  
   Chapter 3 | Mask R-CNN segmentation, classification  
   Chapter 5 | MSMPR-tubular system  
   Chapter 7 |

Figure 1-3: Research outline and thesis scheme in chapters

In the first part of this thesis (chapters 2 and 3), efforts were put into the understanding of the mechanism of the formation of intermediate phase as well as the non-monotonic nucleation with the increasing of stirring rate. In chapter 2, a non-classical nucleation rate as a function of the stirring rate was investigated. The induction time was determined at different agitation levels which is an important parameter during process optimization and scaling-up. Two nucleation routes i.e. homogenous nucleation and pre-nucleation cluster formation were proposed depending on the intensity of the stirring rate. A jellylike phase formation was investigated in chapter 3 that transformed to stable crystals and formation of novel solvate crystals in the jellylike phase.

The second part discusses the monitoring of nucleation and the subsequent crystallization process in chapters 3 and 4. The chapter 3 introduces a motion-based multiple objects tracking model used to detect the nucleation onset, which is inspired by the study of nucleation mechanism. The MMOT model coupled with a portable camera probe is
introduced and proven to be a cost-effective technology with high detection accuracy. Chapter 4 extends the novel detection method to the entire crystallization process by introducing the state-of-the-art deep learning neural network, Mask R-CNN. Implementation of the Mask R-CNN is instructive and renders the information extracted from the real-time images, e.g. crystal segmentation, classification, surface area. Comparison between the newly developed methodology and traditional measurement tools is conducted which shows the advantages of deep learning-based tracking in accuracy and efficiency, and cost.

Finally, the third section (chapters 6 and 7) deals with improving the crystal product quality and optimizes the performance of the crystallization process during the oiling out phenomenon. Chapter 6 employs the ultrasonic irradiation in three different frequencies to promote nucleation and narrow down the metastable zone width. Seeding methodology is also included to explore its effect in preventing the oiling out occurrence. In chapter 7, an MSMPR-tubular system is developed to optimize a crystallization process. In the MSMPR crystallizer, the nucleation step is fine-tuned to generate nuclei/crystals through principal component analysis (PCA) by optimizing the operation parameters. The continuous slurry with optimized seeds is transferred to three coiled tubular crystallizers for crystals growth, and the final crystals, as well as a proposed scale-up scheme, are demonstrated at the end of this chapter.

Chapter 8 summaries the research work and gives research suggestions for the future.
1.4. References
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Self-Induced Nucleation during the Anti-Solvent Crystallization Process of Candesartan Cilexetil

A version of this chapter was published as:

2. Self-Induced Nucleation During the Anti-Solvent Crystallization Process of Candesartan Cilexetil

Abstract

We report that the induction time goes through a maximum with increasing the agitation rate, while the majority of studies in the literature have noted a monotonic increase in the nucleation rate with increasing the agitation rate. Candesartan cilexetil (CC) was studied as the model compound during an anti-solvent crystallization process. A self-induced nucleation mechanism was proposed based on process tracking analysis by using the Focused Beam Reflectance Measurement (FBRM), in-situ Raman spectroscopy and an off-line differential scanning calorimetry (DSC) instrument. The pre-nucleation clusters generated by the instantaneous change of local supersaturation during the addition of anti-solvent were separated and characterized by X-ray powder diffraction (XRPD) and hot-stage microscope. Results indicate the pre-nucleation clusters are an amorphous phase with a lower melting point compared with the crystalline state. The pre-nucleation clusters acted as a nucleation inducer at low agitation level to promote the nucleation. On the contrary, the pre-nucleation clusters dissolved entirely at the high stirring rate before crystal nucleation occurred, which resulted in a maximum in the induction time with the change of stirring speed. In-situ Raman and DSC results combined with the single crystal structure information of acetone solvate show the evolution from pre-nucleation clusters to solvate crystals. This study helps to understand the nucleation mechanism during the anti-solvent crystallization process, especially for the process scale-up with the observed inconsistencies in the nucleation rate with the mixing rate.

2.1. Introduction

Nucleation kinetics affects the process robustness, crystalline product quality, as well as optimization and scale-up of the crystallization process. The classical nucleation theory (CNT) proposed in vapor-liquid systems relates the nucleation kinetics to the supersaturation, temperature, critical size of the nucleus, and surface tension. On the basis of the CNT theory, Mitchell and Frawley, Xu et al., Sangwal, and Nagy et al. correlated the nucleation rate with the metastable zone width (MSZW) measurement, which gave the estimated critical nucleus size and the effect of working volume, cooling
rate, and agitation level on the nucleation rate. Instead of MSZW, through correlating induction time measurement, Xu et al. 9, Kulkarni et al. 10, and Jiang et al. 11, successfully determined the nucleation kinetics using the stochastic nature and probability theory of nucleation. The two-step nucleation theory stemmed from the protein crystallization process and was validated first through the direct dynamic light scattering tracking of the intermediate clusters 12–14. Kashchiev et al. derived the kinetics of the two-step model including the formation of the intermediate clusters followed by crystal nucleation 15. Recent studies provide direct observation of the existence of the intermediate clusters in more and more systems using advanced instruments, e.g., atomic force microscopy (AFM) and transmission electron microscopy (TEM) 16–18. Hsieh et al. constructed a peptide assembly model based on the two-step nucleation theory and simulated its kinetics with the experimental validation18. The distinction between the classical nucleation theory and the two-step nucleation model is based on whether the intermediate clusters exist. Variation of the two-step model in different systems depends on the lifespan of the intermediate clusters which are metastable and can potentially transform into either nucleus or dissolve. The study of the nucleation mechanism including the CNT and the two-step model is usually conducted in a homogeneous phase encountered in a cooling crystallization from a clear solution. In the pharmaceutical industry, anti-solvent crystallization is widely used because of the lower temperature sensitivity of the active pharmaceutical ingredients (APIs) 19,20. The addition of an anti-solvent will induce a super high supersaturation in a local region of the bulk solution. Therefore, the location of the feed pipe is selected close to the tip of the stirrer or in the most turbulent region 21. Otherwise, the sudden increase in the local supersaturation will generate a second phase that is visible as cloudy droplets or particles. Rohani 21 and Tykiyama et al. 22 highlighted that poor mixing induces excess primary nucleation and agglomeration in the processing of inorganic compounds. Genck 23 introduced the possibility of the formation of an amorphous phase during the crystallization of an organic compound that oils out or agglomerates in an anti-solvent crystallization process. The oil droplets or the particles with undefined structures tend to clump together and then harden into a jellylike material. The existence of the oily droplets/particles can be explained by the Ostwald’s rule of stages that a thermodynamically metastable phase appears first until the most stable phase finally forms 24,25. For the APIs, Bao et al. 26–29
and Shi et al. reported a series of gelation phenomena that occurred in the anti-solvent crystallization process, suggesting a competition between the crystal nucleation and gelation. The controllable variables that affect the nucleation kinetics include supersaturation, the addition rate of anti-solvent, agitation level, and the operating temperature, etc. Steendam et al. studied a series of scale-up criteria and concluded that the shear rate contributed the most significant parameter in the nucleation kinetics. O’Grady et al. reported an increasing trend of nucleation rate with agitation rate. Liu et al. studied the effect of fluid shear on the primary nucleation of butylparaben, showing the promotion of nucleation with an increase in the shear force and then a hindering effect after a certain value. Nappo et al. found a non-monotonic relationship between the nucleation rate and the shear rate. They proposed that beyond a certain level of shear rate, the nucleation process may be hindered, but there is no experimental evidence to confirm this hypothesis. In this study, we propose a self-induced nucleation mechanism for the candesartan cilexetil (CC) anti-solvent crystallization process. The pre-nucleation clusters that are generated by the instantaneous change of supersaturation during the addition of anti-solvent and captured by in-situ Raman, differential scanning calorimetry (DSC) and hot-stage microscopy provided direct evidence for the existence of clusters that lowered the nucleation barrier and enhanced the nucleation rate. The single crystal structure of the acetone solvate of CC was determined for the first time to assist in the understanding of the evolution from the pre-nucleation cluster to the crystal nuclei. Finally, a schematic of the self-induced nucleation mechanism was proposed to understand the non-monotonic tendency of the nucleation rate with the stirring rate during the anti-solvent crystallization process.

2.2. Material and Experimental Methods

2.2.1. Materials

The pharmaceutical model compound CC (CAS: 145040-37-5, Form I) was purchased from Xi’an Sgonek Biological Technology Co., Ltd. (Xi’an, China) with an HPLC purity of better than 99%. The molecular structure of CC is shown in Figure 2-1. Analytical grade acetone (Caledon Laboratories, Georgetown, Ontario) and distilled water were used.
2.2.2.  Experimental Procedures
The experiments were conducted in a 50 mL double-jacketed crystallizer (inner diameter, $\Phi$ 39.0 mm, height 43.5 mm) coupled with a magnetic stirrer plate (Cimarec, Thermo Fisher Scientific, USA) and a stirrer bar ($\Phi$ 8.6 mm, length 25.5 mm). The saturated solution was prepared in the ratio of CC 3.96 ± 0.01 g, acetone 33.33 ± 0.02 g, and water 2.58 ± 0.01 g. The solution was heated up (FT50, Julabo, Germany) to 30.0 °C and held for 30 min to ensure complete dissolution and then cooled down to 20.0 °C before adding 9.50 ± 0.01 g of water as the anti-solvent at a flow rate of 5 mL/min using a peristaltic pump (Masterflex C/L, IL, USA). The induction time measurements were conducted at different stirring speeds (40, 60, 80, 100, 200, 300, 400, 500, 600, 700 and 800 rpm) to study the nucleation rate. The solubility data of CC in the mixture of acetone and water were used from the literature and validated for consistency. Every experiment was repeated at least three times to ensure the reproducibility of the results. To obtain enough cloudy particles for analysis, an experiment was conducted in a centrifuge tube by rapidly adding the saturated solution and the anti-solvent at the same time, as illustrated in Figure 2-2. The cloudy slurry formed immediately was centrifuged for 10 min in 1550 rpm Centricone (Precision Scientific, IL) and dried for 1 h at room temperature for the powder X-ray diffraction (PXRD) and DSC analyses.

Figure 2-1: Molecular structure of candesartan cilexetil
Finally, a series of experiments with no mixing was conducted in twenty 5 mL vials using the same saturated solution and the anti-solvent composition ratio. Three-milliliter saturated solutions were prepared and introduced in each vial followed by the addition of 0.65 mL of water drop by drop using a 200 μL Eppendorf pipet (Hamburg, Germany). The saturated solution and water were held at 20 °C in a water bath, and photographs were taken at room temperature. At every 5 min interval, one of the vials was inverted to check if the crystals have appeared and stuck to the bottom of the vial.

2.2.3. **In-Situ Monitoring of the Crystallization Process**

In-situ monitoring of the crystallization process was initiated at the time of adding the anti-solvent, until the end of the process. In-situ focused beam reflectance measurement (FBRM) (S400, Mettler Toledo, WA, USA) coupled with iC-FBRM software was used to measure the induction time. The detection limit of the chord length was set at 0.5 μm by using the “fine” measurement model. The counts of the particles with a chord length up to 50 μm were collected every 30s to monitor the nucleation event. In-situ Raman (Kaiser Optical Systems, Inc. Michigan, USA) measurements were recorded using an RXN1-785 Raman spectrometer and analyzed by iC-Raman software. The measurements were conducted using three accumulations of 1 s exposure time, and the interval between two data points was set as short as 5 s in order to capture the pre-nucleation clusters. The experimental setup is shown in Figure 2-3.
2.2.4. Solid-State Characterization

The crystallization products at different stirring speeds were collected and dried at room temperature for about 1 h to run PXRD measurements. PXRD was conducted on a powder X-ray diffractometer (Rigaku RINT 2500, Tokyo, Japan) with Cu K radiation ($\lambda = 1.54 \ \text{Å}$) at 40 kV and 50 mA. The scanning speed was 2° per min over a 2θ range of 2° to 40°. The melting points of the samples at different stages were measured using DSC 822e (Mettler Toledo, Switzerland). About 10 mg samples were weighed in a covered aluminum crucible and heated up from 25 to 200 °C with a heating rate of 10 K/min. Nitrogen (100 mL/min) was used to purge the chamber and samples. Hot-stage microscopy experiments were conducted using a combination of a Zeiss Axioskop 40 microscope (Carl Zeiss, Germany) and a hot plate (model LTS350/TMS94, Linkam Scientific Instruments Limited, UK). The heating rate used was 10 K/min.

2.2.5. Single Crystal Growth

A series of supersaturated solutions with the supersaturation ranging from 1.5 to 8.5 were prepared at 20 °C to screen the suitable conditions for the growth of CC acetone solvate single crystals. For every data point, 50 mL supersaturated solution was generated by adding the anti-solvent to the saturated solution and mixed rapidly in a double-jacketed crystallizer. Four mL of the filtered solution (0.45 μm pore-size membrane filter (Sarstedt, Germany)) were placed in the 5 mL vials (10 vials in one group) in ambient conditions for
3 weeks for slow evaporation. The solution supersaturation was calculated by $S = c/c^*$, where $c$ is the prepared solution concentration, $c^*$ is the saturated concentration calculated using the equation:

$$\ln c^* = -6.72455 + 24.39087 x_1 - 23.90961 x_1^2 + 13.34692 x_1^3 - 5.20199 x_1^4 \quad (2-1)$$

Where $x_1$ refers to the initial mole fraction of acetone in the binary solvent (acetone and water). The obtained single crystals were analyzed by single crystal X-ray diffraction at the Western University X-ray facility (Bruker Kappa Axis Apex2, 113.0K).

### 2.3. Results and Discussions

#### 2.3.1. In-Situ Process Monitoring

**2.3.1.1. In-Situ FBRM Based Induction Time Measurements**

The supersaturation of the solution prepared for induction time measurement was 6.0 for all the experiments. As reported by Cui et al. 37, the acetone solvate can be harvested at a supersaturation below 7.0 during the anti-solvent crystallization process. The acetone solvate is plate-like and was tracked by in-situ FBRM to determine the onset of nucleation. The measurements started at the same time as the beginning of the anti-solvent addition with the stirring speeds ranging from 40 to 800 rpm. Example curves at the stirring speeds 40, 100, 200, and 800 rpm were selected and are shown in Figure 2-4. In the previous studies, the in-situ FBRM has been shown to provide a robust methodology to measure the induction time. During the measurement, the crystals can be detected over a certain size range, and the nucleation event can only be designated beyond a certain value of the crystals counts 32, 38. In this case, instead of reaching a certain value of the counts, the starting time at which there was a continuous increase in the FBRM counts was designated as the onset of nucleation. This is considered to be more reasonable than selecting a certain value in the counts to designate the onset of nucleation because a continuous increase in the counts can only be induced by a nucleation event. As an example at a stirring rate of 40 rpm, the total counts of crystals under 50 μm was less than 200, while a clear continuous increase in the counts could be seen along with the appearance of the crystals at 8 min. A slight decrease of the counts around 50 min was identified as the agglomeration and the
settling down of crystals happened, which was caused by the ineffective mixing under 40 rpm stirring rate. The fluctuations at the beginning of the measurements are due to the addition of anti-solvent which would generate the clumped and detectable droplets/particles in a short time. With increasing the stirring rate, the crystals’ counts increased to several thousand within 1 h. While at 200 rpm, the detected counts were less than both the counts at 100 and 800 rpm, and the induction time was 40 min which is the longest among all the experimental agitation rates.

Figure 2-4: FBRM measurements of induction time at different stirring speeds

The measured induction time with the increasing stirring speed is plotted in Figure 2-5. Our results show a maximum in the induction time with the stirrer speed in contrast to a general decreasing trend as shown in Figure 2-5. Figure 2-5 shows the reported results in the literature \(^\text{33, 34}\) in which the induction time first reduces and then slightly increases in the second stage. In our measurements, the lowest induction time (the highest nucleation rate) was observed at the lowest stirring rate of 40 rpm. This is attributed to the generation of high local supersaturation at the point of anti-solvent entry. At 200 rpm, the appearance of crystals took about 40 min i.e., five times of the induction time at 40 rpm. The increase in the induction time between 40 and 200 rpm is due to the elimination of high local supersaturation due to the better mixing. The induction time decreased to about 25 min at 800 rpm, which can be explained by the shear-enhanced cluster growth and the coalescence in the range of 200-800 rpm \(^\text{39, 40}\). The cloudy particles were observed by naked eyes at the
time of adding the anti-solvent, and the fluid shear was speculated to contribute to the dissolving of the cloudy particles.

![Graph showing induction time of CC during anti-solvent crystallization process.](image)

Figure 2-5: (a) Measurements of the induction time of CC during the anti-solvent crystallization process. The dashed line indicates the trend. (b) A general trend of induction time decreasing with agitation level reported in the literature, (c) reported qualitative trend of a slight increase of induction time after a certain level of agitation.

Panels (b) and (c) show the qualitative trends reported in the literature.

In order to characterize the properties of the cloudy particles, an experiment was performed in a tube (Figure 2-2) by rapidly adding the saturated solution and the anti-solvent at the same time to collect enough samples for the characterization. Instead of vacuum filtration, a centrifuge was used for separation of the particle clusters, as the particles adhered to the filter paper and interrupted the filtration process. The dried particles were characterized as amorphous by PXRD measurement as shown in Figure 2-6 a. According to Ostwald’s rule of stages, the instantaneous change in local supersaturation generates an amorphous particles structure without allowing enough time to order the molecules to form a crystal structure.

Following the formation of clusters in the experiments conducted in the crystallizer (Figure 2-3), the acetone solvate crystals of CC appeared at all the stirring speeds as shown in Figure 2-6 b, c. As the stirring speed increasing, the crystallinity of the CC acetone solvate improved as is shown by higher peak intensity in Figure 2-6 c. The acetone solvate crystal
desolvated during the drying process to form II crystals as indicated in Figure 2-6 d. The polymorphic outcome is consistent with the report by Cui et al.\textsuperscript{37}

![Figure 2-6: PXRD patterns of different candesartan cilexetil polymorphs obtained at different conditions. a is amorphous, b and c are acetone solvate, and d is Form II](image)

2.3.1.2. In-situ Raman Process Monitoring

The in-situ Raman spectrometer is an effective instrument to track the solid phase in a crystallization process, e.g., polymorphic transformation\textsuperscript{41}, gelation, and nucleation\textsuperscript{27}. The pre-nucleation clusters created by adding anti-solvent were visible by the naked eyes and detectable by FBRM at the beginning. In-situ Raman spectrometer was used to tracking the characteristic peaks of the cloudy particles and corresponding evolution to final crystals. As shown in Figure 2-7, the characteristic peaks were captured immediately after adding the anti-solvent, and the following addition, corresponding to the pre-nucleation clusters (694 cm\textsuperscript{-1}) and acetone solvate crystals (750 cm\textsuperscript{-1}) of CC, respectively. The characteristic peak at 694 cm\textsuperscript{-1} disappeared and the peak at 750 cm\textsuperscript{-1} appeared as the crystallization progressed. As shown in Figure 2-8, the Raman shifts at different agitation rates were tracked. For every stirring speed, five moments were selected to indicate the change of the two characteristic peaks at the zeroth, 10th, 20th, 30th, 120th min. The lowest agitation rate at 40 rpm showed the strongest peak of the pre-nucleation clusters at 694 cm\textsuperscript{-1} which decreased with the increasing of solvate crystal’s characteristic peak at 750 cm\textsuperscript{-1}. The ineffective mixing allowed the pre-nucleation clusters to exist in the bulk solution until the occurrence of nucleation. Along with the increase of agitation rate, the time of the
existence of pre-nucleation clusters was shortened. The pre-nucleation clusters could only be captured at the beginning of the process at 100 rpm and disappeared immediately at the stirring speed of 800 rpm. In correlating with the nucleation event, the appearance of the peak at 750 cm\(^{-1}\) took a shorter time in the presence of pre-nucleation clusters. The pre-nucleation clusters were tested as amorphous by PXRD as there was not enough time for the ordering of molecules to develop a lattice structure. Therefore, the existence of pre-nucleation clusters in the bulk solution is similar to the second stage of the two-stage nucleation theory, lowering the barrier of nucleation. At higher agitation rates above 200 rpm, the pre-nucleation clusters disappeared before becoming crystalline. The solution went back to a homogeneous state, and the nucleation followed the classical nucleation which was enhanced by increasing agitation level (>200 rpm) as shown in Figure 2-5.

Figure 2-7: Difference of Raman spectrum of pre-nucleation clusters (a) and acetone solvate crystals (b) of candesartan cilexetil during and after the anti-solvent addition process
Figure 2-8: In-situ Raman tracking of characteristic peaks of acetone solvate and pre-nucleation clusters of candesartan cilexetil during the anti-solvent crystallization process. For every stirring rate, the spectra correspond to zeroth, 10th, 20th, 30th, 120th min after the addition of the anti-solvent plotted in a descending (top spectrum corresponds to zeroth min) sequence.

As indicated in Figure 2-7, the blue shifts from 1187 to 1192 cm$^{-1}$ and 1108 to 1112 cm$^{-1}$ were detected between the pre-nucleation clusters and the acetone solvate. According to the molecular structure as shown in Figure 2-1, the spectrum ranged from 1000 to 1200 cm$^{-1}$ is speculated to be the vibrations of C–O group or the nitrogen atoms located at the tetrazole ring and the 2-ethoxybenzimidazole group. To determine the intermolecular interactions, the single crystal structure of acetone solvate was solved for the first time as indicated in Figure 2-9. The hydrogen bonds N–H···N formed between the donor and acceptor nitrogen atoms that located at the tetrazole ring and the 2-ethoxybenzimidazole group, respectively. Figure 2-9 shows the packing model induced by the hydrogen bonds arranging the CC molecules in a chain that propagates along the b (green) axis. A network with isolated channels is constructed, and the acetone molecules fill the channels without intermolecular hydrogen bonds with the CC molecules (channel solvate). The supersaturation level determined the polymorph of the crystalline products, and the
acetone solvate could desolvate to Form II (Figure 2-6 d) and has a melting point at 116.3 °C which would be discussed in the following thermodynamic analysis.

![Figure 2-9: (a) Single crystal lattice structure of candesartan cilexetil acetone solvate, (b) molecular packing of candesartan cilexetil acetone solvate. The acetone molecules are embedded between the layers](image)

### 2.3.2. Solid-State Characterization

#### 2.3.2.1. DSC Measurements

In Figure 2-2, the sample corresponding to the rapid addition experiment in the tube was separated by a centrifuge. The sample shows elastic and waxy physical characteristics. The sample harvested in the rapid addition experiment was dried and tested by DSC first, as the green curve line shown in Figure 2-10, in which a single endothermic peak was observed at 88.2 °C. As there is, generally, no melting point for an amorphous material, the characteristic peak was suspected to be the desolvation of the clumped pre-nucleation clusters, in which acetone interacted with CC molecules to form inclusive complexes. For the acetone solvate, the melting point was measured at 116.3 °C for both the milled single crystals (blue curve) and the product at 800 rpm (red curve). Cui et al. reported the endothermic peak of acetone solvate located at 110.8 °C (5 °C/min) using a punched cover
of the measurement crucible. The difference compared with this study was the heating rate (10 °C/min) as well as the sealed cover of aluminum crucible which was used in our study to prevent the desolvation of acetone solvate. On the basis of the measurements of pre-nucleation clusters and acetone solvate above, the sample under the 40 rpm stirring rate at 30th min was analyzed to be a mixture of pre-nucleation clusters and acetone solvate crystals, which showed dual endothermic peaks (black curve). This verified the coexistence of pre-nucleation clusters and crystalline acetone solvate in the early stage at 40 rpm experiments, which is consistent with the in-situ Raman measurement. Furthermore, a series of DSC tests were conducted on samples conducted at 40 rpm to track the evolution of the ratio of pre-nucleation clusters to crystalline acetone solvate (Figure 2-11). At 15th min for the 40 rpm experiment, a small endothermic peak at 116.3 °C indicated the existence of acetone solvate, while the peak at 88.2 °C corresponds to the pre-nucleation clusters. As the process progressed (20th and 30th min), the ratio of the two endothermic peaks changed in the crystallization process of acetone solvate crystals. Finally, a single melting peak was observed at the same location as the milled single crystals of acetone solvate. The DSC measurement results showed the thermal properties of the pre-nucleation clusters and the acetone solvate confirming their coexistence at a low level of agitation.

Figure 2-10: DSC measurement of crystallization samples: with the stirring speed at 40 rpm (black) and 800 rpm (red), rapid addition sample (green), and milled single crystals (blue). The samples under 40 and 800 rpm stirring speed were collected at 30 min after the addition of anti-solvent
2.3.2.2. Hot-stage Microscopy Characterization

As measured above, the cloudy particles that appeared during the addition of anti-solvent had a desolvation peak at 88.2 °C with amorphous properties. Moreover, the in-situ Raman and DSC measurements showed the existence of pre-nucleation clusters during the anti-solvent addition, especially at low levels of agitation. So, the hot-stage microscopy experiments were designed to test the evolution of the sample at 40 rpm stirring rate. As shown in Figure 2-12, the sample at 30th min was heated at a heating rate of 10 °C/min. The pre-nucleation clusters melted before 110 °C, as shown in Figure 2-12, and the plate-like acetone solvate was enclosed inside the melt liquid. Above 150 °C, all the sample melted into a single liquid phase. This methodology provided direct observation of the mixture of the pre-nucleation cluster and the acetone solvate from the dynamic images taken by hot-stage microscopy.
2.3.3. Stationary Experiments

The in-situ monitoring and solid-state characterization at different moments during the evolution of the crystallization process illustrated the existence of pre-nucleation clusters at low agitation levels which lowered the nucleation barrier and enhanced the nucleation rate. A series of stationary experiments was designed to further observe the appearance of pre-nucleation clusters upon anti-solvent addition and the subsequent crystals’ formation. As shown in Figure 2-13, the addition of anti-solvent created a localized super high supersaturation that resulted in the formation of cloudy particles labeled by the red ellipse. The visible cloudy particles are clumped pre-nucleation clusters with amorphous undefined structures. The amorphous particles tended to settle down at the bottom of the vial and agglomerated to form a dense phase as highlighted by the red rectangle in Figure 2-13. The dense phase had good flow-ability and showed no adhesion of the dense phase to the bottom of the vials once it was inverted as shown in Figure 2-13 corresponding all inverted vials up to 30 min. Crystals were first observed in the dense phase at the bottom of the vial at 30 min and thereafter (Figure 2-13), which supports the analysis that the pre-nucleation clusters induced nucleation. The experiments were repeated three times confirming good flow-ability of the dense phase before 30 min and the appearance of crystals and sticking at the bottom of the vials inverted after 30 min. Once the crystals appeared at the bottom of the vials, they grew very quickly as indicated in Figure 2-13 at 40th min up to 100 min forming agglomerates to millimeter size which is much larger than crystal size in the experiments with stirring.

Figure 2-13: Stationary experiments in vials (a) the moment of adding anti-solvent, 0th min, (b-d) appearance of the vials that inverted at 0th min, 30th min and 40th min, respectively
Compared with the stationary experiments carried out in vials, the experiments conducted in the crystallizer with agitation did not allow the cloudy particles to settle down to the bottom of the crystallizer. According to Ostwald’s rule of stages, the instantaneous supersaturation would force the solute molecules in the solution to agglomerate into an amorphous, undefined structure which is unstable for both the solution and crystalline state. At a high level of agitation, the large number of cloudy particles created during anti-solvent addition would dissolve entirely as indicated by blue arrows in the schematic of Figure 2-14. In the next step, the clear solution would go through a primary nucleation route for further crystallization process in which the CNT or two-step nucleation may be involved. On the contrary, at low agitation rates, the cloudy particles could exist for a more extended period to act as an inducer for crystal nucleation. As the route in the red arrows in Figure 2-14 shows, the pre-nucleation clusters lowered the nucleation barrier and shortened the induction time.

Different from the concept of “pre-nucleation cluster” that was proposed specifically for a homogeneous solution 43, 44, the anti-solvent crystallization process generated instantly a second phase (pre-nucleation clusters) which is different from the structure of the final crystalline state. Interestingly, Gebauer et al. 44 posed an open question at the end of their review “Are PNC (pre-nucleation cluster)-like pathways relevant in heterogeneous nucleation?” which has already been discussed in detail in this study.

Figure 2-14: Schematic of the mechanism of self-induced nucleation during the anti-solvent crystallization process of candesartan cilexetil
2.4. Conclusions

A non-monotonic dependence of induction time on the level of agitation was reported in the anti-solvent crystallization process of CC. The self-induced pre-nucleation clusters mechanism was proposed based on the analysis of in-situ process tracking as well as the solid-state characterization in different stages. The pre-nucleation clusters were monitored during the crystallization process and identified as an amorphous unstable phase. The addition of anti-solvent would result in an instantaneous change of supersaturation in a localized region, in which the solute molecules are forced out to form a metastable state that does not have sufficient time to develop a crystal structure. Whether the pre-nucleation clusters act as a nucleation inducer depends on its existence period in the bulk solution. At a high agitation level, the anti-solvent addition induced cloudy particles that dissolved before the occurrence of nucleation. Therefore, the solution eventually would go through homogeneous nucleation pathway. Inversely, at low levels of agitation, the cloudy particles would act as the nucleation inducer. This mechanism may help to explain the abnormal phenomenon during the scaling-up of the anti-solvent crystallization process. It is worth noting that in the conventional crystallization process, the anti-solvent addition rate is usually controlled to ensure the growth of the crystal. While in the measurement of induction time, the anti-solvent is added in a relatively quick manner in order to achieve a certain supersaturation level, so that the localized supersaturation is very high that may promote the formation of the unstable phase.

Accession Codes CCDC 1870085 contains the supplementary crystallographic data for this paper. These data can be obtained free of charge via www.ccdc.cam.ac.uk/data_request/cif, or by emailing data_request@ccdc.cam.ac.uk, or by contacting The Cambridge Crystallographic Data Centre, 12 Union Road, Cambridge CB2 1EZ, UK; fax: +44 1223 336033.
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3. From Jellylike Phase to Crystal: Effects of Solvent on Nucleation of Cefotaxime Sodium

Abstract

Jellylike phase (JLP) is usually harmful to the process of crystallization. The special state of cefotaxime sodium (CTX) jellylike phase and its spontaneous transition to crystals are investigated in this paper. The crystals transformed from JLPs containing different solvents exhibit distinct habits and forms. The solvent used in JLP formation and crystallization was very important. The results show that the polarity and hydrogen bonding ability of the solvent plays a decisive role in the JLP formation and its crystallization. Combined with Fourier transform infrared spectra, in-situ Raman spectroscopy monitoring experiment indicates that the orientational hydrogen bonding between the solvent and CTX molecule facilitates the construction of the CTX crystal structure. JLP crystallization offers a new way for novel polymorph development and crystal habit modification, especially for drugs that are difficult to crystallize from solution.

3.1. Introduction

Solution crystallization is a common method used to prepare drug crystals. Many clinical drugs are amphiphilic or hydrophobic and tend to self-assemble or aggregate in aqueous or non-aqueous environments. The difference in intermolecular interaction strength will lead to different self-assembly forms, such as gel, weak gel, or jellylike phase (JLP), during the crystallization process. JLP, which is similar to oiling out or liquid-liquid phase separation (LLPS) to some extent, is considered a more severe problem that leads to the failure of crystallization.

In fact, gelation, oiling out, and crystallization are all driven by supersaturation. Because of dynamic arrest, solvent and drug molecules are trapped in a JLP or gel state. Gel and JLP are unstable systems in which there is a balance between drug molecule aggregating forces and solubilizing solvent-drug molecule interaction. They tend to transform into crystals to achieve a thermodynamically stable state. During the transition process, the weak interactions between solvent and drug molecules will be reorganized to promote 3D condensed lattice packing. Some of these interactions include dipole-dipole, electrostatic force, π–π stacking, and hydrogen bonding. There are several typical cases focused on the
gel-to-crystal transition mechanism. For hydrogels made up of neutral bile acid derivatives, Terech et al.\textsuperscript{10} discovered that it was the spherulitic microdomains that were acting as seeds for a slow crystallization and resulted in the complete phase separation. Smith et al.\textsuperscript{13} found individual nanofibers in the gel crystalline material. Cui et al.\textsuperscript{14} suggested the molecular sheets of sugar-appended gelator insert into each other with a glide movement that causes the collapse of the gel and translates into a needlelike crystal. Houton et al.\textsuperscript{15} pointed out that the molecular packing in the dipeptide hydrogel is one-dimensional, and they would reorganize to align multiple axes, allowing 3D growth. The participation of solvent in the construction of crystals during the transition process has been verified. Zhu et al.\textsuperscript{16} illuminated that cosolvent with higher polarity might form strong hydrogen bonds with gelators and thus promote the isotropic gelators to aggregate into the crystal structure. A delicate experiment designed by Xu et al.\textsuperscript{17} indicated that through diffusion into the gel phase, the non-gelled solvent that o-xylene repairs the defects of the molecular packing in the gel and facilitates the evolution of molecular self-assembly from low-order to high-order. Braga et al.\textsuperscript{18} found that the form of the crystal transformed from gel depended on the kind of gelling solvent. There are few reports about JLP transition to crystals, although recently JLP is found increasingly in the pharmaceutical field. This is probably due to JLP being undesirable in industrial crystallization, and most research is focused on how to avoid it \textsuperscript{19–22}. In fact, some outstanding features of JLP are beneficial to drug crystal preparation. For instance, the mass transfer rate in JLP is slow \textsuperscript{23}, which results in a retardation effect on crystallization and favors formation of large and perfect crystals. In addition, the supersaturation in JLP is high and changes slowly, which is favorable for control of crystal form. Therefore, JLP crystallization offers a new way for novel polymorph development and crystal habit modification, especially for drugs that are difficult to crystallize. In this study, we report a JLP-to-crystal transition phenomenon of CTX (Figure 3-1), a typical drug that is apt to form JLP during solution crystallization. Targeted experiments are designed to study the effects of solvent on JLP formation and crystal formation. The results show that the polarity of solvents is crucial to JLP formation and that the hydrogen bonding ability of solvents is an important factor in the formation of CTX crystal. In the JLP-to-crystal transition process, solvent molecules act as a bridge through hydrogen bonding to connect CTX molecules into a 3D periodic structure.
3.2. Experimental Section

3.2.1. Materials.
Cefotaxime acid (purity > 98.5%) was supplied by Huabei Pharmaceutical Co., Ltd., of China. CTX standard sample (high-performance liquid chromatography (HPLC)-purity, >99.5%) was purchased from Aladdin Industrial Corporation. Sodium acetate and all the organic solvents (analytical-reagent-grade) were purchased from Tianjin Jiangtian Chemical Technology Co., Ltd., of China and used without further purification. Deionized water was purchased from Tianjin QingYuanquan purified water Co., Ltd., of China.

3.2.2. JLP Preparation and Crystallization

3.2.2.1. Anti-solvent Method.
At 10.2 ± 0.2 °C (controlled by a thermostatic water-circulator bath 501 A with an inherent error of ±0.1 °C, Shanghai Laboratory Instrument Works, China), the sodium acetate was dissolved completely in a mixture of deionized water (12.0 ± 0.2 mL, measured using a graduated cylinder with an inherent error of ±0.1 mL) and isopropanol (IPA, 23.2 ± 0.3 mL, inherent error ±0.1 mL). Cefotaxime acid powder (10.06 ± 0.02 g, weighed using a balance with an inherent error of ±0.01 g) was added, and the suspension was gently stirred until a clear solution was formed. Filtration through double filter papers (pore size 30-50 μm) under vacuum was used to prepare the CTX solution. The solution is transparent, light-yellow, and does not contain any visible solid particles. Then, IPA (70.0 ± 0.3 mL, measured using a graduated cylinder with an inherent error of ±0.2 mL) was added into the CTX solution at a constant rate of 1.05 ± 0.03 mL/min using a peristaltic pump (Model BT100-1F, inherent error ±0.01 mL/min, Baoding Longer, China). With the addition of
IPA, the solution became cloudy, and precipitates occurred and gradually aggregated. About 10 min later, the viscous aggregates adhered to the bottom of the container and formed the JLP (named J1). For the convenience of observation, J1 and part of the supernatant were placed in a glass screw-capped vial (10 cm length and 1 cm diameter, 1 mm wall thickness) at 20.0 ± 0.3 °C (controlled by the thermostatic water-circulator bath 501 A with an inherent error of ±0.1 °C) for JLP crystallization experiments. When the JLP-to-crystal transition finished, the crystals (named C1) were separated by filtration, washed with IPA, and dried at 40.0 ± 0.5 °C (inherent error ±0.1 °C) in a vacuum oven until a constant weight was achieved. The anti-solvent experiment was conducted at least six times.

3.2.2.2. Cooling Method.

CTX solution was prepared as described above using a 2:1 mixture of N–N-dimethylformamide (DMF) and ethyl acetate (EA), and the concentration of CTX was 0.132 ± 0.001 g mL⁻¹. The uncertainty of the concentration came from the uncertainties of the solvent volume and the weight of CTX. The propagated uncertainty u(c) was calculated by the following equation:

\[
u(\text{c}) = \frac{x_1}{x_2}\sqrt{\left(\frac{u(x_1)}{x_1}\right)^2 + \left(\frac{u(x_2)}{x_2}\right)^2}
\] (3-1)

Where \(x_1\) and \(u(x_1)\) are the weight of CTX and its uncertainty, respectively, and \(x_2\) and \(u(x_2)\) are the solvent volume and its uncertainty, respectively. The CTX solution was then sealed in a test tube and placed statically at −20.05 ± 0.04 °C controlled by a thermostatic oil-circulator bath (CF41, inherent error ±0.02 °C, Julabo, Germany). About 8 days later, a JLP formed (named J2) and adhered to the bottom of the tube. The JLP-to-crystal transition experiment was conducted at the same temperature. The crystals formed (C2) and then were separated by filtration, washed with EA and kept at -20.05 ± 0.04 °C. The cooling experiment was conducted at least six times.

3.2.2.2. Adsorption Method.

CTX amorphous powder was placed in a glass vial at 35.0 ± 0.8 °C and (85 ± 4)% relative humidity (RH) controlled by constant temperature and humidity chamber LHS-80HC-II
(inherent errors of temperature and RH are ±0.5 °C and ±3%, respectively, Shanghai Yiheng Instruments Co., Ltd., China). About 2 h later, the JLP (named J3) formed. The JLP-to-crystal transition was continued at the same conditions. When finished, the crystals (named C3) were dried at 40.4 ± 0.6 °C (inherent error ±0.1 °C) under vacuum. Different temperature and saturated solvent atmosphere were designed for JLP formation and crystallization research. Here, the CTX amorphous powder was obtained through the addition of CTX solution to a 20-fold greater volume of EA, filtration of the suspension, and then freeze-drying (Labconco, Free Zone, 2.5 L, USA) the products. The CTX solution was prepared as described above using DMF and EA as mixed solvents (VDMF/VEA = 2:1) and the concentration of CTX was 0.203 ± 0.001 g mL⁻¹. The adsorption experiment was performed at least three times with similar results.

3.2.3. Monitoring the JLP-to-Crystal Transition Process

3.2.3.1. X-ray Powder Diffraction

The nucleation and crystal growth during the J1-to-C1 transition process were tracked offline by an X-ray powder diffraction (XRPD) instrument (Rigaku D/MAX-2500, Rigaku, Japan). The XRPD data of the experimental samples were collected under the following conditions: scan speed, 8° min⁻¹; step size, 0.02°; scan range, 2−50°; resolution, 0.01°; Cu Kα radiation, λ = 1.5406 Å. The uncertainty of the two theta value of the characteristic peak was 0.01°, which was evaluated according to the following equation:

\[ u = \frac{r_d}{\sqrt{3}} \]  

(3-2)

Where \( u \) and \( r_d \) are the uncertainty of the measurement and the resolution of the instrument, respectively.

3.2.3.2. Polarized Light Microscopy

To capture the emergence of the nuclei and photograph the crystals formed in the transition process, a hot-stage microscopy system was used to in-situ monitor the J1-to-C1 transition process. J1 was placed in the hot stage (LTS350, Linkam Scientific Instrument, Ltd., U.K.) in which the temperature was controlled at 20.0 ± 0.2 °C (inherent error ±0.1 °C). Images were acquired by polarized light microscopy (PLM) (BX51 with a polarizer filter, Olympus Optical Co. Ltd., Japan).
3.2.3.3. Raman Spectra
To reveal the structure change at the molecular level during the transition process, Raman spectrometer (Raman RXN2, Kaiser Optical Systems Inc., USA) was used to in-situ track the J1-to-C1 transition process. J1 was placed in a 30 mL jacketed glass crystallizer at 20.2 ± 0.2 °C (controlled by the thermostatic water-circulator bath 501 A with an inherent error of ±0.1 °C), and the Raman probe was immersed into J1. The spectral wavelength is 785 nm. The Raman shift data were collected at intervals of 30 s using the exposure time of 5 s with six accumulations and were recorded over a range of 200-1900 cm\(^{-1}\) with a resolution of 1 cm\(^{-1}\). The uncertainty of the Raman shift of the characteristic peak was 1 cm\(^{-1}\), which was evaluated according to equation 3-2. The monitoring experiment was performed at least six times with the same trend.

3.2.4. Characterization
3.2.4.1. Thermogravimetric Analysis
Thermogravimetric analysis (TGA) of crystals was performed in a Mettler-Toledo TGA/DSC. (The inherent errors of temperature and weight are ±0.01 °C and ±0.001 mg, respectively.) Data were obtained from 22 to 400 °C at a constant heating rate of 10 °C/min under a dynamic nitrogen atmosphere (flow rate = 20 mL min\(^{-1}\)).

3.2.4.2. Karl Fischer Titration
The water content of the crystals was measured by volumetric Karl Fischer (KF) titration (V20/V30, Mettler-Toledo, inherent error ±0.01 mg).

3.2.4.3. Fourier Transform Infrared Spectra.
Fourier transform infrared spectra (FT-IR) spectra of crystals were recorded on a Bruker TENSOR 27 FT-IR spectrometer. The sample was ground together with KBr (anhydrous) using mortar pestle, and the range of the wavenumber was 4000-400 cm\(^{-1}\) with resolution 2 cm\(^{-1}\). The uncertainty of the wavenumber of the characteristic peak evaluated according to equation 2-2 was 2 cm\(^{-1}\).
3.2.4.4. Scanning Electron Microscopy.
Scanning electron microscopy (SEM) pictures of amorphous powder were taken by a Hitachi TM3000. The sample was ground to loose powder and coated with a gold layer (200-400 Å in thickness) using a magnetron sputter machine MPS-1S (Vacuum Device Inc.).

3.2.4.5. High-Performance Liquid Chromatography.
The solvent in the CTX solvate was determined on an Agilent 1200 with the Agilent C18 (250 mm × 4.6 mm, 5 μm). A water/methanol mixture (Vw/Vme = 2:1) was used as mobile phase with a flow rate of 1.0 mL min⁻¹. The detection was performed under the wavelength 205 nm at 30 °C, and the inherent error was ±0.001 min. At least six tests were conducted for above characterizations, and the means or typical pictures were used for analysis.

3.3. Result and Discussion

3.3.1. JLP-to-Crystal Transition Phenomenon
Generally, drug crystals are crystallized out directly from corresponding solution when cooling or when the poor solvent is added. For CTX, it is apt to be trapped into JLP when its solution is supersaturated by cooling or anti-solvent method without seeding. The JLP can also form when the CTX amorphous powder was placed under certain temperature and relative humidity. It is an interesting phenomenon that the JLPs slowly transformed into crystals as shown in Figure 3-2, Figure 3-3, and Figure 3-4. J1 completely transformed into C1 at 20.0 ± 0.3 °C in 7 h. J2 transformed into C2 at -20.05 ± 0.04 °C for 8 days, and it took 4 h for J3 to transform into C3. Crystal habits of C1-C3 are different, as shown in Figure 3-5. C1 is needlelike and about 20-30 μm. C2 is sticklike and approximately 100 μm in size. C3 is plate-like, and its size is 150-200 μm. The CTX crystals obtained from JLP crystallization are obviously larger than those obtained by solution crystallization with seeding (no JLP occurs). On the other hand, there is no agitation in the JLP crystallization process. This would reduce crystal breakage and secondary nucleation due to the shearing force. In addition, most of the CTX molecules are enriched into JLP during the JLP formation. This leads to extremely high supersaturation in JLP, which favors crystal growth. The XRPD patterns of C1-C3 are described in Figure 3-6. The top five strongest
peaks of C1, C3, and the CTX standard sample are same (C1: 9.02 ± 0.01, 16.60 ± 0.01, 20.98 ± 0.01, 22.02 ± 0.01, and 24.84 ± 0.01°; C3: 8.98 ± 0.01, 16.62 ± 0.01, 20.97 ± 0.01, 22.02 ± 0.01, and 24.84 ± 0.01°; and CTX standard sample: 9.03 ± 0.01, 16.61 ± 0.01, 20.97 ± 0.01, 22.02 ± 0.01, and 24.85 ± 0.01°), so they are concluded the same crystal form. The TGA curve of C1 (in Figure 3-7) clearly shows a mass loss of (3.6 ± 0.1)% from 70 to 110 °C before decomposition. C3 has the same TGA characteristic as C1. The KF titration analysis manifested that C1 contains (3.5 ± 0.2)% water, which is basically consistent with the TGA analysis although there is a little different that probably due to the uncertainty of the moisture from the air and the inherent errors. It is reasonable to speculate that the mole ratio of CTX to water is 1:1, namely, C1 is monohydrate. The top five strongest peaks of C2 are 6.72 ± 0.01, 7.07 ± 0.01, 21.52 ± 0.01, 21.94 ± 0.01, and 24.57 ± 0.01°, which are evidently different from the others 25, so C2 is a new crystal form. TGA curve of C2 in Figure 3-7 shows an obvious weight loss around 110 °C before decomposition, which agrees with the characteristics of the DSC curve (appended Figure 0-1). This means C2 is also a solvate. The HPLC chromatograms in appended Figure 0-2 show that the retention time (3.33 ± 0.01 min) of the solvent of C2 is basically consistent with that of DMF (3.34 ± 0.01 min), which demonstrates that C2 is a DMF solvate. It is noteworthy that the CTX crystal forms discovered until now are all solvates 26−28. The phenomenon indicates that solvent-CTX molecule interactions are much stronger and that the solvent directly participates into the construction of CTX crystal structure.
Figure 3-2: The appearance of the J1-to-C1 transition at different times: (a) 0h, (b) 2h, (c) 4h, (d) 7h

Figure 3-3: The phase transition from J2-to-C2: (a) the appearance of J2, (b) J2 partially transited into crystals, (c) PLM image of crystals formed in J2
Figure 3-4: The phase transition from amorphous through J3 to C3: (a) the appearance of an amorphous powder, (b) the appearance of J3, (c) J3 partially transited into crystals, (d) SEM image of an amorphous powder, (e) PLM image of crystals formed in J3

Figure 3-5: Images of CTX crystals obtained from JLP crystallization: (a), (b) and (c) are microscope images of C1, C2 and C3 respectively

Figure 3-6: XRPD patterns of C1, C2, C3, and CTX standard
3.3.2. **Effect of Solvent on JLP Formation and Crystallization**

To investigate the effects of solvent on the formation and crystallization of JLP, CTX amorphous adsorption experiments were designed in which CTX amorphous powder was placed under different saturated solvent atmospheres. Considering that temperature would affect phase behavior, the experiments were first conducted at different temperatures under saturated steam to determine the temperature threshold. Table 3-1 clearly shows that JLP formation and crystallization became more and more difficult with the decrease in temperature. At 2.0 ± 0.4 °C, only part of amorphous phase transformed into JLP, and the JLP-to-crystal transition did not occur. The slow transformation is probably due to the slow kinetics at low temperature. Therefore, the amorphous adsorption experiments under different saturated solvent atmosphere were carried out at 20.2 ± 0.8 °C, and the results are listed in Table 3-2. JLP formation is the result of the solvation of CTX molecules. Solvation depends on the solvent-solute molecule interactions, which involve ion-dipole, dipole-dipole, and hydrogen bonding. The polarity and the hydrogen bonding ability of the solvent can be evaluated by Kamlet-Taft parameters that include the polarizability parameter, $\pi^*$, the hydrogen-bond donor (HBD) acidity, $\alpha$, and the hydrogen-bond acceptor (HBA) basicity, $\beta$. The values of the three parameters of the solvents used are also listed in Table 3-2. As $\pi^*$ decreases, JLP formation became more and more difficult. When $\pi^*$ decreases to 0.55, CTX cannot be solvated, and no JLP forms. This means that more polar solvents favor JLP formation. The hydrogen bonding ability of the solvent has no obvious influence. This can be explained by the chemical structure of CTX. There are Na+, carboxylate, and several strong polar groups, such as amine and acyl, in the CTX molecule. These are prone to form ion-dipole and dipole-dipole interactions with a polar solvent. Glycol is an exception most likely due to the poor diffusion caused by its high viscosity. From Table 3-2, it can be also seen that not all the JLPs formed would transform into crystals. For the JLPs formed in acetonitrile, acetone, and chloroform, for which $\alpha$ and $\beta$ are both less than 0.5, crystallization did not occur. While in a solvent with $\alpha$ or $\beta$ above 0.5 (except DMSO), JLP-to-crystal transition occurred. This implies that the hydrogen bonding ability of the solvent affects CTX crystal formation, and further research results are discussed in section 3.3. The JLP formed in DMSO did not crystallize because of the
high solubility of CTX in DMSO. The crystals crystallized under formamide, pyridine, and methanol atmosphere had different habits (as shown in appended Figure 0-3).

![TGA curves of C1 and C2](image)

**Figure 3-7: TGA curves of C1 and C2**

**Table 3-1: Results of adsorption experiments at different temperatures under saturated steam**

<table>
<thead>
<tr>
<th>Temperature (°C)</th>
<th>JLP formation a</th>
<th>JLP-to-crystal transition b</th>
</tr>
</thead>
<tbody>
<tr>
<td>40.0±0.8</td>
<td>J</td>
<td>C(24hrs)</td>
</tr>
<tr>
<td>30.1±0.6</td>
<td>J</td>
<td>C(24hrs)</td>
</tr>
<tr>
<td>20.2±0.8</td>
<td>J</td>
<td>C(48hrs)</td>
</tr>
<tr>
<td>2.0±0.4</td>
<td>Jp</td>
<td>N</td>
</tr>
</tbody>
</table>

a: ‘J/Jp’ respectively means amorphous transforms into JLP completely or partially; b: ‘C/N’ respectively means JLP crystallization occurs or not, data in the bracket are the time required for crystallization.
Table 3-2: Results of adsorption experiments under different saturated solvents atmosphere at 20.3±0.8 °C a

<table>
<thead>
<tr>
<th>Solvent</th>
<th>JLP formation</th>
<th>JLP-to-crystal transition</th>
<th>$\pi^*$</th>
<th>$\alpha$</th>
<th>$\beta$</th>
<th>Molar solubility (10^2)</th>
</tr>
</thead>
<tbody>
<tr>
<td>water</td>
<td>J</td>
<td>C</td>
<td>1.09</td>
<td>1.17</td>
<td>0.47</td>
<td>1.88</td>
</tr>
<tr>
<td>DMSO</td>
<td>J</td>
<td>N</td>
<td>1.00</td>
<td>0</td>
<td>0.76</td>
<td>7.38</td>
</tr>
<tr>
<td>formamide</td>
<td>J</td>
<td>Cp</td>
<td>0.97</td>
<td>0.71</td>
<td>0.48</td>
<td>6.44</td>
</tr>
<tr>
<td>glycol</td>
<td>N</td>
<td>N</td>
<td>0.92</td>
<td>0.9</td>
<td>0.52</td>
<td>-</td>
</tr>
<tr>
<td>DMF</td>
<td>J</td>
<td>C</td>
<td>0.88</td>
<td>0</td>
<td>0.69</td>
<td>5.70</td>
</tr>
<tr>
<td>pyridine</td>
<td>J</td>
<td>C</td>
<td>0.87</td>
<td>0</td>
<td>0.64</td>
<td>&lt;10^-4</td>
</tr>
<tr>
<td>acetonitrile</td>
<td>Jp</td>
<td>N</td>
<td>0.75</td>
<td>0.19</td>
<td>0.4</td>
<td>-</td>
</tr>
<tr>
<td>acetone</td>
<td>Jp</td>
<td>N</td>
<td>0.71</td>
<td>0.08</td>
<td>0.43</td>
<td>0.09</td>
</tr>
<tr>
<td>chloroform</td>
<td>J</td>
<td>N</td>
<td>0.69</td>
<td>0.2</td>
<td>0.1</td>
<td>&lt;10^-4</td>
</tr>
<tr>
<td>methanol</td>
<td>J</td>
<td>Cp</td>
<td>0.60</td>
<td>0.98</td>
<td>0.66</td>
<td>0.097</td>
</tr>
<tr>
<td>ethylene acetate</td>
<td>N</td>
<td>N</td>
<td>0.55</td>
<td>0</td>
<td>0.45</td>
<td>&lt;10^-4</td>
</tr>
<tr>
<td>ethanol</td>
<td>N</td>
<td>N</td>
<td>0.54</td>
<td>0.86</td>
<td>0.75</td>
<td>0.03</td>
</tr>
<tr>
<td>IPA</td>
<td>N</td>
<td>N</td>
<td>0.48</td>
<td>0.76</td>
<td>0.84</td>
<td>&lt;10^-4</td>
</tr>
</tbody>
</table>

a: 0.8 °C is the maximum uncertainty of this part adsorption experiments; b: ‘J/Jp’ respectively means amorphous transforms into JLP completely or partially, and ‘N’ means no JLP forms; c: ‘C/Cp’ respectively means JLP transforms into crystal completely or partially, and ‘N’ means JLP crystallization does not occur.

3.3.3. Effect of Solvent on Crystal Formation.
To understand the process of crystal formation, J1-to-C1 transition process was chosen to be monitored for convenience. Initially, the JLP was yellow and adhesive. It did not show a regular shape and was moderately flowable as shown in Figure 3-8. The XRPD pattern (Figure 3-9) consisted of very broad and diffuse diffraction, which confirmed that no crystal was present in the JLP. After 1.5 h, the birefringent domain was first detected by PLM, which demonstrated the occurrence of nucleation. On the basis of the CTX solubility data 19,32, the concentration of CTX in the JLP was approximately 43 times higher than
that in the saturated solution. Although the supersaturation is high, the nucleation rate is slow because of diffusion retardation. After 2 h, more domains were observed in the polarized light view due to crystal growth, which was consistent with the appearance of the characteristic diffraction peaks of CTX at 9.05 ± 0.01, 22.02 ± 0.01, and 24.87 ± 0.01° (Figure 3-8 b and Figure 3-9 b). After 4 h, because of the increasing number of crystals formed, the color of the JLP changed into faint yellow. The size of the crystal reached approximately 20 μm, and the XRPD pattern showed more characteristic diffraction peaks. After 7 h, the JLP entirely transformed into white crystals with a size of 30 μm. The top five strongest peaks of the crystals are 9.02 ± 0.01, 16.60 ± 0.01, 20.98 ± 0.01, 22.02 ± 0.01, and 24.84 ± 0.01°, respectively, which demonstrated that the obtained crystals are C1.

Figure 3-8: Microscopic images of the J1-to-C1 transition process: (a) 0h, (b) 2h, (c) 4h, (d) 7h. (a) and (d) are optical microscope images, (b) and (c) are PLM images
The molecule interactions in the crystals are usually demonstrated by single-crystal structure analysis. Unfortunately, high-quality crystals for X-ray diffraction are difficult to obtain for cephalosporin antibiotics. Recently, Raman spectroscopy has been proven as a promising in-situ tool to probe molecule interactions. This is due to its low sensitivity to water and widespread applicability to both homogeneous and heterogeneous process. Particularly, it is powerful for studying hydrogen bonding.\textsuperscript{33, 34} Hence, an in-situ Raman spectrometer was used to monitor the J1-to-C1 transition process to understand further the
change of molecule interactions during the formation of CTX monohydrate. The Raman spectra of C1 were measured as shown in Figure 3-10. The characteristic peaks were assigned to the corresponding groups. Given that the tension of lactam ring was stronger, the stretching vibration of C=O moved to a higher frequency and appeared at 1752 ± 1 cm\(^{-1}\). Oxime group was ordinarily present from 1620 to 1640 cm\(^{-1}\). The only peak in this range at 1640 ± 1 cm\(^{-1}\) was assigned to C=N of oxime group \(^{35}\). The strongest peak at 1586 ± 1 cm\(^{-1}\) corresponded to the stretching vibration of C=C \(^{35}\). The stretching vibration of COO\(^{-}\) was observed along with the symmetric and asymmetric vibrations. The peaks at 1531 ± 1 and 1403 ± 1/1355 ± 1 cm\(^{-1}\) were assigned to the asymmetric and symmetric stretching vibrations, respectively. The peak at 433 ± 1 cm\(^{-1}\) was due to the bending vibration of the six-membered thiazine ring. Detailed information on the Raman band assignment is shown in Table 3-3. The real-time change of Raman spectra is illustrated in Figure 3-11. Initially, the Raman spectra of JLP within 1000-1800 cm\(^{-1}\) region was broad and overlapping with a higher baseline, which is due to the hydration of the CTX molecules. The peak at 1347 ± 1 cm\(^{-1}\), representing the symmetric stretching vibration of COO\(^{-}\), is much broader and stronger than the others, indicating that the polar interaction between water and COO\(^{-}\) is much stronger than that between water and the other groups. This can be attributed to the strong electronegativity of COO\(^{-}\). The first change occurred after 130 min when the broadband at 1347 ± 1 cm\(^{-1}\) shifted to 1355 ± 1 cm\(^{-1}\) and gradually changed into two sharp peaks at 1403 ± 1 and 1355 ± 1 cm\(^{-1}\), respectively. This indicates the polar interaction between water and COO\(^{-}\) breaks. The break of the stronger interaction appeared first during the transition process suggests that a much more stronger interaction forms between water and COO\(^{-}\) which would therefore play a leading role in crystal formation. As shown in Figure 3-12, the presence of a hydroxyl characteristic peak at the wavenumber of 3583 ± 2 cm\(^{-1}\) in the FT-IR spectrum of C1 demonstrates that hydroxyl forms intermolecular hydrogen bonding in the crystal \(^{36}\). Because there is no hydroxyl in CTX molecule, the hydroxyl presented here must come from water. From the perspectives of HBA, among the several HBAs such as COO\(^{-}\), C=N\(^{-}\), and C=O in the CTX molecule, COO\(^{-}\) is the strongest one and has the most probability to form intermolecular hydrogen bond with water. In the meantime, on the aspect of HBD, the HBD acidity of water is stronger than that of –NH2 and –NH in CTX molecule, so it is reasonable for COO\(^{-}\) to
accept an intermolecular H bond donated by a water molecule. Meanwhile, another peak at $433 \pm 1 \text{ cm}^{-1}$ appeared. The peak corresponds to the bending vibration of the six-membered thiazine ring. Its appearance is due to the dissociation of the polar interactions between water and the six-membered thiazine ring. The $1752 \pm 1 \text{ cm}^{-1}$ band appeared, and the peaks at $1640 \pm 1$ and $1586 \pm 1 \text{ cm}^{-1}$ were gradually enhanced. Those peaks correspond, respectively, to the vibration of C=O in lactam ring, C=N of the methoxy oxime, and C=C in the five- or six-membered ring. The increase of the peak intensity is owing to dehydration of the groups and construction of the crystal structure. The JLP-to-crystal transformation completed, and the Raman spectra became clear and sharp after 7 h. The top six strongest peaks of the crystals centered at $1640 \pm 1$, $1586 \pm 1$, $1531 \pm 1$, $1403 \pm 1$, $1355 \pm 1$, and $433 \pm 1 \text{ cm}^{-1}$, respectively, are consistent with that of C1, demonstrating the obtained crystals are C1. From the above analysis, it can be seen that the formation of the thermodynamic metastable JLP is a purely dynamic-driven process. The volume of the crystals obtained larger than that of the initial JLP (as shown in Figure 3-2) demonstrated that entropy is the driving force for the JLP-to-crystal transition. The ion-dipole and dipole-dipole interactions between water and CTX molecule are mainly responsible for JLP formation. The polar interactions are weaker, and they are not specific and oriented, which can be reflected by the moderate flowability of JLP. Driven by supersaturation, the H-bonding that is stronger, specific, and directional gradually forms between H$_2$O and COO-. Through the H-bonding, the water serves as a bridge to connect CTX molecules resulting in the development of the 3D periodic structure.
Table 3-3: Observed characteristic peaks of FT-IR and Raman and their assignments for C1

<table>
<thead>
<tr>
<th>Wavenumber of FT-IR a (cm⁻¹)</th>
<th>Raman shift b (cm⁻¹)</th>
<th>Assignments</th>
</tr>
</thead>
<tbody>
<tr>
<td>3583</td>
<td></td>
<td>Hydroxy stretching vibration</td>
</tr>
<tr>
<td>3442/3342</td>
<td></td>
<td>Primary amine NH₂ stretching vibration</td>
</tr>
<tr>
<td>3262</td>
<td></td>
<td>Secondary amine N-H stretching vibration</td>
</tr>
<tr>
<td>3042</td>
<td></td>
<td>Aromatic heterocyclic C-H chain stretching vibration</td>
</tr>
<tr>
<td>1760</td>
<td>1752</td>
<td>C=O (in lactam ring) stretching vibration</td>
</tr>
<tr>
<td>1728</td>
<td></td>
<td>Acetoxyl -OCOCH₃ stretching vibration</td>
</tr>
<tr>
<td>1647</td>
<td>1640</td>
<td>C=N stretching vibration in methoxyoxime</td>
</tr>
<tr>
<td>1586</td>
<td></td>
<td>C=C stretching vibration in five-membered and six-membered ring</td>
</tr>
<tr>
<td>1541</td>
<td>1531</td>
<td>Carboxylate radical COO⁻ asymmetric stretching vibration</td>
</tr>
<tr>
<td>1416/1355</td>
<td>1403/1355</td>
<td>Carboxylate radical COO⁻ symmetric stretching vibration</td>
</tr>
<tr>
<td>817</td>
<td></td>
<td>Symmetric stretching vibration of thiazine ring</td>
</tr>
<tr>
<td>748</td>
<td></td>
<td>Lactam ring stretching vibration</td>
</tr>
<tr>
<td>433</td>
<td></td>
<td>Skeleton bending vibration of Thiazone ring</td>
</tr>
<tr>
<td>274</td>
<td></td>
<td>C-S-C bending vibration</td>
</tr>
</tbody>
</table>
Figure 3-11: Raman spectra (background subtracted) during the J1-to-C1 transition process. Times (hours and minutes, hh: mm) in the legend represent the transition time.

Figure 3-12: FT-IR spectrum of C1

3.4. Conclusion

The effects of solvent on the formation and crystallization of JLP of CTX have been investigated in detail. The experiments involving 13 different solvents demonstrate that the polar interaction between the CTX and solvent contributes to the formation of JLP and that hydrogen-bonding plays an important role in the formation of CTX solvate crystal (shown in Figure 3-13). The H-bonding between the solvent and CTX molecule has been probed with the aid of FT-IR and in-situ Raman spectroscopy. The results show that the JLP, as a kinetic self-assembly state, forms first by the role of polar solvent in the supersaturated
solution (process a to b in the inset picture). It takes several hours for the CTX and solvent molecules to identify each other through hydrogen bonding and build a long-range order structure (b to c). From the view of thermodynamics, the whole process is a transition from a local energy minimum to an overall energy minimum. Solvent molecules act as a bridge to connect CTX molecules, so CTX crystals exist as a solvate. The facts suggest that the organization pattern of the CTX molecules can be modulated by introducing solvent molecules. The JLP crystallization makes it possible to optimize the form and habit of crystals that are difficult to crystallize out in solution. The results bring a better understanding of JLP-to-crystal transition of active pharmaceutical ingredients and may have good application prospects in drug crystal preparation. The latest research progress in gel-to-crystal transition prompts us that more attention should be paid to the kinetic study and molecular simulation of JLP crystallization process\textsuperscript{38}.

Figure 3-13: Schematic model for JLP-to-crystal transition mechanism. C and S represent crystal and solvent respectively, a, b and c represent supersaturated solution, JLP, and crystal respectively.
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4. Motion-Based Multiple Object Tracking of Ultrasonic-Induced Nucleation: A Case Study of L-glutamic Acid

Abstract
A robust nucleation tracking technology was proposed to track the nucleation process of L-glutamic acid in this study. Motion-based multiple object tracking (MMOT) model was introduced to crystallization, for the first time, to help to track the moving crystals. A waterproof micro-camera combined with a home-designed vial adaptor was used to record the nucleation process video stream. Optimization of parameters in the MMOT model and a moving average (MA) based smoothing method helped to determine the starting point of nucleation. Results showed the newly developed technology performed better under the influence of ultrasonic irradiation which disabled the use of focused beam reflection measurement (FBRM).

4.1. Introduction
Nucleation from solution has aroused great interest over the past decades. Elucidations of the nucleation mechanism have enhanced our understanding of many basic mechanisms related to natural processes (e.g. protein crystallization) and industrial practices (e.g. functional materials, active pharmaceutical ingredients)\textsuperscript{1-3}. Scientists have considered intermolecular forces in atomistic levels in the order of $10^{-10}$ m and time scales in the order $10^{-13}$ s with the help of advanced instruments\textsuperscript{4}. However, in industrial crystallization, there is still a limitation in monitoring nucleation at the initial stage of critical nucleus formation\textsuperscript{5}. Existing measuring techniques used to monitor nucleation include FBRM, turbidity, ultrasonic velocity, electrical conductivity, and light transmittance measurement of bulk solution\textsuperscript{6}. The accuracy of nucleation monitoring devices affects the estimation nucleation kinetics i.e. induction time and metastable zone width (MSZW). In order to improve this accuracy, progress has been made using high-speed imaging, multivariate statistical process monitoring charts etc.\textsuperscript{7-10}. Binary segmentation is the most common algorithm used in the segmentation of individual crystals in a single image. A multi-scale segmentation method was studied to extract crystals from the background of varied illumination\textsuperscript{11}. Presles \textit{et al.} proposed a restoration method to measure the particle size distribution of unfocused crystals from a segmented image\textsuperscript{12}. While there have limitations...
in the segmentation of overlap particles in a high solid concentration system. Accordingly, Ahmad et al. proposed a segmentation method that is based on salient corner detection and geometric grouping, which can separate the overlapping particles during the batch crystallization process at different solids concentrations. These studies focused on particle size and shape to analyze the properties of crystals. Recently, the MMOT model has been widely used in the computer vision field, including activity recognition, traffic monitoring, automotive safety etc. MMOT algorithm is a motion-based detection method that is coupled with an adaptive background remover to find moving objects in successive frames. It can detect moving objects in a video stream, predict their locations in the next frame, and record the object count automatically, which shows its potential application in monitoring the occurrence and disappearance of nuclei in a bulk solution.

External factors such as ultrasound, microwave, magnetic field, and electric field have been studied to control crystal nucleation, which are very effective in some cases. Ultrasonic irradiation creates sequential compression and expansion of the solution, which leads to the formation and growth of bubbles. Finally, the bubbles collapse and release energy, promoting nucleation within a short induction time and at a lower supersaturation level. Parameters e.g. ultrasound power, frequency, with or without pulses, have a significant influence on the nucleation process and crystal qualities. Based on the authors’ experience, techniques such as FBRM, light transmittance and turbidity measurement, have certain limitations for the measurement of the onset of nucleation, especially under the influence of external factors. With these traditional methods, it is difficult to locate the initial few nuclei. In this study, the MMOT was introduced to crystallization, for the first time, to monitor the nucleation of L-glutamic acid. To improve the accuracy of the system, the contrast ratio between foreground and background and the area of blob analysis (blobs are connected groups of foreground pixels that are considered as moving objects) were tuned to achieve the best tracking performance of nuclei. Results showed that ultrasonic irradiation shortened the induction time dramatically. The newly developed monitoring technology based on MMOT, which is much cheaper than the existing methods, showed improved accuracy and precision under the influence of ultrasonic irradiation, while FBRM showed poor performance because of the existence of bubbles.
4.2. Experimental and Methods

L-glutamic acid (LGA) was purchased from Alfa Aesar (99+, β form, Ward Hill, MA) and used as a model compound in this study. A VCX 500 ultrasonic processor (Sonic & Materials Inc.) was inserted into a double jacketed crystallizer to generate ultrasound. During the nucleation process, a waterproof USB-based micro-camera coupled with a 3D printed vial adaptor was inserted into the solution to track the onset of nucleation as shown in Figure 4-1. A home-designed vial adaptor with a suspension flow channel, as shown in Figure 4-1, was connected to the end of the micro-camera to capture crystal images as the slurry flows through the vial adaptor. Figure 4-2 shows the experimental setup. Details of the technical specifications of the camera probe are listed in Table 4-1. In the first step, a saturated solution (30.0 g/L and 40.0 g/L) was prepared in the double jacketed crystallizer. Then the solution was heated up to 80.0 °C and the temperature was maintained for 30 minutes to ensure complete crystal dissolution. Afterward, the nucleation temperature of the clear solution was reached as soon as possible by switching to another refrigerated circulator (FT50, Julabo, Germany) from heating to cooling. The ultrasound probe and micro-camera were turned on at the same time when the solution reached the nucleation temperature. The temperature was kept constant to study the nucleation kinetics until the crystals filled the video frame. The video recorded by micro-camera was parsed by MMOT in MATLAB (R2016b, MathWorks). The MMOT code that used in this application was appended in Table 0-1. For every experimental condition, at least six cycles of heat-hold-cool were repeated to obtain reliable data.
Figure 4-1: (a) Portable USB digital micro-camera setup; (b) Cut view of the 3D print vial adaptor. The slot is 2.24 mm in height and 7.04 mm in width

Table 4-1: Technical specifications of micro-camera used in this study

<table>
<thead>
<tr>
<th>Specification</th>
<th>Details</th>
</tr>
</thead>
<tbody>
<tr>
<td>Image sensor</td>
<td>2 Mega Pixels</td>
</tr>
<tr>
<td>Field of view</td>
<td>10.8° (×200)</td>
</tr>
<tr>
<td>Depth of field</td>
<td>~50 microns (×200)</td>
</tr>
<tr>
<td>Camera resolution</td>
<td>1600*1200</td>
</tr>
<tr>
<td>Display speed</td>
<td>Max. 30 fps</td>
</tr>
<tr>
<td>Magnification</td>
<td>Max. 300</td>
</tr>
<tr>
<td>Light source</td>
<td>LED illumination</td>
</tr>
<tr>
<td>Interface</td>
<td>USB 2.0</td>
</tr>
</tbody>
</table>
Crash cooling of the solution was realized by switching three-way valves to reach the nucleation temperature as soon as possible. The micro-camera was coupled with MATLAB to measure crystal counts through the motion-based multiple object tracking model.

4.3. Results and Discussions

Coupled with the vial adaptor, the micro-camera was inserted into the crystallizer to record the video stream of the whole nucleation process. The conditions with the solution concentration at 30 g/L, 40 g/L and the nucleation temperature at 35 °C, 45 °C were tested. Once the recording was finished, the video stream was parsed by the MMOT model (The code was attached in the supporting information) in MATLAB. The tracking model is solely based on motion, in which the background is subtracted and a Kalman filter is used to predict the assigned track’s location in the next frame. The number of assigned objects is counted and then the trend between the crystals counts versus the time series is plotted to analyze the nucleation process. In this study, the crystals counts were smoothed by the MA model:

\[
MA = \frac{c_m + c_{m-1} + \cdots + c_{m-(n-1)}}{n} = \frac{1}{n} \sum_{i=0}^{n-1} c_{m-i}
\]  

(4-1)

\[
MA_{current} = MA_{prev} + \frac{c_{m-c_{m-n}}}{n}
\]

(4-2)

Where \(c\) indicates the crystals counts along with time series, \(MA_{prev}\) indicates the previous averaged value. The moving period \(n\) was optimized to be 30 which is a good reflection of the trend of crystals counts in real time. In the MMOT model, there are two key parameters optimized in this study, foreground detector (pixel value) and blob analyzer (blob area).
The foreground detector can segment moving object from the background, in which the pixel value of 0 corresponds to background and the value of 1 corresponds to foreground. In blob analyzer, the detection area of connected groups (called ‘blobs’ or ‘connected components’) of foreground pixels determines the analytical size of moving objects. These parameters in nucleation tracking are related with the model compound (crystal luster, color etc.) and the type of micro-camera (magnification, resolution). The pixel value and blob analysis area were optimized to be 0.8 and 30, respectively. The starting point of the continuously increasing micro-camera counts was recognized as the occurrence of nucleation. The induction time was calculated as the period between when the ultrasound processor was turned on and the appearance of crystals. Take the video stream at 40 g/L and 35°C under ultrasonic irradiation as an example. Figure 4-3 shows detection results of the 95th second of the process after the ultrasonic processor was started. The real time tracking curve at 38 seconds was attached in appended information (Figure 0-4) for comparison.

![Detection Results](image)

Figure 4-3: In-situ detection results under the conditions of 40 g/L and 35°C. (a) Plot at 95th second of crystals counts against time series using the MMOT model; (b) Plot of crystals counts against time based on nucleation tracking of the whole process: the blue line was drawn according to raw image data and the black line was smoothed by MATLAB using the MA model. (c) Detected objects at 95th second marked in an original video. (d) Detected objects at 95th second marked in the video after background subtraction.

As shown in Figure 4-3 (c), there are large quantities of objects were detected at 95th second after the ultrasound processor was started, while only a few objects were detected...
in the first 38 seconds (appended in Figure 0-4), which indicates no nucleation occurred. A continuously increasing crystal count was detected after the 72nd second in Figure 4-3 (a) that with the constant nucleation occurring in raw image Figure 4-3 (c), which confirmed the initial nucleation at 72nd second. Comparing the figures in 95s and 38s, conclusions can be drawn that the threshold of background noise is around 5, which can be ignored before the continuous increase of crystals counts. The noise is caused by the existence of caves on the surface of vial adaptor, and bubbles generated from the surface caves would affect the measurement at the initial stage. The average results were reported in Table 4-2.

Table 4-2: Comparison of induction time and crystal form of LGA with/without ultrasonic irradiation

<table>
<thead>
<tr>
<th>Ultrasonic power (W)</th>
<th>Concentration (g/L)</th>
<th>Nucleation temperature (°C)</th>
<th>S₀, α (C₀/C*)</th>
<th>S₀, β (C₀/C*)</th>
<th>Induction time (s)</th>
<th>Standard deviation (s)</th>
<th>Crystal form</th>
</tr>
</thead>
<tbody>
<tr>
<td>14</td>
<td>30</td>
<td>35</td>
<td>1.91</td>
<td>2.51</td>
<td>181.3</td>
<td>8.2</td>
<td>α</td>
</tr>
<tr>
<td>14</td>
<td>40</td>
<td>35</td>
<td>2.54</td>
<td>3.35</td>
<td>77.8</td>
<td>4.0</td>
<td>α</td>
</tr>
<tr>
<td>14</td>
<td>30</td>
<td>45</td>
<td>1.31</td>
<td>1.78</td>
<td>585.6</td>
<td>22.1</td>
<td>α, β</td>
</tr>
<tr>
<td>14</td>
<td>40</td>
<td>45</td>
<td>1.74</td>
<td>2.37</td>
<td>113.0</td>
<td>7.7</td>
<td>α, β</td>
</tr>
<tr>
<td>0</td>
<td>30</td>
<td>35</td>
<td>1.91</td>
<td>2.51</td>
<td>1824.3</td>
<td>100.9</td>
<td>α</td>
</tr>
<tr>
<td>0</td>
<td>40</td>
<td>35</td>
<td>2.54</td>
<td>3.35</td>
<td>381.3</td>
<td>40.8</td>
<td>α</td>
</tr>
<tr>
<td>0</td>
<td>30</td>
<td>45</td>
<td>1.31</td>
<td>1.78</td>
<td>3600.0</td>
<td>169.7</td>
<td>β</td>
</tr>
<tr>
<td>0</td>
<td>40</td>
<td>45</td>
<td>1.74</td>
<td>2.37</td>
<td>737.3</td>
<td>68.3</td>
<td>β</td>
</tr>
</tbody>
</table>

Note: Standard deviation was calculated by $\text{Stdev} = \sqrt{\frac{\sum_{i=1}^{n} (X_i - \bar{X})^2}{n-1}}$, and $\bar{X}$ means an average of all $X_i (i=1, 2, 3..., n, n\geq6)$; $C_0$ is initial concentration and $C^*$ is the solubility at the same temperature, $S_0$ is supersaturation calculated by $C_0/C^*$. The solubility data come from the reference 20.

The smoothed curve helped to pick out the starting point of nucleation more accurate. From Table 4-2, the average induction time is 181.3 seconds under the conditions of 30 g/L, 35 °C and 14 W ultrasonic irradiation. Considering the external disturbance, the standard deviation was calculated from multiple experiments under the same conditions, the actual induction time determined to be 181.3 ± 8.2 s. The measurements under the other conditions e.g. nucleation temperature, initial concentration, and ultrasound power were run using the same procedures. Results were listed in Table 4-2, which showed the
acceleration of the nucleation process (5 to 10 times) by ultrasonic irradiation. The crystal polymorph was confirmed by the morphology of crystals in the micro-camera because an obvious difference of crystal morphology existed between the α form (prismatic) and β form (needlelike). At the nucleation temperature 45 °C, ultrasound promoted the nucleation of the metastable form (α) as well as stable form (β), which was different with the nucleation process without ultrasound irradiation (β form).

One of the motivations for developing MMOT based nucleation tracking technology was the limitation of FBRM in nucleation tracking under the influence of ultrasonic irradiation. As shown in Figure 4-4 (a), FBRM probe and the micro-camera were used in the same experiment and the results showed that the FBRM counts cannot reflect the starting point of nucleation. In the early stage, the sharp rise of FBRM counts was caused by air bubbles that were generated by the caves on the surface of the vial. In addition, the FBRM counts (~20000) were affected by the formation, growth, and collapse of bubbles that were generated by ultrasound-induced sequential compression and expansion, which would mask the burst of nuclei (~1200). In contrast, the micro-camera counts clearly show the starting point of nucleation. To have a comprehensive comparison between FBRM and MMOT, experiments were conducted without ultrasonic irradiation under the condition of 40 g/L and 35 ℃. The results shown in Figure 4-4 (b) indicate a similar trend with a consistent starting point of nucleation around 380 seconds. To compare MMOT with traditional technologies, an H.E.L. turbidity probe (HEL, UK) was tested under the same conditions used in MMOT tracking. Results in Figure 4-5 indicate the turbidity meter has 20 seconds (a) and 60 seconds (b) delay in monitoring nucleation compared with the MMOT technology. The turbidity signal is laser based transmittance measurement, in which (b) has a slower response speed without ultrasonic irradiation and the baseline of (a) is higher than (b) because of the bubbles with ultrasonic irradiation. Therefore, the MMOT technology based on micro-camera can be used in the system with and without ultrasound irradiation. In the MMOT model, the foreground detector can effectively eliminate the influence of bubbles through optimizing the parameters of blob analysis. The MMOT technology is more accurate compared to the traditional technologies because nucleation can be detected by the presence of 10 or 20 crystals in the crystallization process. In addition, the MMOT based tracking technology can be potentially used to track the
disappearance of crystals that measure the solubility of crystal products. In further, blob analyzer can be developed to discern crystal shape to monitor the crystal’s form and polymorphic transition phenomenon. The MMOT based tracking technology contains an upper limit of tracking. Similar to particle vision measurement (PVM) technology, the micro-camera cannot work when the crystals fill up the vial adaptor. The tracking limit of MMOT counts is about 100 in this study.

Figure 4-4: Comparison of nucleation tracking performance between FBRM probe and micro-camera probe under the conditions of (a) 30 g/L, 35 °C with 14 W ultrasonic irradiation (b) 40 g/L, 35 °C without ultrasonic irradiation
4.4. Conclusions

In summary, nucleation process can be tracked by (i) cloudiness that measured by naked eyes or light transmittance, (ii) solution concentration measured by Fourier transform infrared (FTIR), (iii) particle counts in a certain size that can be measured by FBRM and MMOT technology. Fujiwara et al. estimated the accuracy of eyes, FTIR and FBRM in measuring of metastable zone width of paracetamol. The results indicated FBRM tracking gave the most accurate measurement among them. In this study, the MMOT technology was first introduced to crystallization to detect the onset of nucleation process. Results show MMOT technology has almost same accurate with FBRM in cooling crystallization and can exactly track the nucleation process in which FBRM was disabled by ultrasonic irradiation. The crystal count measured by MMOT, which is different with FBRM count, agrees with the actual crystal count in the video frame. Compared with existing technologies, the newly developed method showed better economic performance. Furthermore, based on MMOT technology, potential applications can be extended to measure solubility, metastable zone width, particle size and even solution-mediated polymorphic transformation.
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5. Image Analysis for In-Line Measurement of Multi-Dimensional Size, Shape and Polymorphic Transformation of L-glutamic Acid Using Deep Learning-Based Image Segmentation and Classification

Abstract

In-situ tracking of the crystallization process through image segmentation has been developed and has encountered many challenges including improvement of in-situ images’ quality, optimization of algorithms and increasing computation efficiency. In this study, a new method based on computer vision was proposed using the state-of-the-art deep learning technology to track crystal individuals. For the model compound L-glutamic acid (LGA), two polymorphic forms with different morphologies were segmented and classified during a seeded polymorphic transformation process. Information such as counts, size, surface area, crystal size distribution (CSD) and morphology of α- and β-form crystals were extracted for the individual crystals during the process. A comparative analysis was conducted with traditional process analytical technologies such as in-situ Raman and focus beam reflection measurement (FBRM). Results show high accuracy of segmentation and classification technique and reliable tracking of crystals evolution. The image processing speed of up to 10 frames per sec. (fps) makes the proposed approach suitable for in-situ tracking and control of crystallization and particulate processes. Our work in this study attempts to bridge the gap between the advanced imaging analysis technology that is available today and the specific needs of solution crystallization, to track, count and measure the individual crystals.

5.1. Introduction

Imaging in a crystallization process can be performed at two scales: one is using high-resolution technique on a molecular cluster level such as AFM, TEM, etc. to study the nucleation and growth mechanism of crystals. 1-3 The other is the imaging of bulk solution on a mesoscale level (micron to millimeter) to study the kinetics of nucleation and growth of crystals, monitor the crystal counts, crystal size, CSD, breakage, agglomeration etc. to control and optimize crystallization process. 4-6 In the process monitoring and optimization, imaging solution crystallization provides abundant information including
crystal morphology, crystal size, the degree of agglomeration, suspension density, crystal surface texture and multi-dimensional information of crystals. To improve the performance of real-time image analysis, great efforts have been invested in the design of in-situ cameras e.g. a flow cell camera device \textsuperscript{7-9}, stereo vision imaging system \textsuperscript{6, 10-14}, endoscopy-stroboscope \textsuperscript{15-17}, particle vision and measurement system (PVM, Mettler Toledo Inc.). In addition, the development of mathematical algorithms e.g. region-based segmentation (threshold, watershed), \textsuperscript{18, 19} edge detection \textsuperscript{20, 21} and clustering segmentation have advanced to some extent. Several papers studied the model compound LGA for crystals segmentation and classification, which realized the online imaging analysis and proved its feasibility of analyzing crystals evolution. \textsuperscript{21-24} However, processing an image usually takes one to several seconds using traditional algorithms, and there is a big challenge in accuracy and transfer from a single image to conduct an in-situ analysis of the crystallization process.

For this purpose, we are motivated by a new image segmentation technology called Mask R-CNN (Regional Convolutional Neural Networks) which was released by FAIR (Facebook Artificial Intelligence Research) team in Oct. 2017. \textsuperscript{25} Mask R-CNN is a state-of-the-art technology used in deep learning-based image analysis, which contains two stages: the first stage scans the image and generates proposals (areas likely to contain an object) with a light-weight neural network called Region Proposal Network (RPN) that reduces the detection scope and the computational load of the following stage. The second stage classifies and refines the proposals and generates pixel-wise masks. Mask R-CNN has been verified with high accuracy of classification and leads to a fast computation speed in various applications.\textsuperscript{26-30} As shown in Figure 5-1, the objects were processed by the well trained neural network. Results were outputted as masks, bounding boxes, categories and the corresponding confidence limit for each object. Obviously, the Mask R-CNN recognizes and distinguishes (once trained) various objects such as a person, an elephant, a motorcycle, a bottle, etc., in addition to having the ability to segment overlapping objects and small objects in pixel-wise accuracy. Every object in the picture can be segmented and classified into corresponding categories and covered by a pixel-wise mask.
In this study, we introduced Mask R-CNN to a microscopy field to analyze the solvent-mediated polymorphic transformation (SMPT) of LGA. Compared with traditional methods which usually take one to several seconds to process one image, an obvious improvement was achieved in the image processing step. The processing speed was accelerated up to 0.1 sec. per frame and a reliable segmentation of crystals (lower limit, 10 µm) and objects classification (α- and β-form crystals) were realized.

5.2. Experimental Section

5.2.1. Materials and Hardware

L-glutamic acid was purchased from Alfa Aesar (Ward Hill, MA) and used as received. Initial crystal form was β-form with purity 99+% . The α-form crystals were prepared by cooling crystallization in an aqueous solution and sieved to a size less than 355 µm. For the SMPT process, the saturated solution (equilibrium with α-form) with the concentration of 0.023 g/ml water was prepared at 45 °C. Then 3.0 g α-from crystal powder was added into 250 ml saturated solution in a double jacked crystallizer. In-situ Raman (Kaiser Optical Systems, Inc.), FBRM (S400, Mettler Toledo, USA) and the home-designed microscopy camera probe, as shown in Figure 5-2, were inserted in the crystallizer to monitor the SMPT
process. The camera probe used back laser lighting module coupled with an optical lens and a USB3.0 Vision Camera (Mako U-051B). The camera supports the maximum frame rate of 391 fps and the minimum exposure time of 44 microseconds. The captured pictures had a resolution of 800 × 600 with the pixel size of 1.3 µm × 1.3 µm. The β-form seeds were prepared through spontaneous SMPT at the same concentration (0.035 g/ml). The β-form crystal slurry was loaded as seeds at the 16th min with 2% percentage of the final β-from crystals’ weight.

![Diagram of camera probe](image)

**Figure 5-2:** Schematic and specifications of home-designed camera probe

### 5.2.2. Implementation of Mask R-CNN

The implementation of this application and corresponding functions are listed in Table 5-1. In this application, we used the FAIR official Mask R-CNN implementation on the open-source framework Detectron ([https://github.com/facebookresearch/Detectron](https://github.com/facebookresearch/Detectron)), which is the state-of-the-art object detection system built on top of the deep learning framework – Caffe2. The parameters of the network were modified to enhance the detection. The training and inference were performed on a consumer hardware platform with i7-6700K CPU, 32GB DDR3 RAM, 256GB SSD, and GTX 1070 GPU. With the GPU acceleration, the training (Procedure 3) for 150K steps took 24 hours. The images processing speed was up to 10 fps. The training dataset is available on GitHub ([https://github.com/wuyuanyi135/MicroVisionLabelling/tree/GlutamicAcidTransformation/Dataset](https://github.com/wuyuanyi135/MicroVisionLabelling/tree/GlutamicAcidTransformation/Dataset)).
Table 5-1: Implementation procedures of Mask R-CNN and corresponding functions

<table>
<thead>
<tr>
<th>#</th>
<th>Procedures</th>
<th>Functions</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Video recording</td>
<td>Record a video for the designed experiment</td>
</tr>
<tr>
<td>2</td>
<td>Labeling</td>
<td>Select images to label α- and β-form crystals for training</td>
</tr>
<tr>
<td>3</td>
<td>Training</td>
<td>Use the labeled images to train and valid the neural network</td>
</tr>
<tr>
<td>4</td>
<td>Images processing</td>
<td>Process the real-time video (images) and output masks</td>
</tr>
<tr>
<td>5</td>
<td>Masks processing</td>
<td>Extract information i.e. counts, size, surface area of every mask</td>
</tr>
<tr>
<td>6</td>
<td>Process analysis</td>
<td>Process and analyze process statistical data</td>
</tr>
</tbody>
</table>

5.3. Results and Discussions

5.3.1. Crystal Segmentation and Classification

As shown in Figure 5-3, the α- and β-form crystals of LGA which have prismatic and needlelike morphology, respectively, were segmented and classified by red and green masks during the SMPT process. Figure 5-3 (a) was captured at the initial stage which showed a very clear segmentation of α-form crystals. The masks were shown in the middle (masks overlaid) and right (masks only) column pictures. Figure 5-3 (b, c) represent the halfway and the ending stage performance of crystal segmentation and classification. As shown in Figure 5-3 (c), the deep learning-based segmentation can handle complex objects with overlapping, overexposure in a higher concentration. Several omissions can be found in Figure 5-3 (c), in addition to several mistakes like cutting and overlapping of crystals. It can be optimized by extending the training dataset and increase training steps to improve detection accuracy. The results of Mask R-CNN, in this case, were output as pixel-wise masks and the categories of crystal form would provide the necessary information to analyze the evolution of crystals in the SMPT process.
Figure 5-3: Mask R-CNN results on real-time tracking of polymorphic transformation. (a), (b) and (c) correspond to initial, halfway and end stage of the SMPT process. α- and β-form crystals were covered by red and green masks, respectively.

5.3.2. Results Comparison with Traditional Technologies

For comparison, the SMPT process was first analyzed by other in-situ instruments including Raman and FBRM as well as offline measurement i.e. laser light scattering based CSDs of α- and β-form crystals. Results are shown in Figure 5-4, in which the data points of Figure 5-4 (a, b) were smoothed by averaging of 5 adjacent points. Figure 5-4 (a) shows the trends of FBRM counts of all crystals and square-weighted mean size against time. A sharp drop of mean size and a jump in crystal counts were noted at the time of seeding and then followed by a steady increase due to secondary nucleation and growth of β-form crystals. Compared with previous studies 31-33, the in-situ Raman monitoring of the seeded SMPT process, Figure 5-4 (b), indicates three stages, i: dissolving of α-form crystals (characteristic peak at 1010 cm⁻¹) and nucleation and growing of β-form crystals (characteristic peak at 970 cm⁻¹), ii: nucleation and growth of β form crystals that is driven by the difference in solubility of the two crystal forms, and iii: ripening of β-form crystals at steady state. The α-form crystals dissolved completely in the first stage. In Figure 5-4
(c), the counts-based chord length distributions (CLD) and square-weighted CLDs were plotted at the time points correlating to Figure 5-3. The α-form crystals powder and β-form crystals powder were measured by offline Malvern size analyzer, as shown in Figure 5-4 (d). The β-form crystals indicate bimodal distribution because of the breakage during the last stage of SMPT as well as the process of filtration, drying, and circulation of suspension in the measurement cell. The square-weighted CLDs agreed best with the mean particle size. However, it could not show the needlelike morphology with a single broad peak. The bimodal counts-based CLD at 2h 30 min was caused by small crystals from secondary nucleation or attrition and breakage. At last, a broad distribution was shown both in CLD and squared weighted distribution. The FBRM is also limited to reflect the needlelike morphology during this process. At the end of this process, the focused beam scanning becomes difficult or has less probability to capture the chord length in the longer axis direction of the β-form crystals which have grown to hundreds of microns in length. Nevertheless, the real-time FBRM has been widely used both in industry and academic research because of its direct in-process measurement capability in a wide range of solids suspension densities.
Figure 5-4: Monitoring of SMPT process of LGA, (a) mean size and crystal count measured by FBRM, (b) characteristic peaks tracking using in-situ Raman, (c) FBRM measured CSDs during transformation process, (d) Malvern Mastersizer measured CSDs of crystal powder before (α-form) and after (β-form) the transformation.

5.3.3. Data Mining from Mask R-CNN Results

Image segmentation can extract more information about the crystals in a solution crystallization process. However, it still suffers from a number of bottlenecks including the accuracy and processing efficiency of images. The state-of-the-art deep learning-based object recognition applied to a microscopic field overcomes most of the challenges and provides further information such as classification, surface texture, breakage, agglomeration of the crystals. In this study, the crystal was not only successfully segmented but also classified into α- and β-forms (based on a significant morphology difference) and counted in number, size and surface area. The neural network was trained by more than two thousand labeled crystals in different stages of the SMPT process and resulted in a multi-dimensional dataset (counts, size, surface area, length and width of crystals). As shown in Figure 5-5, the SMPT process can be tracked by the counts of α- and β-form crystals. The counts were integrated from 120 images in one minute. The α-form crystals
completely dissolved at 3h 40 min that was implemented a little bit earlier than Raman tracking (3h 50 min). This was caused by the lower detection limit of about 10 µm. The counts of β-form crystals jumped at the 16th min corresponding to the loading of the seeds. The counts, as well as the area information (right y axis, calculated by pixels of mask, 1 pixel = 1.3 µm ×1.3 µm) of the two kinds of crystals, successfully reflected the three stages that proposed monitoring process by in-situ Raman. Compared with the crystal counts, the surface area of crystals reported a more accurate tracking. For α-form crystals, the baseline of counts is 45 which is 10% of its initial counts, while the baseline of surface area is $2.0 \times 10^5 \mu m^2$ which are 4% of its initial surface area. The baseline is caused by false detection which can be fixed by extending the training dataset and increasing the training steps. The lower baseline of surface area tracking indicates that the detection errors mostly existed in the classification of small crystals. The breakage of β form crystals may have led to the error classification. In addition, the detection of counts and surface area of β-form crystals had a perfect overlap in the first stage. While the space between them in stages 2 and 3 was increased steadily. This is attributed to the attrition and breakage of β-form crystals because of a higher crystal concentration and bigger crystal size in the last stage. In contrast, the space between the curves of the counts and surface area of α-form crystals decreased with time. This is because the dissolution of big crystals in the initial stage resulted in a quick decrease of surface area but a slow reduction of counts. The data points in Figure 5-5 were smoothed by averaging of 5 adjacent points.
Figure 5-5: Measurement of crystals’ counts and surface area of α- and β-form during the SMPT process

In Figure 5-6, crystal area distributions (CAD) corresponding to the square-weighting of FBRM readings were plotted as the surface area of α- and β-form crystals, respectively. Compared with the characteristic size of a crystal, especially for the needlelike shape, the surface area would be more representative to reflect the actual crystal size. Figure 5-6 (a, c) are statistical counts of α- and β-form crystals that correspond to a range of surface area bins, Figure 5-6 (b, d) are lognormal fitted curves of Figure 5-6 (a, c). For the dissolving of α-form crystals, the peak shifted to the left indicates the dissolving of big crystals. The red line at 5h 15 min is the detection error that caused by the misattribution of β- to α-form crystals in the final stage. The growth, as well as secondary nucleation, of β-form crystals, kept the peaks around at 1050 µm² with the increase of both big and small crystals, although it is not always centered at the same position. The mean value of surface area was tracked with time as shown in Figure 5-7. There is a consistent increase in the mean surface area before 1h 15 min, which indicates an obvious growth of β-form seeds. It was followed by a slow decrease till 3h 50 min. In addition to the increase of crystal density and growth of crystals, the secondary nucleation (attrition and breakage) of crystals played a dominant role in leveraging the mean surface area. Therefore, the mean area value decreased despite the growth of many crystals. In the last stage, a slight decrease of the mean surface area is noted after the supersaturation had been consumed because of the stirring induced breakage of big crystals.
Figure 5-6: Crystal area distribution, (a) and (c) are counts of α- and β-form crystals corresponding to a range of surface area different size bins, (b) and (d) are lognormal fitted curves of (a) and (c)

Figure 5-7: Mean surface area value change over time during the SMPT process

One of the main advantages of image analysis is the ability to extract multi-dimensional information from the crystallization process. For example, the needlelike crystals can be
detected in length and width. In this study, as shown in Figure 5-8 (a), every mask segmented by Mask R-CNN was fitted by an ellipse. Figure 5-8 (b) shows the examples of matching of crystals and ellipses. The ellipse’s length in the x-axis direction was used as the characteristic size to analyze the CSDs of crystals. Instead of square-weighting, Figure 5-9 shows the direct statistical data of surface area versus crystal length and their corresponding fitted distributions of α- and β-form crystals, respectively. The data in Figure 5-9 (b, d) were lognormal distributions of probability density function (PDF) from Figure 5-9 (a, c), respectively. Unlike Figure 5-6 (b) in which the peak did not shift significantly, the distributions of surface area versus characteristic size (Figure 5-9 (a)) show an obvious dissolving of α-form crystals, and the peak moved from about 200 μm to 100 μm in Figure 5-9 (b). The unexpected surface area of the α-form crystals showed in the final stage due to false detection. For β-form crystals (Figure 5-9 (c, d)), there is an obvious growth of crystals in length compared the data at 20-min and 2h 30-min, but limited growth in length from 2h 30 min to 5h 15 min caused by attrition and breakage of crystals. Similar analysis along with crystal width (y-axis in Figure 5-8 (a)) can also be conducted to track the evolution of crystals in this direction. Compared with particle size monitoring by in-situ FBRM, Figure 5-4 (c), image analyses including Figure 5-6 and Figure 5-7 resulted in more information about the SMPT process like dissolving and growth of individual α- and β-form crystals.

Figure 5-8: Schematic of elliptical matching of crystals (a), an example of matching of crystals and ellipses (b)
Figure 5-9: Surface area-based CSDs versus ellipse long axis length, (a) and (c) are statistical data of α- and β-form crystals at initial, halfway and end stages of the seeded SMPT process, (b) and (d) are fitted curves. Instead of chord length and square-weighting in FBRM, image analyses can provide the actual character size and the CAD data to calculate the process kinetics, e.g. dissolving rate, growth rate (for a specific face of crystal), size-dependent growth rate, and agglomeration. Therefore, the process simulation and optimization can be built from the image analysis in further steps. In addition, the polymorphic transformation monitoring based on image analysis is achievable only in the case that crystal form and its morphology have a one-to-one correspondence. This is due to some crystals exhibiting different morphologies of one polymorph, which makes it difficult for labeling and classification.
5.4. Conclusions

Crystal segmentation was successfully realized using the state-of-the-art neural network, Mask R-CNN, in the SMPT process of LGA. Moreover, the segmented crystals were classified into two categories: α- (prismatic) and β-form (needlelike) crystals. The SMPT process was tracked by the change of crystal counts and surface area. Evolutions of α- and β-form crystals were analyzed by CAD and CSD in different stages, which showed more information in comparison to the in-situ FBRM. It is worth noting that the processing speed of images archived 10 fps in this study with a consumer GPU (NVIDIA GeForce GTX 1070), which makes it effective for real-time monitoring and analysis. While challenges always exist in the image capturing and processing for high crystals concentration. An in-process dilution module can be designed to enable in-situ imaging for most process solids suspension concentrations. Future improvement will be considered to enhance the labeling of the training dataset, which can help to improve the detection accuracy after extending the training dataset. For example, the image augmentation technique can be employed to extend the existing dataset by rotating, scaling, and adjusting the contrast of the images. For improving the detection limits, a high-quality camera would be recommended, and specific modification of neural network is required for adapting to the microscopic field.
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6. Ultrasonic Irradiation and Seeding to Prevent Metastable Liquid-Liquid Phase Separation and Intensify Crystallization

Abstract
During the crystallization of complex pharmaceutical molecules, a liquid-liquid phase (LLP) separation phenomenon may occur that could hinder crystallization processes and adversely affect the crystal quality and process robustness. In this study, the LLP separation behavior of a vanillin and water mixture was investigated using a hot-stage microscope and a cooling crystallization process. Thermodynamic stability of phases and the crystallization phase diagram including the metastable zone width, nucleation, and LLP separation were developed. The impact of ultrasound and seeding on LLP separation was investigated and used to optimize the crystallization process. Our results show that the LLP separation may exist in both the stable and metastable zones of the crystallization phase diagram. Ultrasound can effectively promote nucleation, narrow the metastable zone of LLP separation, and inhibit LLP separation within the concentration range of 3.8–4.8 g/100 g water. Moreover, ultrasonic crystallization was optimized to produce small, uniformly sized crystals in a reproducible manner, whereas seeding crystallization was able to grow larger crystals without obvious agglomeration. In the case of a vanillin aqueous solution, both the ultrasonic induced and seeding crystallization strategies were able to prevent LLP separation and improve process performance. These results would be of significant use in the crystallization of other pharmaceutical molecules in which LLP separation occurs.

6.1. Introduction
Liquid-liquid phase (LLP) separation involves separating a liquid mixture into two liquid phases by changing the mixture’s temperature, pressure, or composition. The LLP separation is normally enthalpy-driven to form a dense and a dilute liquid phase with differences in composition and density. Many studies have been reported on the mechanisms and applications of the LLP separation phenomenon in colloidal systems, proteins and polymer solutions. With the increase in the molecular weight of pharmaceutical molecules, the LLP separation phenomenon has become more of a
common occurrence in the study of pharmaceutical crystallization processes, which is also referred to as the oiling out process or phase demixing.\textsuperscript{5–10} The LLP separation phenomenon is usually not desired in pharmaceutical crystallization which requires robust, high-efficiency processes and tight control over the crystal purity and morphology. Several studies reported the effect of LLP separation (oil droplets) on crystallization processes. Veesler \textit{et al.} reported an LLP separation system and concluded that the changes of composition, supersaturation, and viscosity in both liquid phases hindered the crystallization process and required a long time to reach equilibrium.\textsuperscript{11} Ten Wolde \textit{et al.} proposed that the nucleation rate increases by many orders of magnitude in the presence of metastable LLP separation.\textsuperscript{12} In this case, a dense fluid cluster formed before nucleation, which corresponded to the theory of two-step nucleation mechanism.\textsuperscript{13} Du \textit{et al.} compared the crystal products with and without LLP separation in crystallization processes and indicated a lower purity and yield in the presence of LLP separation.\textsuperscript{14} Albuquerque \textit{et al.} and Lu \textit{et al.} studied the phase diagram with the metastable zone of LLP separation and designed a crystallization trajectory to avoid LLP separation.\textsuperscript{8, 15} Instead of avoiding LLP separation, Takasuga \textit{et al.} found out that the LLP separation crystallization favored formation of large size crystals and higher yield.\textsuperscript{16, 17} Veesler \textit{et al.} and Bonnett \textit{et al.} took advantage of the formation of oil droplets, and successfully prepared spherical agglomerated particles, which can improve downstream processing for some systems.\textsuperscript{18, 19} Moreover, Ilevbare \textit{et al.} pointed out that the LLP separation of poorly soluble drugs could benefit solubility enhancing formulation.\textsuperscript{20} Therefore, the design and optimization of a crystallization process in the presence of a metastable LLP separation are highly dependent on the characteristics of the compound.

In this research, the crystallization process of vanillin in aqueous solution was investigated. It has been shown that the crystal products have better quality in direct crystallization processes compared to an LLP separation process.\textsuperscript{14} To prevent the occurrence of the metastable LLP separation, ultrasonic irradiation was used, for the first time to the best of our knowledge, to optimize the crystallization process. Many studies have proven that ultrasound can promote nucleation and narrow metastable zone width (MZW) in aqueous solutions.\textsuperscript{21–23} The collapse of cavitation bubbles generated by ultrasound can induce spontaneous nucleation and break up crystals for further growth. Based on this
consideration, the effect of ultrasound irradiation on metastable LLP separation was examined. Albuquerque et al. developed a crystallization trajectory to avoid LLP separation in the mixture of vanillin and water, where the operating range was limited to a low concentration range which diminished process efficiency. Ultrasonic crystallization is expected to expand the operation range to improve process robustness, efficiency as well as product quality. In addition, seeding as one of the most widely used techniques in industrial crystallization was used to suppress LLP separation. Via a controlled seeding strategy, LLP separation could be prevented to optimize a crystallization process. Different seeding recipes were evaluated by in-situ focused beam reflectance (FBRM) probe and offline crystal size analysis.

First, using hot-stage microscopy, the dissolution, and LLP separation phenomena during heating and cooling cycles were tracked, respectively. Then, the phase diagram was measured to investigate the effect of ultrasound on preventing LLP separation. The design of ultrasonic crystallization will be discussed in this section. Third, the seeding technique was examined to prevent LLP separation and optimize the crystallization process. Finally, conclusions were drawn to evaluate the effect of ultrasonic crystallization and seeding strategy in the LLP separation system.

6.2. Experimental Section

6.2.1. Materials
Vanillin (molecular formula C₈H₈O₃) is a phenolic aldehyde with melting point 81-83 °C. It was purchased from Sigma-Aldrich (St. Louis, MO, USA) with 99+% purity and used without further purification. Distilled water was used as the solvent in the crystallization experiments.

6.2.2. Hot-stage Microscopy
Thermal microscopic experiments were performed on a Zeiss Axioskop-40 microscope (Zeiss, Thornwood, NY) using a Linkam hot-stage (LTS 350, Linkam Scientific, Tadworth, Surrey, UK). The temperature was controlled by a TMS 94 temperature controller with a precision of 0.1 °C. Samples with the concentration of 4.8 g/100 g water were heated up to 65 °C and then cooled down until the crystallization occurred with a
constant rate of 0.1°C/min. The micrographs were recorded every second using the software Eclipse and MATLAB (version 2017b) at 50× and 500× magnification. Several experiments were carefully conducted to capture the onset of nucleation with the existence of oil droplets.

6.2.3. **Phase Diagram Measurement**

The solubility of vanillin in pure water over a temperature range from 20 to 81 °C was measured dynamically by using FBRM technology (S400, Mettler Toledo, USA). A certain amount of vanillin (0.3-7.3 g, with increments of 0.5 g, ± 0.001 g), was added into a double jacketed crystallizer holding 50 ± 0.01g water. Then, the FBRM was used to monitor the particle counts during heating. The detection range of FBRM is over the chord length of 0.1 to 1000 microns. A constant heating rate of 0.2 °C/min was used by Julabo FT50 (±0.01 °C) constant temperature water heater. A clear solution monitored by FBRM counts was recorded as the saturation temperature. Correspondingly, to measure the width of the metastable zone, a sharp increase in FBRM counts was designated as the onset of nucleation or LLP separation process, during the cooling down of the solution (0.2 °C/min) 27. The heating/cooling loop was repeated at least three times until a consistent result was obtained at each concentration and the averaged data, as well as corresponding standard deviation, were reported in the measurements.

6.2.4. **Ultrasonic Crystallization**

A VCX 500 ultrasonic processor (Sonic and Materials Inc.) was used to generate ultrasonic irradiation in the crystallization process. The frequency of the processor was 20 kHz and the energy input was set at 20 watts per 50g water. Three kinds of operation methods were utilized in the optimization of the crystallization process: initial irradiation, pulsed and continuous ultrasonic irradiation. The ultrasound was stopped once the nucleation was detected while using initial ultrasonic crystallization. The pulsed ultrasonic crystallization was conducted with an interval of 30 seconds in between pulses. The processes were monitored by FBRM and then the products were dried (45°C, 12h, Yamoto DKN 400 Constant Temperature Oven) and analyzed by Malvern 2000 (Malvern Instruments Ltd. UK) for size distribution. Consideration should be given to control the temperature while using ultrasound irradiation, and space should be kept between the FBRM and ultrasound
probes in the crystallizer to reduce the impact of bubbles, produced by the ultrasound, on
the FBRM tracking. Otherwise, the ultrasound would disable the detection of FBRM and
interfere with the measurement process\textsuperscript{23}.

6.2.5. Seeding Crystallization

Seeding crystallization was optimized by varying the time of seed addition i.e. before or
after LLP separation. The seeds were dry-milled powder and a certain amount of seeds (1
wt %) were fed to trigger nucleation. The optimization processes were recorded by a
microscope as well as in-situ FBRM. Finally, the crystal products were characterized by
Malvern 2000 to determine the CSD.

6.3. Results and Discussion

6.3.1. Hot-stage Microscopy Monitoring

Svärd \textit{et al.} reported a molten hydrate around 51 °C upon heating the mixture of vanillin
and water\textsuperscript{28}. The melting point of pure vanillin ranges from 81 to 83 °C. The vanillin water
mixture differs from pure vanillin, and here the two liquid phases are in equilibrium. Our
results agree with the above reports and that the aqueous solution of vanillin exhibits an
LLP separation during the crystallization process with a metastable LLP separation zone
\textsuperscript{29}. The stable and metastable two liquid phases were captured using hot-stage microscopy
upon heating and cooling, respectively. The solution with a concentration of 4.8 g/100 g
water was selected to track the phase transition. As shown in Figure 6-1, on the second
cycle of heating/cooling, \textit{a}, \textit{b} and \textit{c} displayed the melting process during heating up. Instead
of dissolving into the water directly, the vanillin formed the dihydrate first which has a
melting point around 51 °C, and then the second liquid phase appeared in the solution. The
oil droplet in Figure 6-1 \textit{c} is a molten dehydrate, which is the discontinuous phase in the
bulk solution. Finally, the molten hydrate would dissolve with further heating and a clear
solution would be obtained at the saturation temperature.
Upon cooling down (Figure 6-1, d, e, f), the clear solution started LLP separation around 45.5 °C which is already in the metastable zone for the existence of two liquid phases. The oil droplets were very small (1~2 microns) at the beginning and then gradually grew bigger. During the cooling period, the droplets tended to coalesce into larger droplets, which is consistent with other reports. However, in the case of vanillin and water mixture, we found that nucleation occurred in the oil droplets first, which differs from a previous study reporting that the nucleation occurred in the continuous liquid phase. As shown in Figure 6-1 e, the crystals were first observed inside the oil droplets (shown by a red circle) and grew inside the droplets. Crystals then grew out of the oil droplets at the expense of the supersaturated solute in the continuous phase and adjacent droplets (Figure 6-1 f). During this process, secondary nucleation (i.e. needle breeding) may have happened in the hot-stage cell as well as in bulk solution with agitation. The difference between our observation and previous work may be attributed to the rapid growth rate of crystals, which makes it hard to capture the starting point of nucleation. The operation trajectory of hot-stage experiments is highlighted in the phase diagram shown in Figure 6-4 b.

6.3.2. Phase Diagram Measurement

For consistency in the measurement of the phase diagram data, FBRM technology was used to measure the solubility curve first. The FBRM offers a good choice for the measurement of metastable zone width and the further optimization of crystallization.
Figure 6-2 shows the examples of measuring saturation temperature, LLP separation point and the onset of nucleation in the oil droplets. As we can see in Figure 6-2 \textit{a}, there is a clear drop in the total counts by FBRM at the saturation temperature $T_{C0}$ with a concentration of 2.8 g/100 g water. In Figure 6-2 \textit{b}, a jump of total counts by FBRM was observed when LLP separation occurred during the cooling process. As temperature decreased, the oil droplets merged together slowly, corresponding to a decrease of total counts by FBRM and an increase of the mean size. This was followed by a sharp jump in the mean size and a drop of total counts by FBRM that correspond to the transition of oil droplets to crystals. The nuclei burst out of the oil droplets and agglomerated together, inducing a jump in the mean size. The measured data (Figure 6-3) without ultrasound agree with the reported solubility data (15-50 °C) and the metastable zone width (15-35 °C) \textsuperscript{30, 31}. Figure 3 shows the phase diagram during cooling crystallization process with and without ultrasound irradiation. Accordingly, the thermodynamic phase diagram is drawn in Figure 6-4, in which the stable and metastable zones are highlighted to illustrate the operation limitation of ultrasound irradiation.

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{figure6-2.png}
\caption{Phase diagram measurement examples using FBRM. (a) Heating up to determine the saturation temperature $T_{C0}$ of the solution 2.8 g/100 g water, (b) Cooling down to determine LLP separation temperature and corresponding nucleation temperature of the solution 4.2 g/100 g water}
\end{figure}
As shown in Figure 6-3, the solubility curve and the metastable zones width with and without ultrasound ranges from 20 to 81 °C. The data points in Figure 6-3 are reported in the appended Table 0-2 including standard deviation. Without using ultrasound, there are three regions in the metastable zone: direct nucleation (below 2.8 g/100 g water), LLP separation nucleation (above 3.8 g/100 g water) and in the middle, competition between LLP separation and direct nucleation. In the LLP separation nucleation region, LLP separation occurs first and then is followed by nucleation along with decreasing of temperature. When the solution was cooled down with a high concentration (e.g. point A), an undercooled liquid phase was formed as a metastable state which can be explained by Ostwald’s rule\(^7,\,^{32}\). Compared with a lower concentration that would be obtained without LLP separation (e.g. point C), the onset of nucleation was hindered by oil droplets, resulting in a sluggish crystallization process. The competition between LLP separation and direct nucleation in the middle concentration range was found to be of notable significance. The LLP separation did not occur at the concentration of 3.3 g/100 g water, while its nucleation onset was 16.5 °C which is much lower than the direct nucleation region (i.e. 2.8 g/100 g water with a nucleation onset temperature of 38.0 °C). A possible reason is that the concentration 3.3 g/100 g water is right on the crossover point of the extensions of LLP separation (red dashed line) and nucleation curves as labeled in Figure
There is an equilibrating competition between the two, however, nucleation overcomes LLP separation. Several experiments were performed in the concentration range 2.8 and 3.3 g/100 g water demonstrating large errors in the measurements (shown with dashed line in Figure 6-3 and Figure 6-4), due to the discontinuity in the nucleation curves. Nevertheless, the mechanism at a molecular level is still unclear. The solvent properties (polarity, hydrogen-bond character etc.), the functional groups of the solute compound, as well as the forces between solvent-solute molecules and solute-solute molecules are generally recognized as the competitive factors during this process.

Using ultrasound, the cooling crystallization process was intensified in three ways: i- narrowing the nucleation metastable zone (blue shading in Figure 6-3), ii- narrowing the LLP separation metastable zone (red shading in Figure 6-3), and iii- preventing the LLP separation process (between two lines at 3.8 and 4.8 g/100 g water in Figure 6-3). The upper limit of direct nucleation improved from 3.8 to 4.8 g/100 g water, while using ultrasonic crystallization. To quantify the effectiveness of ultrasound, the metastable zone of nucleation $\Delta T_{max}$ and LLP separation $\Delta T_{max,1}$ can be calculated by:

$$\Delta T_{max} = T^* - T_{nuc}$$

$$\Delta T_{max,1} = T^* - T_{oil}$$

Where $T^*$ is the solubility temperature, $T_{nuc}$ and $T_{oil}$ represent the nucleation and LLP separation temperatures, respectively, at a certain concentration. Using points A and C as an example, the effect of ultrasound is shown in Table 6-1. The ultrasound irradiation narrowed more than 50% the MSZW for nucleation and almost half for LLP separation. Moreover, ultrasonic irradiation can clearly prevent LLP separation and improve the oiling limit from 3.8 to 4.8 g/100 g water. Thus, ultrasonic crystallization expanded the operation region and made room for improving process efficiency and robustness.
Table 6-1: Effectiveness of ultrasound on metastable zones of nucleation and LLP separation

<table>
<thead>
<tr>
<th>Concentration</th>
<th>$\Delta T_{max}$ with/without ultrasound, °C</th>
<th>Zone percentage</th>
<th>$\Delta T_{max,1}$ with/without ultrasound, °C</th>
<th>Zone percentage</th>
</tr>
</thead>
<tbody>
<tr>
<td>Point A in Figure 3, 5.8 g/100g water</td>
<td>19.8/47.4</td>
<td>41.2%</td>
<td>0.7/1.3</td>
<td>53.8%</td>
</tr>
<tr>
<td>Point C in Figure 3, 1.8 g/100g water</td>
<td>2.7/6.7</td>
<td>40.3%</td>
<td>NA</td>
<td>NA</td>
</tr>
</tbody>
</table>

Note: There is no LLP separation for point C, ‘NA’: not available

From the results discussed above, can LLP separation be completely eliminated by ultrasound irradiation? Can the phase diagram be changed using ultrasound irradiation and what are its limitations? The answers are illustrated in Figure 6-4, which is the thermodynamic phase diagram of vanillin aqueous solution with highlighted metastable zones in the cooling crystallization process. The fitted equations of the curves in Figure 6-4 and corresponding R-squared value are listed in the appended Table 0-3. It is obvious that external forces are not able to change the thermodynamic stable zone (i.e. L_1+L_2 in Figure 6-4 a). Where L_1 represents the continuous liquid phase and L_2 is the dispersed phase. A conclusion can be drawn that the shaded area is the effective zone for ultrasound irradiation. In fact, the ultrasonic irradiation acted as a vigorous agitation method to speed up the process to reach steady state. As shown in Figure 6-4 a, compared with the metastable zone within the red curves, the ultrasound had greatly narrowed the metastable zone in blue shading. The competition between LLP separation and nucleation is shown with dashed line. The enlarged zone in Figure 6-4 b indicates the limitations of ultrasound effectiveness and the hot-stage experimental trajectory. When cooling down, the solution would go through metastable L_1 or L_1 + L_2 zones. If the input energy of ultrasound is
increased continually, the MSZW will be narrowed further, while it will never cross the boundary between $L_1+S$ and $L_1$ or $L_1+L_2$.

![Thermodynamic phase diagram of vanillin and water mixture](image)

Figure 6-4: Thermodynamic phase diagram of vanillin and water mixture. (1) Black curves are stable phase’s boundaries; (2) green curves are ultrasonic metastable zone limits; (3) Red curves are metastable zone without ultrasound; (4) Dashed lines are extensions of the fitted curves.

### 6.3.3. Crystallization Process Optimization Using Ultrasound and Seeding

#### 6.3.3.1. Ultrasonic crystallization

As shown in Table 6-2, three kinds of implementing ultrasound irradiation were considered: initial irradiation, pulsed and continuous ultrasonic irradiations to optimize the crystallization processes. For consistency, the intensity of ultrasound was used as 20 watts per 50 g water throughout the experiments. In general, big crystals are preferred to benefit downstream processing of crystals. The initial and pulsed ultrasonic crystallization is usually used to produce big crystals. Under such conditions, the vanillin crystals are plate or needlelike and prone to agglomeration while the ultrasound irradiation is stopped. Instead of pursuing big crystals, continuous ultrasonic crystallization was used to produce small, uniformly sized crystals without obvious agglomeration. Small particles have the potential to increase the dissolution rate and the saturated solubility which could benefit poorly soluble drugs.
Table 6-2: Schematic of ultrasonic crystallization and performed experiments

<table>
<thead>
<tr>
<th>Schematic of ultrasonic crystallization</th>
<th>Ultrasonic crystallization Run #</th>
</tr>
</thead>
<tbody>
<tr>
<td><img src="image" alt="Schematic diagram" /></td>
<td>Initial ultrasound Run #1</td>
</tr>
<tr>
<td></td>
<td>Pulsed ultrasound Run #2</td>
</tr>
<tr>
<td></td>
<td>Continuous ultrasound Run #3</td>
</tr>
</tbody>
</table>

Figure 6-5 monitors the continuous ultrasonic crystallization process at an initial concentration of 4.2 g/100 g water, which results in LLP separation and hinders nucleation without ultrasound. Figure 6-5a shows that ultrasonic irradiation could help generate more nuclei ($\times 10^4$) than seeding or direct nucleation without ultrasound ($\times 10^3$). The squared-weighted chord length distribution can reflect the dynamic growth of crystals, as shown in Figure 6-5b. The size distribution was nearly unchanged, and the number of crystals increased during the cooling down period. New crystals were generated during the cooling process at the expense of supersaturation. The ultrasound irradiation generated cavitation to break crystals and promote secondary nucleation and help prevent agglomeration of crystals at high surface tension. Therefore, small, narrow sized crystals were obtained, as shown in Figure 6-5c. The final crystals were dried and characterized by Marven 2000 with a mean size 21.9 µm as is shown in Figure 6-6, which shows a narrowed CSD. The pulsed ultrasonic crystallization (30 s ultrasound irradiation with 30 s interval) produced almost the same sized crystals, while a peak appeared at 500 µm indicating slight agglomeration. For initial ultrasonic crystallization (30 s), significant agglomeration occurred as shown in 6-6b. The comparison between the three methods of implementing ultrasound verified the effectiveness of ultrasonic irradiation to prevent agglomeration in the vanillin-water mixture. Stopping or pulsing the ultrasound would result in the agglomeration of crystals. During the crystallization process, ultrasonic irradiation could
effectively prevent fouling of surfaces and encrustation of crystals in the vanillin-water mixture, while it was a challenge in traditional mixing crystallization, especially for LLP separation systems. In addition, during the measurement of the phase diagram data, the ultrasonic crystallization processes showed a smaller standard deviation compared with the processes without ultrasound, indicating a more robust process using ultrasonic irradiation. The spontaneous nucleation and subsequent growth caused by process disturbances would generally produce a poor-quality product and challenge the scale-up of the process.

Figure 6-5: Ultrasonic crystallization process tracking Run 3. (a) In-situ FBRM counts tracking versus time, (b) In-situ FBRM chord length measurement of initial nucleation and final crystals, (c) Microphotographs of initial nucleation and final crystal formation
6.3.3.2. Seeding Crystallization

It has been verified that seeding can prevent LLP separation and improve product quality as well as the performance of crystallization processes\textsuperscript{14, 25, 38}. Two sets of experiments were conducted to study the performance of seeding in the LLP separation system. One involved seeding before LLP separation occurred and the other, for comparison, implemented seeding after LLP separation. The initial concentration, cooling rate as well as seeding amount were kept consistent as shown in Table 6-3. The CSD measured by Marven 2000 is shown in Figure 6-5 \textit{a}.

### Table 6-3: Seeding crystallization experiments

<table>
<thead>
<tr>
<th>Run #</th>
<th>Seeding time*</th>
<th>Concentration</th>
<th>Cooling rate</th>
<th>Seeds amount</th>
</tr>
</thead>
<tbody>
<tr>
<td>4</td>
<td>Before LLP separation, (45 °C)</td>
<td>4.2 g/100 g water</td>
<td>0.2 °C /min</td>
<td>1 wt%</td>
</tr>
<tr>
<td>5</td>
<td>After LLP separation, (30 °C)</td>
<td>4.2 g/100 g water</td>
<td>0.2 °C /min</td>
<td>1 wt%</td>
</tr>
</tbody>
</table>

*Note: the LLP separation temperature is 32 °C for the concentration 4.2 g/100 g water.
Figure 6-7 shows the crystallization process of seeding before LLP separation. There was a sharp increase of crystal counts (secondary nucleation) after the seeding as is shown in the inserted picture in Figure 6-7 a. Compared with the continuous ultrasonic crystallization process in Figure 6-5, the seeding process generated fewer crystals ($\times10^3$) for further growth, which allowed the crystals to grow larger. The evolution of square-weighted chord distribution (Figure 6-7 b) from seeds to final crystals, indicated a full growth of crystals (to hundreds of microns) and the existence of some small crystals. As shown in Figure 6-7 d, slight agglomeration can be found because of the plate-like morphology and the crystals fragility, which induced secondary nucleation. There was a significant improvement compared with the LLP separation crystallization process, which showed significant agglomeration of crystals. The seeding after LLP separation also induced agglomeration of crystals and a broad peak was detected in the laser diffraction measurement (Figure 6-5 a). In the experiments of seeding after LLP separation, where the solution was at high supersaturation leading to a high local concentration in the oil droplets, excessive nuclei were generated (secondary nucleation) which resulted in agglomeration. In contrast, seeding before LLP separation could effectively control nucleation by preventing LLP separation to improve product the quality of crystals and enhance process performance. A comprehensive study of seeding recipes such as the loading amount, timing, properties of seeds and the cooling trajectory is needed to get the best performance of vanillin-water mixture crystallization.
6.4.  Conclusion

The LLP separation phenomenon of vanillin in aqueous solution was studied in a heating-cooling cycle using a microscope hot-stage. Results showed an oil phase both in the heating up and cooling down periods that corresponded to the stable and metastable LLP separation. It has been found that nucleation first occurs in the oil droplets during the cooling process, indicating that the oil droplet acted as a precursor to crystallization. In bulk cooling crystallization experiments, the crystallization phase diagrams and thermodynamic phase diagram were developed using in-situ FBRM which was also used to track and optimize the ultrasonic crystallization and seeding crystallization processes. The stable zone and metastable zone of LLP separation were determined with and without ultrasonic irradiation. Ultrasonic irradiation can narrow the MSZW of nucleation and LLP separation to one half compared with the process without ultrasound. Within the concentration of 3.8-4.8 g/100 g water, the LLP separation was completely inhibited by ultrasound, proceeding with direct nucleation. The intensification of agitation accelerated the process to reach steady state and made room for optimization of the crystallization
process. Using continuous ultrasonic irradiation, small, uniformly sized crystals were obtained, and crystals were found to be obviously agglomerated under initial and pulsed ultrasonic irradiation. In addition, the ultrasonic crystallization process showed the ability to prevent fouling of surfaces and encrustation of crystals. Seeding also proved its effectiveness to prevent LLP separation and grow large crystals. The agglomeration was also visibly reduced in the experiment of seeding before LLP separation. In the case of vanillin aqueous crystallization, conclusions can be drawn that both ultrasound and seeding can prevent LLP separation and improve the process robustness and product quality. Further screening of parameters of ultrasonic crystallization (i.e. ultrasound frequency, power, amplitude, pulse space) and seeding crystallization (time of addition, seed properties, loading amount, etc.) are required to achieve the best performance in LLP separation of a given system.
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Chapter 7

Continuous Crystallization of α-form L-Glutamic Acid in an MSMPR-Tubular Crystallizer System

A version of this chapter was published as:
7. Continuous Crystallization of α-form L-Glutamic Acid in an MSMPR-Tubular Crystallizer System

Abstract
Continuous crystallization of active pharmaceutical ingredients is of prime significance. A continuous mixed suspension mixed product removal (MSMPR)-tubular crystallizer geometry is designed and optimized to produce the metastable α-form crystals of L-glutamic acid with uniform mean size of 130 microns. The MSMPR is used to produce well-tuned seed crystals that undergo further growth in a series of tubular crystallizers. The effects of the initial supersaturation, stirring speed, and nucleation temperature and residence time were optimized in the MSMPR crystallizer to tune the supply of continuous seeds by using the principal component analysis and in-situ particle tracking measurement. The continuous seeds of the desired metastable polymorphic form with specific size ranging from 5.0 to 15.0 microns and number density ranging from 500 to 1500 counts, were transferred to a series of three coiled tubular crystallizers for further growth. In addition, the cooling strategy in the tubular crystallizers was utilized to further optimize the quality of the final crystal product. The crystal size distribution (CSD) in the MSMPR-tubular crystallizer system was compared with a single MSMPR with the same residence time and found to be superior. Finally, a potential scale-up strategy of the MSMPR-tubular crystallizer system was proposed for further study.

7.1. Introduction
With the growing interest in the continuous manufacturing in the pharmaceutical industry, tubular crystallizers have recently attracted much attention because of their high efficiency, narrow residence time distribution, less crystal-crystal and crystal-crystallizer collision, and inhibiting unfavorable secondary nucleation 1-6. The tubular crystallizer has promising ability to optimize crystal properties and facilitate transfer to continuous manufacturing 7. Alvarez and Myerson employed a static mixer and multiple anti-solvent addition point strategies in a continuous tubular crystallizer and obtained small crystals with a narrow CSD 4. Hohmann et al. reviewed various continuous crystallization processes and pointed out that a separate continuous seeds preparation device can be connected to a tubular crystallizer 9. Ni et al. have successfully developed and commercialized a continuous
oscillatory baffled crystallizer (OBC) to enhance process efficiency and optimize CSD. Challenges exist due to the blockage and encrustation occurring in the tubular crystallizer. For better control and elimination of the potential risks, seeding has been employed as one of the effective strategies in the crystallization process to improve product quality and enhance the robustness of crystallization processes. Seeding contributes to the crystallization process in catalyzing the nucleation at a lower supersaturation level than needed for primary nucleation. The characteristics of seeds include size, size distribution, polymorphism, specific surface area, and number density that directly affect the final product quality.

Tubular crystallizers are often seeded and merely used for the growth of the seed crystals. In a crystallization system, the nucleation plays a crucial role in controlling process robustness and product quality. The metastable zone width and the induction time should be studied for building a robust and efficient process. More significantly, failure to control the nucleation may lead to the burst of nuclei, oiling out, and gelation phenomena. In the present practice, seeds are prepared offline through milling, sieving, etc. Few papers have reported online methods for continuous seeds preparation. Eder et al. successfully developed a continuously seeded tubular crystallizer to control the crystallization process of acetylsalicylic acid. Woo et al. successfully optimized the jets velocities in a jet crystallizer to produce continuous seeds and further grow the seeds in a batch crystallizer to the desired crystal size. Qamar et al. studied the effect of different seeding strategies that included continuous seeding and periodic seeding combined or not combined with continuous fines removal. Continuous seeding strategy contributes to the optimization of crystals’ quality and enhances the process efficiency in the development of advanced crystallization technology.

In this paper, an MSMPR crystallizer was used to generate a continuous supply of seeds that would further grow in a downward-flowing helically coiled tubular crystallizer assembly. Though it is not possible to clearly separate nucleation and growth processes, highly uniform fine crystals can be generated in the MSMPR crystallizer that act as seeds supplied to the tubular crystallizer for further growth. The continuous supply of seeds produced larger crystals with uniform size distribution and desirable polymorphic identity. L-glutamic acid was used as the model compound in this study. It has two polymorphic
forms with a possible transformation from the metastable form to the stable form as verified and shown in Figure 7-1. The metastable α-form is preferred for downstream processing because of prismatic morphology. A continuous stream of fine-tuned seeds of α-form was prepared in an MSMPR crystallizer by optimizing the initial supersaturation $S_0$, nucleation temperature $T_n$, stirring speed $N$, feed flowrate $f$ and residence time $R_t$. Operational parameters to modify seeds’ properties were identified in this work. Seeds were continuously transferred to a series of tubular crystallizers to grow the product with a uniform mean crystal size of 130 μm and the desirable polymorphic identity.

Figure 7-1: (a) XRPD patterns of α- and β-forms of L-glutamic acid standards; (b) Polymorphic transformation of form α (prismatic morphology) to form β (needlelike) after 8 hours at 45°C with initial concentration 0.03 g/mL.

7.2. Experimental Section

7.2.1. Experimental Procedure

Continuous seeds preparation in the MSMPR crystallizer system. The saturated solution with a solute concentration that ranged from 20.0 to 50.0 g/L was prepared at different temperatures in a double-jacketed feed tank as shown in Figure 7-2 (a). The saturated solution was pumped (Masterflex, L/S model, Cole-palmer Inc., Barrington, IL, USA) into the MSMPR crystallizer (total volume of 250 mL) which was equipped with a magnetic stirrer (Cimarec+, Thermo Fisher Scientific, USA) and a circulating constant temperature water bath (FT50, Julabo, Germany). A Focused Beam Reflectance Measurement (FBRM) probe (S400, Mettler Toledo, USA) was inserted into the MSMPR crystallizer to measure
the size/chord length and number density of the seeds. In the first step, 50, 100 or 150 mL of solution was pumped into the MSMPR crystallizer followed by vigorous stirring. Once the nucleation started, indicated with a sharp increase in the FBRM counts, the input and output pumps were simultaneously started. The timing of the start of continuous flow could affect the properties of seeds. Nucleation temperature $T_n$, stirring speed $N$, effective volume $V_e$, flowrate $f$ and the mean residence time $R_t$ in the MSMPR crystallizer were adjusted to generate a continuous supply of seeds with controlled size distribution and polymorphic identity. After arriving at the set-point temperature, at least three residence times were required to reach the steady-state operation in the MSMPR crystallizer.

Figure 7-2: Schematic of (a) continuous seeds preparation setup and its operation parameters; (b) tubular crystallizer system

*Crystal growth in the downstream tubular crystallizers.* The continuous stream of finely-tuned seeds prepared in the upstream MSMPR crystallizer was transferred to a series of three double jacketed tubular crystallizers for further growth. The inlet temperature of cooling water was set to be 15 °C, and the cooling water was supplied to the jacket of the third tubular crystallizer and moving upward in a counter-current fashion. The cooling water was to cool down the crystal suspension within the tubular crystallizers from 35°C to 15°C. The flow rate of the suspension introduced to the tubular crystallizers was the same as the effluent flow rate of the MSMPR crystallizer. The size distribution of the crystalline
product at the outlet of the third tubular crystallizer was measured by in-situ FBRM. A 3D printed connector (Figure 0-5) was optimized to connect to the outlet of the tubular crystallizer. The angle between the probe and the slurry flow was optimized to be 45° to ensure impinge the flow onto the probe screen surface and avoid particle accumulation. The dried crystalline products were characterized by scanning electron microscopy (SEM, Hitachi S-2600) and particle size analyzer (Mastersizer 2000, Malvern Instruments Ltd. UK). The tubular crystallizers and all the pump tubing were washed with distilled water and preheated before the continuous operation.

7.2.1.2. Crystallization in a Single MSMPR Crystallizer
The performance of the MSMPR-tubular crystallizer system was compared with the performance of a single MSMPR crystallizer with a residence time equal to the combined residence times of the MSMPR-tubular crystallizer configuration. The experimental procedure in the single MSMPR was the same as described in the continuous seeds preparation section of the MSMPR-tubular crystallizer system. Instead of transferring the seeds to the tubular crystallizers, the finely-tuned seeds were further grown in the same MSMPR crystallizer. Once the steady-state was achieved in the MSMPR, the cooling water was switched to 15 °C using a second constant temperature water bath, through a three-way valve, for further growth. The solution volume was adjusted to 138 ± 2 mL along with an inlet saturated solution flow rate of 30 mL/min to keep the same residence time as in the MSMPR-tubular crystallizer system. Optical microscopy images of the real-time crystals were taken when the process reached the steady state. The CSD was characterized by an in-situ FBRM in the crystallizer and laser light scattering measurement of dried samples. All experiments were repeated at least three times to ensure reproducibility.

7.2.2. Materials
L-glutamic acid was purchased from Alfa Aesar (Ward Hill, MA) and used as received. Initial crystal form was β-form with purity 99+%. The solubility data from literature were verified and used 28. Distilled water was used as the solvent in all experiments.
7.2.3. Product Characterization

The polymorphism of the raw material and crystalline product was identified by powder X-ray diffraction (XRPD) using a Rigaku-MiniFlex powder diffractometer (Rigaku, Japan), and CuKα (λ for Kα = 1.54059 Å) over the range of 5° < 2θ < 50° (with a step size of 0.02°). The MSMPR crystallizer was a double-jacketed glass vessel that had a total volume of 250 mL. It was equipped with a magnetic stirrer in the form of a rod-like stirring bar (10.0 × 38.0 mm). The tubular crystallizer consisted of three helically coiled double-jacketed glass tubes with an inner diameter of 0.5 cm and 7.0 m in total length. The total volume of the tubular crystallizer was about 137.4 mL, and the residence time was 4.6 min at a flow rate of 30 mL/min. The properties of the seeds in the MSMPR crystallizer and the crystal product at the outlet of the third tubular crystallizer were tracked using the in-situ FBRM. Optical microscopy images of the real-time crystals were taken by Zeiss Axioskop 40 microscope (Carl Zeiss, Germany). The crystalline product samples were dried at 60 °C overnight in an oven (Yamoto DKN 400, Scientific Co., Ltd, Yamato, Japan). Further characterization was conducted using scanning electron microscopy and laser light scattering particle size analysis.

7.3. Results and Discussion

7.3.1. Continuous Seeds Preparation and Characterization

The primary nucleation of L-glutamic acid takes more than 10 minutes in moderate conditions (supersaturation, mixing intensity etc.) \(^ {27,31}\). Therefore, the nucleation process of L-glutamic acid was performed in an MSMPR crystallizer with vigorous mixing to accelerate nucleation. Once the nucleation occurred in the MSMPR crystallizer, seeds were generated continuously for further growth in the downstream tubular crystallizers until the feed tank was almost depleted. Operational parameters of MSMPR crystallizer i.e. \(T_n, S_0, N, f\) and \(V_e\) were optimized within their operating range as listed in Table 1. Two objective functions were considered: i) maximizing the seeds size/chord length, and ii) controlling the seeds number density measured as FBRM counts. In the process of nucleation, uniform seeds size helps to generate uniform product crystals and a suitable number density of seeds could suppress secondary nucleation in the tubular crystallizer.
Table 7-1: Operational parameters of MSMPR crystallizer and operation limits during the continuous seeds preparation procedure

<table>
<thead>
<tr>
<th>Control parameters</th>
<th>Operating range</th>
</tr>
</thead>
<tbody>
<tr>
<td>Initial Supersaturation $S_0$</td>
<td>1.5-4.5</td>
</tr>
<tr>
<td>Nucleation Temperature $T_n$ (°C)</td>
<td>25-45</td>
</tr>
<tr>
<td>Stirring Speed $N$ (rpm)</td>
<td>300-900</td>
</tr>
<tr>
<td>Flow rate $f$ (mL*min$^{-1}$)</td>
<td>30-50</td>
</tr>
<tr>
<td>Effective Volume $V_e$ (mL)</td>
<td>50-150</td>
</tr>
<tr>
<td>Residence Time $R_t = \frac{V_e}{f}$ (min)</td>
<td>1-5</td>
</tr>
</tbody>
</table>

Table 7-2: Typical experimental conditions and corresponding results in continuous seeds preparation processes

<table>
<thead>
<tr>
<th>Run #</th>
<th>$T_n$ (°C)</th>
<th>$S_0$</th>
<th>$N$ (rpm)</th>
<th>$f$ (mL/min)</th>
<th>$V_e$ (mL)</th>
<th>$R_t$ (min)</th>
<th>Mean size (µm)</th>
<th>FBRM counts #</th>
<th>Stdv (µm/#)</th>
<th>Crystal form</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>25.0</td>
<td>4.5</td>
<td>300</td>
<td>30</td>
<td>50</td>
<td>1.67</td>
<td>11.7</td>
<td>2864</td>
<td>1.6/378</td>
<td>α</td>
</tr>
<tr>
<td>2</td>
<td>25.0</td>
<td>4.0</td>
<td>300</td>
<td>30</td>
<td>100</td>
<td>3.33</td>
<td>23.4</td>
<td>3446</td>
<td>2.8/354</td>
<td>α</td>
</tr>
<tr>
<td>3</td>
<td>25.0</td>
<td>3.0</td>
<td>300</td>
<td>50</td>
<td>50</td>
<td>1</td>
<td>5.6</td>
<td>547</td>
<td>1.1/143</td>
<td>α</td>
</tr>
<tr>
<td>4</td>
<td>25.0</td>
<td>2.5</td>
<td>600</td>
<td>30</td>
<td>50</td>
<td>1.67</td>
<td>10.4</td>
<td>840</td>
<td>1.9/112</td>
<td>α</td>
</tr>
<tr>
<td>5</td>
<td>25.0</td>
<td>2.5</td>
<td>600</td>
<td>50</td>
<td>100</td>
<td>2</td>
<td>14.2</td>
<td>941</td>
<td>1.6/162</td>
<td>α</td>
</tr>
<tr>
<td>6</td>
<td>35.0</td>
<td>3.0</td>
<td>600</td>
<td>30</td>
<td>100</td>
<td>3.33</td>
<td>30.8</td>
<td>4560</td>
<td>2.5/224</td>
<td>α</td>
</tr>
<tr>
<td>7</td>
<td>35.0</td>
<td>2.5</td>
<td>600</td>
<td>30</td>
<td>50</td>
<td>1.67</td>
<td>9.2</td>
<td>545</td>
<td>1.8/92</td>
<td>α</td>
</tr>
<tr>
<td>8</td>
<td>35.0</td>
<td>2.0</td>
<td>600</td>
<td>50</td>
<td>150</td>
<td>3</td>
<td>15.6</td>
<td>620</td>
<td>1.6/78</td>
<td>α</td>
</tr>
<tr>
<td>9</td>
<td>35.0</td>
<td>1.6</td>
<td>600</td>
<td>30</td>
<td>50</td>
<td>1.67</td>
<td>8.7</td>
<td>422</td>
<td>1.0/51</td>
<td>α</td>
</tr>
<tr>
<td>10</td>
<td>35.0</td>
<td>1.6</td>
<td>900</td>
<td>30</td>
<td>50</td>
<td>1.67</td>
<td>6.8</td>
<td>522</td>
<td>1.2/150</td>
<td>α</td>
</tr>
<tr>
<td>11</td>
<td>35.0</td>
<td>1.6</td>
<td>900</td>
<td>50</td>
<td>100</td>
<td>2</td>
<td>10.1</td>
<td>640</td>
<td>1.4/149</td>
<td>α</td>
</tr>
<tr>
<td>12</td>
<td>35.0</td>
<td>1.6</td>
<td>900</td>
<td>50</td>
<td>150</td>
<td>3</td>
<td>13.2</td>
<td>965</td>
<td>1.5/178</td>
<td>α</td>
</tr>
<tr>
<td>13</td>
<td>45.0</td>
<td>2.5</td>
<td>600</td>
<td>30</td>
<td>50</td>
<td>1.67</td>
<td>13.4</td>
<td>829</td>
<td>1.3/146</td>
<td>α &amp; β</td>
</tr>
<tr>
<td>14</td>
<td>45.0</td>
<td>2.0</td>
<td>900</td>
<td>30</td>
<td>100</td>
<td>3.33</td>
<td>19.6</td>
<td>903</td>
<td>2.1/194</td>
<td>α &amp; β</td>
</tr>
<tr>
<td>15</td>
<td>45.0</td>
<td>1.5</td>
<td>900</td>
<td>30</td>
<td>150</td>
<td>5</td>
<td>23.4</td>
<td>1143</td>
<td>2.6/312</td>
<td>α &amp; β</td>
</tr>
</tbody>
</table>

Notes: Supersaturation was calculated by $S_0 = \frac{C_0}{C^*}$, where $C_0$ is initial concentration and $C^*$ is the saturated concentration at nucleation temperature; $R_t$ was calculated by $\frac{V_e}{f}$; Stdv (µm/#) means statistical standard deviation of mean size and FBRM counts. Each run was carried out at least three times and the reported mean size and FBRM counts represent the corresponding average values.
Typical experimental conditions and corresponding results are listed in Table 7-2. The mean size and number density of seeds were tracked by in-situ FBRM and the polymorphic form was confirmed by crystal morphology because of the clear difference in the habit of the two forms of L-glutamic acid, i.e. prismatic (α-form) and needle-like (β-form). This was confirmed by XRPD characterization. As shown in Table 7-2, the temperature played a key role in governing the polymorphism of seeds during the nucleation process. The results agree with a previous study that shows the nucleation rate of α-form decreases with the increase of temperature \(^{32}\). Further experiments were performed setting the nucleation temperature below 45 °C, and α-form seeds were generated without any polymorphic transformation during the experimental period. It was reported that high mixing intensity would help to drive the polymorphic transformation from the metastable α to the stable form β \(^{10}\). During the experiments with vigorous mixing, e.g. Runs 10-12, there was no transformation observed in the MSMPR crystallizer. This was due to a relatively short mean residence time (1-5 min) of seeds remaining in the MSMPR. Vigorous mixing enhanced the breakage of the seeds due to the collisions between the seed crystals, stirrer and vessel wall. The seeds became smaller in size with increased mixing intensity, e.g. in Runs 9 and 10. The mean residence time, by contrast, had a significant effect on the seeds size distribution. Figure 7-3 shows the seeds prepared under different operational parameters. There was a broad peak in the seeds size distribution in Figure 7-3 (a-1). This was because the mean residence time of Run 6 was longer than other runs. The mean residence time \(R_t\) was calculated as \(V_e/f\), and \(V_e\) and \(f\) had a direct impact on the mean size and seeds number density. As shown in Runs 7, 8 and 10-12, there was an obvious increase in both the mean size and the number density of seeds with an increase in the effective crystallizer volume. Instead, an increase in the flow rate decreased the nucleation in the MSMPR and the crystal growth in the following tubular crystallizers. The secondary nucleation can be expressed in terms of a constant, \(K_N\); \(N\), the agitation rate; \(M\), the suspension density; \(S\), the supersaturation; and \(i, j, n\), the exponents. \(V_e\) and \(f\) contribute to the suspension density of crystals that affects the nucleation kinetics. At higher supersaturations, a remarkable increase in the number density was noted compared to Runs 1, 4 and 6, 8.
Figure 7-3: Microscopy images and FBRM tracking of continuously-prepared seeds in Run 6, 10, 12, respectively. (a-1), (b-1), (c-1) are seeds size distributions detected by *in-situ* FBRM at steady-state, (a-2), (b-2), (c-2) are the corresponding microscopy images. As shown in Figure 7-3, in-situ FBRM tracking indicated a narrow size distribution of seeds when parameters were optimized, e.g. see Figure 7-3 (b-1) and (c-1). The corresponding micrographs were taken as soon as the sample was taken out of the MSMPR crystallizer. As the number density in the MSMPR increased, agglomeration increased, e.g. Figure 7-3 (a-1), which resulted in the worst size distribution for the downstream tubular crystallizers. A moderate number density was crucial to control particle size distribution through suppressing the secondary nucleation and consuming supersaturation by crystal growth in the downstream tubular crystallizers.
7.3.2. **Principal Component Analysis and Verification**

It is hard to control all the six variables in the MSMPR system. In this study, the principal component analysis (PCA) was used to reduce the number of variables. The principal components are linear regression of original variables. The PCA was performed in Minitab 17.3 (Minitab Inc., State College PA, USA). The experiments were divided into two groups. One group of experiments was selected with a range of mean crystal size from 5.0 to 15.0 microns, and the other group of experiments was selected with a range of FBRM counts from 500 to 1000 counts. The details of the operational parameters and results are included in the appended Table 0-4 and Table 0-5. The regression coefficients are listed in support information (appended Table 0-6 and Table 0-7). The principal components were arranged in decreasing order of corresponding eigenvalues. The first principal component, which played the most important role in the nucleation process, was a linear combination of variables given by:

\[
PC1 = 0.265T_n - 0.442S_0 + 0.461N + 0.239f + 0.494V_e + 0.470R_t \tag{7-2}
\]

The \(V_e\) accounted for the largest proportion in the first principal component, followed by \(N\). \(S_0\) became a negative coefficient which means an opposite effect on the mean size of seeds compared with \(V_e\) and \(N\). The PCA analysis of twelve experiments on the score plot is shown in appended Figure 0-6. With the increase of effective volume, e.g. 100 mL, 150 mL, \(V_e\) became a larger score value and a more important factor that affected the mean size. Above all, \(V_e\) was the most effective factor to tune the mean size (ranging from 5.0 to 15.0 microns), followed by the second factor, \(N\). The \(S_0\) had the opposite effect compared with \(V_e\) and \(N\). The score plots of \(N\) and \(S_0\) versus the first two principal components are also presented in appended Figure 0-7.

Twelve experiments were grouped according to the FBRM counts that ranged from 500 to 1500 counts. PCA was performed to compress the variables to a smaller number of sensitive variables to control the number density of seeds. Unlike the analysis of seeds’ size, both of the first two principal components accounted for large variability in number density. \(V_e\) \((R_t)\) played an important role in the first principal component, and \(N\) was the most sensitive factor in the second principal component. A higher stirring speed contributed to a larger score value as analyzed in appended Figure 0-7. Compared with the analysis of
the mean size, $N$ was the factor that showed more sensitivity to the number density and less sensitivity to the mean size.

As concluded above, $V_e (R_t)$ was the most effective factor to tune the mean size and the number density of seeds and $N$ was the factor to tune the number density and exerted less effect on the mean size. An operational scheme (which parameter affects which property and in which direction) for the continuous seeds preparation was summarized based on the principal components analysis in Table 7-3. An increase in $V_e$ increased the mean size and the number density and was the most influential factor to tune seeds’ properties. $N$ was selected as the second factor to control the number density. For example, in the experiment of Size-/Counts+ (Table 7-3), $V_e$ was decreased to reduce the mean size which was accompanied by a decrease in the number density. Increasing $N$ was the second factor to regain the number density.

Table 7-3: Operational guidance for continuous seeds preparation

<table>
<thead>
<tr>
<th>Output Variables</th>
<th>$S_0$</th>
<th>$V_e (R_t)$</th>
<th>$T_n$</th>
<th>$N$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Size-/Counts+</td>
<td>-</td>
<td>++</td>
<td>+</td>
<td>+</td>
</tr>
<tr>
<td>Size+/Counts-</td>
<td>-</td>
<td>++</td>
<td>+</td>
<td>--</td>
</tr>
<tr>
<td>Size-/Counts+</td>
<td>+</td>
<td>-</td>
<td>-</td>
<td>++</td>
</tr>
<tr>
<td>Size-/Counts-</td>
<td>+</td>
<td>--</td>
<td>-</td>
<td>+</td>
</tr>
</tbody>
</table>

Notes: +/- indicate the desired increase/decrease of mean size and FBRM counts or the increase/decrease of operation parameters. ++/-- indicate the most effective control factors.

7.3.3. **Crystal Growth in Tubular Crystallizers**

The finely-tuned seeds with the desired mean size, polymorphic form, and number density were continuously fed to the tubular crystallizers for further growth. The MSMPR-tubular crystallizer system is shown in Table 7-2. Every experiment was run at steady-state for about one hour until the feed tank was almost depleted.

In the MSMPR-tubular crystallizer system, the residence time distribution of crystals is narrower compared with a single MSMPR crystallizer with the same total mean residence time. As analyzed in Figure 7-4, peak 1 represents the CSD corresponding to the initial seeds that will be broadened over time in the following growth process in a single MSMPR as shown by peak 2. Instead, in the MSMPR-tubular crystallizer system, the residence time
of crystals is narrowed, peak 3, resulting in a more uniform CSD of the final crystal product.

![Diagram](image)

Figure 7-4: Qualitative schematic analysis of the effect of difference in the residence time in a single MSMPR and in the MSMPR-tubular crystallizer system on the crystal size distribution

In the direct nucleation control (DNC), the number density that significantly impacts the CSD must be controlled. There is a competition between the growth and secondary nucleation in a tubular crystallizer. A suitable number density of seeds that consume the supersaturation by crystal growth instead of generating overmuch nuclei by secondary nucleation is preferred to realize the optimization of CSD. A smaller or higher number density will result in an imbalance in crystal size and count. The seeds from Run 7 (9.2 ± 1.8 μm/545 ± 92) were selected as the optimum case and were transferred to the tubular crystallizers for further growth. The tubular crystallizer was placed vertically, as shown in Figure 7-2, to prevent the clogging issue. The cooling water entered at 15 °C and slowly flowed upward through the jackets of the three tubular crystallizers. Figure 7-5 shows the pictures and the size distribution of the final product of the single MSMPR and the MSMPR-tubular crystallizer system. The α-form crystals around 130 microns with uniform size were produced without polymorphic transformation during the process. However, there were some small crystals in the system, as indicated in Figure 7-5 a, which resulted in a peak around 25 microns in the FBRM tracking, Figure 7 5 (b). A slight breakage of crystal, marked by the contour in 7-5 (c), indicated a slight attrition due to crystal-crystal and crystal-crystallizer collision, which is expected in a plug flow tubular crystallizer. The final product from the MSMPR-tubular crystallizer system had a narrower
CSD with a mean crystal size of 130 microns compared to the single MSMPR crystallizer as is shown in Figure 7-5 (d).

Figure 7-5: (a) Microscopy picture of crystals from MSMPR-Tubular system, (b) CSDs by in-situ FBRM monitoring in the MSMPR-tubular system and single MSMPR crystallizer, (c) SEM picture of the dried crystals from the MSMPR-Tubular system, and (d) CSDs of the dried crystals obtained in the MSMPR-tubular and the single MSMPR crystallizer

7.3.4. Crystallization in a Single Stage MSMPR Crystallizer

To compare the performance of the MSMPR-tubular crystallizer system with a conventional single stage MSMPR crystallizer, the experiments, with the same stirring speed in generating seeds and a similar cooling profile and residence time for crystal growth, were employed in a single MSMPR crystallizer. When the seeds (as in Run 7) were produced steadily in the MSMPR crystallizer, the temperature of the cooling water and the MSMPR working volume were adjusted to keep the same cooling profile and mean residence time similar to the MSMPR-tubular crystallizer system. Figure 7-6 (a) provides the schematic of the experimental setup of the single MSMPR crystallizer. When the process reached steady-state in the single MSMPR crystallizer, in-situ FBRM was used to measure the CSD in the suspension and Mastersizer 2000 was used to measure the size
distribution of the dried samples. Typical results were shown in Figure 7-5 (b, d). The CSD of the single MSMPR was much broader, monitored by both *in-situ* FBRM and light scattering measurement, and showed an obvious increase in the agglomeration and breakage of crystals, Figure 7-6 (b). The results show the advantage of the MSMPR-tubular system to produce uniform crystals with a unique polymorphic form. Further optimization of the cooling profile or using a longer tubular crystallizer produces a larger mean size with uniform size distribution.

Figure 7-6: (a) Schematic setup of a single stage MSMPR crystallization process; (b) Microscopy image of the crystals produced in a single stage MSMPR crystallizer

### 7.4. Conclusions
The combination of an MSMPR and tubular crystallizers separated the nucleation and growth processes, and successfully produced the preferred α-form crystals of L-glutamic acid with a large mean size and a uniform size distribution. The MSMPR parameters were fine-tuned to produce a continuous supply of seeds with a desirable form, size and number density. With the help of the PCA analysis, the optimum MSMPR volume and stirring speed were identified as the most effective factors to tune the seeds’ properties. The continuous stream of seeds was sent to the downstream tubular crystallizers for further growth, in which the number density would affect the competition between the growth and secondary nucleation processes. A moderate cooling profile along the tubular crystallizer
length suppressed the secondary nucleation and produced large crystals around 130 microns with uniform size.

Compared with a single MSMPR crystallizer, the proposed MSMPR-tubular crystallizer system has three advantages: 1) Finely-tuned supply of a continuous stream of seeds produced in the MSMPR with controllable form, size and number density improved the seeds’ quality as well as process efficiency. 2) Moderate mixing in the tubular crystallizer reduced the breakage of crystals. 3) Narrow residence time distribution of the suspension in the entire process was ensured.

Although both the MSMPR and tubular crystallizer are conventional geometries in the crystallization literature, a combination of both to produce a uniform product CSD with the desired polymorphic form has not been reported, to the best of our knowledge. Finally, a potential scale-up strategy is shown in Figure 7-7. The process can be scaled up by using multiple tubular crystallizers in parallel, similar to a long shell-and-tube heat exchanger geometry. Segmental baffles can be installed on the shell side to optimize heat transfer and realize a uniform temperature profile for all tubular crystallizers. The filtrate at the end of the process can be used for recycling. Furthermore, an intermittent injection of an air stream into the coiled tube could be helpful in the scale-up of the proposed MSMPR-tubular crystallizer geometry to real application.
Figure 7-7: Schematic diagram of a potential scale-up strategy of the proposed MSMPR-Tubular crystallizer series
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Abstract
The studies in this thesis demonstrated the feasibility of optimizing a crystallization process based on the fine-tuning of the nucleation step. Different pharmaceutical compounds with non-classical nucleation phenomena were investigated using well known in-line and off-line analysis techniques. The validated results of the nucleation mechanism, process monitoring methodologies, and optimization routes are specific for the chosen pharmaceutical compound systems. The conclusions and suggestions for the future study are given below.

8.1. Conclusions
In the section of non-classical nucleation mechanism study, a self-induced pre-nucleation clusters mechanism was proposed during anti-solvent crystallization process of Candesartan cilexetil (CC). According to the analysis of the in-situ process tracking as well as the solid-state characterization in different stages, the pre-nucleation clusters would act as a nucleation inducer in the bulk solution. At a high agitation level, the anti-solvent addition induced cloudy particles that dissolved before the occurrence of nucleation. Therefore, the solution eventually would go through homogeneous nucleation pathway. Inversely, at low levels of agitation, the cloudy particles would act as the nucleation inducer. In the study of cefotaxime sodium (CTX), 13 solvents were screened to investigate the interactions between CTX and solvent molecules. The H-bonding between the solvent and CTX molecule has been proved with the aid of FT-IR and in-situ Raman spectroscopy, which helped to explain the transformation from jellylike phase to crystals in molecular level. The results rendered a better understanding of JLP-to-crystal transition of active pharmaceutical ingredients and may have good application prospects in the pharmaceutical industry.

In order to help better understand the onset of nucleation, and the following crystallization process, two novel monitoring methods were developed. A motion-based multiple objects tracking (MMOT) technology was first introduced to crystallization to detect the onset of nucleation process. It was shown that the MMOT technology has same accuracy as the
FBRM in cooling crystallization and can track the nucleation process in the presence of ultrasonic irradiation. Under the latter circumstance, the FBRM failed to correctly detect the onset of nucleation. A better economic performance was demonstrated with the MMOT technology, and based on this detection method, potential applications can be extended to measure solubility, metastable zone width, particle size, and even solution-mediated polymorphic transformation. For in-line tracking of the entire crystallization process, a deep learning-based real-time image analysis technology was developed using the state-of-the-art neural network Mask R-CNN. Pixel-wise crystal segmentation was realized at a high image processing speed up to 10 frames per second. Crystal classification was first realized in the crystallization process of L-glutamic acid system, in which the segmented crystals were classified into two categories: α- (prismatic) and β-form (needlelike) crystals. Compared with the traditional measurement technology e.g. FBRM, the Mask R-CNN could provide much more process information such as crystal counts, surface area, crystal size, aspect ratio, etc.

Based on the study of non-classical nucleation phenomena and advanced process tracking technologies, the optimization of oiling out system was carried out to promote nucleation and narrow the metastable zone width. In the case of vanillin, the stable zone and metastable zone of liquid-liquid separation were determined with and without ultrasonic irradiation. Ultrasonic irradiation can narrow the metastable zone width of nucleation and prevent the LLP separation to one half compared with the process without ultrasound, and at a certain concentration, it can completely inhibit oiling out by leading to direct nucleation. In addition, the ultrasonic crystallization process showed the ability to prevent fouling of surfaces and encrustation of crystals. Seeding also proved its effectiveness to prevent oiling out resulting the growth of large crystals. In the oiling out system, conclusions can be drawn that both ultrasound and seeding can prevent liquid-liquid phase separation and improve the process robustness and product quality.

Future studies of the nucleation optimization and the entire crystallization process led to the development of an innovative combination of an MSMPR and tubular crystallizer which allowed separating the nucleation and growth processes and fine-tune the operational parameters during a crystallization process. In the MSMPR crystallizer stage,
the optimum MSMPR volume and stirring speed were identified as the most effective factors to tune the seeds’ properties with the aid of principal component analysis. The continuous stream of seeds was sent to the downstream tubular crystallizers for further growth, in which the number density would affect the competition between the growth and secondary nucleation processes to determine the final crystal product. At last, the combined MSMPR-tubular system successfully produced the preferred α-form crystals of L-glutamic acid with a large mean size and a uniform size distribution. A moderate cooling profile along the tubular crystallizer length suppressed the secondary nucleation and produced large crystals around 130 microns with uniform size.

8.2. Future Work Recommendations

8.2.1. Visualize and experimentaly validate non-classical nucleation theory

There are great opportunities to further study the nucleation mechanism which is fundamental variable to control the properties of a new crystalline material and design high-efficiency crystallization process, especially for non-classical nucleation phenomena. In this thesis, we proposed the mechanisms of self-induced nucleation and jellylike phase mediated nucleation, in addition to the most popular non-classical nucleation mechanism of the two-step nucleation theory (TNT). The TNT helps to explain the origin of crystals and the difference between the experimental of nucleation kinetics and theoretical prediction using classical nucleation theory \(^1-4\). The intermediate phase or clusters are usually several hundred nanometers and to track by experimentally. Future research can be carried out to look for the experimental evidence of the two-step nucleation theory in small organic molecules and protein crystallization as depicted in Figure 8-1. The nanoscale dynamic tracking is facilitated by the dynamic lighting scattering and nanoparticle tracking analysis can be tracked by measuring the particle counts, size, and visualize the Brownian motion of nanoparticles in the solution crystallization process. In addition, the static advanced characterization facilities e.g. transmission electron microscopy (TEM), atomic force microscope (AFM), could assist to provide effective evidence of the mechanism of nucleation in future study. The experimental evidence for the two-step nucleation will
contribute to the development of the two-step nucleation theory as well as the understanding of solution crystallization process.

Figure 8-1: Schematic of two-step nucleation theory (TNT) experimental validation investigation using advanced visualization technologies

8.2.2. From virtual to reality, integrate imaging analysis to real application

As we reported in chapter 5 rapid development of artificial intelligence through object segmentation and classification is a big step forward in the real characterization of particulate process. There are two challenges in imaging real-time process which are also the opportunities for deep learning-based imaging technology, accuracy and efficiency. Traditional mathematical algorithms require several seconds to process one image, which is impossible to implement in a time-based tracking system. What is worse, the mathematic models are hard to transfer to other systems with different field, brightness, contrast ratio between crystals and background. Beyond these two challenges (pixel-wise accuracy, less than 0.1 second per image), the deep learning-based imaging technology can be further enhanced by minimizing the time and effort for the training dataset. Proper training of the neural network to cover all aspects of crystal properties such as shape, visible size, number density, agglomeration, overlapping, breakage, etc. would facilitate monitoring and control of the solution crystallization processes.

To further promote the deep learning-based imaging crystallization, virtual reality (VR) and augmented reality (VR) technologies are suggested to build the training datasets that may contain millions of annotated crystals that cover all situations that may be encountered in a solution crystallization process. As shown in Figure 8-2, the crystals in the left upper
image can be built in a virtual environment and used for data training. This idea is inspired by playing virtual games like DOTA in which all the virtual objects and actions can be built and rendered to mimic the real world. With known details of the rendered crystals in the images, the neural network can be trained by millions of virtual crystals and pictures, so that it can handle all the situations in a real solution crystallization process. Besides expanding the training dataset, as shown in Figure 8-2, high-quality real-time images can be acquired by a flexible in-line camera probe which is demonstrated with a back lighting module in the lower left image. Front lighting can also be considered for the camera probe in order to adapt it to different situations. Beside the training dataset and the real-time images, the most advanced artificial neural network should be used for the rapid development of artificial intelligence. At last, the crystals in various crystallization processes can be segmented and classified and then followed by data mining and process analysis. This proposal will empower the deep learning-based method to revolutionize the current status of real-time imaging technology and in the solution crystallization process.

Figure 8-2: Schematic of integrating virtual crystal rendering, high-quality in-line images capturing, and advanced artificial neural network into practicing deep learning-based imaging crystallization
8.2.3. Fine-tune continuous slurry in nucleation, dissolution, and growth (NDG) process configuration

The nucleation-based optimization methodology has proved to be an effective method to optimize the whole crystallization process \(^{10,11}\). The robustness of an optimized nucleation process can be challenged by the sensitive operational parameters like the stirring speed, residence time as mentioned in chapter 7. To improve the process robustness and applicability to various chemical systems, a crystal nucleation, dissolution, and growth (NDG) model is proposed in an integrated two-stage MSMPR and tubular crystallizer series, as shown in Figure 8-3. In the two-stage MSMPR crystallizer, nucleation is supposed to take place in the first stage crystallizer and excess crystals will be dissolved in the second stage MSMPR crystallizer, which will provide a simple and effective control of the nucleation process. The continuous nuclei-containing slurry will be sent to the following tubular crystallizer for further growth. An air and liquid slug flow is suggested to avoid clogging and encrustation in the tubular crystallizer. Two cameras are proposed to be implement in this system, camera 1 can be used to monitor the slug flow, interface of air and liquid, and camera 2 can be used to monitor the crystal shape, size, etc. To avoid the possibility of clogging between the integrated stages, two transfer modules are proposed, as shown in Figure 8-4 using a peristaltic pump, a pinch valve and a 3-way valve in different configurations. With the help of a microcontroller, a tight control of air and slurry segmented flow can be realized to help to transfer the slurry smoothly and make room for following process optimization in tubular crystallizer stage. A simulation model should be developed to study the steady state condition in every stage crystallizer and optimize the operational parameters to achieve the best of this system \(^{12}\).
Figure 8-3: Schematic of crystal nucleation, dissolution, and growth (NDG) continuous crystallization equipment series

Figure 8-4: Schematic of the design of transfer modules in the continuous crystallization process
8.3. References
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Chapter 3: From Jellylike Phase to Crystal: Effects of Solvent on Nucleation of Cefotaxime Sodium

Figure 0-1: TGA and DSC curves of C2

Figure 0-2: HPLC chromatograms of DMF and C2. (The uncertainty of the time is 0.01 min)
Figure 0-3: Microscopic images of crystals obtained from JLP crystallization under the atmosphere of (a) formamide, (b) methanol, (c) pyridine. (d) is XRPD of the crystal crystallized under pyridine atmosphere.
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Chapter 4: Motion-Based Multiple Object Tracking of Ultrasonic-Induced Nucleation: A Case Study of L-Glutamic Acid

Figure 0-4: In-situ detection results under the conditions of 40 g/L and 35°C. (a) Plot at 38th second of crystals counts against time series using the MMOT model; (b) Plot of crystals counts against time based on nucleation tracking of the whole process. (c) Detected objects at 38th second. (d) Detected objects at 38th second after background was subtraction

Table 0-1: MATLAB Code for motion-based multiple object tracking (MMOT)

```matlab
function multiObjectTracking()

obj = setupSystemObjects();
ts = timeseries();
start = 0;
resultFigHanlder = figure;
tracks = initializeTracks();
frameNo = 0;
nextId = 1;
while ~isDone(obj.reader)
    frame = readFrame();
    [centroids, bboxes, mask] = detectObjects(frame);
predictNewLocationsOfTracks();
[assignments, unassignedTracks, unassignedDetections] = ...
    detectionToTrackAssignment();
updateAssignedTracks();
```
updateUnassignedTracks();
deleteLostTracks();
createNewTracks();
updateNumberOfParticles();
displayTrackingResults();
frameNo = frameNo + 1;
end

function updateNumberOfParticles()
    ts = ts.addsample('Data', length(tracks), 'Time', (frameNo - start)/obj.frameRate);
end

function obj = setupSystemObjects()
    inputFileName = 'nuc4.mp4';
    outputFileName = 'nuc4_out.mp4';
    maskFilename = 'nuc4_mask.mp4';
    obj.reader = vision.VideoFileReader(inputFileName);
    obj.frameRate = obj.reader.info.VideoFrameRate;
    obj.writer = vision.VideoFileWriter(outputFileName, 'FrameRate', obj.frameRate, 'FileFormat', 'MPEG4');
    obj.maskWriter = vision.VideoFileWriter(maskFilename, 'FrameRate', obj.frameRate, 'FileFormat', 'MPEG4');
    obj.videoPlayer = vision.VideoPlayer('Position', [20, 400, 700, 400]);
    obj.maskPlayer = vision.VideoPlayer('Position', [740, 400, 700, 400]);
    obj.detector = vision.ForegroundDetector('NumGaussians', 5, 'NumTrainingFrames', 10, 'MinimumBackgroundRatio', 0.8);
    obj.blobAnalyser = vision.BlobAnalysis('BoundingBoxOutputPort', true, 'AreaOutputPort', true, 'CentroidOutputPort', true, 'MinimumBlobArea', 30);
end

function tracks = initializeTracks()
    tracks = struct('id', {}, 'bbox', {}, 'kalmanFilter', {}, 'age', {}, 'totalVisibleCount', {}, 'consecutiveInvisibleCount', {});
end

function frame = readFrame()
    frame = obj.reader.step();
end

function [centroids, bboxes, mask] = detectObjects(frame)
    mask = obj.detector.step(frame);
    mask = imopen(mask, strel('rectangle', [3,3]));
    mask = imclose(mask, strel('rectangle', [15, 15]));
    mask = imfill(mask, 'holes');
    [~, centroids, bboxes] = obj.blobAnalyser.step(mask);
end

function predictNewLocationsOfTracks()
    for i = 1:length(tracks)
        bbox = tracks(i).bbox;
predictedCentroid = predict(tracks(i).kalmanFilter);
predictedCentroid = int32(predictedCentroid) - bbox(3:4) / 2;
tracks(i).bbox = [predictedCentroid, bbox(3:4)];
end
end

function [assignments, unassignedTracks, unassignedDetections] = ...
    detectionToTrackAssignment()
    nTracks = length(tracks);
    nDetections = size(centroids, 1);
    cost = zeros(nTracks, nDetections);
    for i = 1:nTracks
        cost(i, :) = distance(tracks(i).kalmanFilter, centroids);
    end
costOfNonAssignment = 20;
[assignments, unassignedTracks, unassignedDetections] = ...
    assignDetectionsToTracks(cost, costOfNonAssignment);
end

function updateAssignedTracks()
    numAssignedTracks = size(assignments, 1);
    for i = 1:numAssignedTracks
        trackIdx = assignments(i, 1);
        detectionIdx = assignments(i, 2);
        centroid = centroids(detectionIdx, :);
        bbox = bboxes(detectionIdx, :);
        correct(tracks(trackIdx).kalmanFilter, centroid);
        tracks(trackIdx).bbox = bbox;
        tracks(trackIdx).age = tracks(trackIdx).age + 1;
        tracks(trackIdx).totalVisibleCount = ...
            tracks(trackIdx).totalVisibleCount + 1;
        tracks(trackIdx).consecutiveInvisibleCount = 0;
    end
end

function updateUnassignedTracks()
    for i = 1:length(unassignedTracks)
        ind = unassignedTracks(i);
        tracks(ind).age = tracks(ind).age + 1;
        tracks(ind).consecutiveInvisibleCount = ...
            tracks(ind).consecutiveInvisibleCount + 1;
    end
end

function deleteLostTracks()
    if isempty(tracks)
        return;
    end
    invisibleForTooLong = 30;
ageThreshold = 8;
ages = [tracks(:,age)];
totalVisibleCounts = [tracks(:,totalVisibleCount)];
visibility = totalVisibleCounts ./ ages;
lostInds = (ages < ageThreshold & visibility < 0.6) | ...%8
[tracks(:,consecutiveInvisibleCount] >= invisibleForTooLong;
tracks = tracks(~lostInds);
end

function createNewTracks()
    centroids = centroids(unassignedDetections, :);
    bboxes = bboxes(unassignedDetections, :);
    for i = 1:size(centroids, 1)
        centroid = centroids(i,:);
        bbox = bboxes(i,:);
        kalmanFilter = configureKalmanFilter('ConstantVelocity', ...%8
            centroid, [200, 50], [100, 25], 100);
        newTrack = struct(...
            'id', nextId, ...
            'bbox', bbox, ...
            'kalmanFilter', kalmanFilter, ...
            'age', 1, ...
            'totalVisibleCount', 1, ...
            'consecutiveInvisibleCount', 0);
        tracks(end + 1) = newTrack;
        nextId = nextId + 1;
    end
end

function displayTrackingResults()
    mask = uint8(repmat(mask, [1, 1, 3])) .* 255;
    minVisibleCount = 2; %8
    if ~isempty(tracks)
        reliableTrackInds = ...%8
            [tracks(:,totalVisibleCount] > minVisibleCount;
        reliableTracks = tracks(reliableTrackInds);
    if ~isempty(reliableTracks)
        bboxes = cat(1, reliableTracks.bbox);
        ids = int32([reliableTracks(:,id])];
        labels = cellstr(int2str(ids'));
        predictedTrackInds = ...%8
            [reliableTracks(:,consecutiveInvisibleCount] > 0;
        isPredicted = cell(size(labels));
        isPredicted(predictedTrackInds) = {’predicted’};
        labels = strcat(labels, isPredicted);
        frame = insertObjectAnnotation(frame, 'rectangle', ...%8
            bboxes, labels);
        mask = insertObjectAnnotation(mask, 'rectangle', ...%8
            bboxes, labels);
end
end
obj.maskPlayer.step(mask);
obj.videoPlayer.step(frame);
obj.writer.step(frame);
obj.maskWriter.step(mask);
figure(resultFigHanlder);
plot(ts);
end
displayEndOfDemoMessage(mfilename)
end
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**Chapter 6: Ultrasonic Irradiation and Seeding To Prevent Metastable Liquid–Liquid Phase Separation and Intensify Crystallization**

Table 0-2: The measured data points in phase diagram Figure 6-3 and corresponding standard deviation

<table>
<thead>
<tr>
<th>Weight per water, (±0.001g)</th>
<th>Solubility, (°C)</th>
<th>Without ultrasound</th>
<th>Using ultrasound</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>LLP separation, (°C)</td>
<td>Nucleation, (°C)</td>
<td>LLP separation, (°C)</td>
</tr>
<tr>
<td>0.8</td>
<td>24.2 (0.03)</td>
<td>No</td>
<td>11.8 (0.05)</td>
</tr>
<tr>
<td>1.3</td>
<td>31.0 (0.02)</td>
<td>No</td>
<td>22.5 (0.06)</td>
</tr>
<tr>
<td>1.8</td>
<td>34.9 (0.03)</td>
<td>No</td>
<td>28.2 (0.06)</td>
</tr>
<tr>
<td>2.3</td>
<td>40.5 (0.03)</td>
<td>No</td>
<td>32.0 (0.11)</td>
</tr>
<tr>
<td>2.8</td>
<td>44.4 (0.03)</td>
<td>No</td>
<td>38.0 (0.08)</td>
</tr>
<tr>
<td>3.3</td>
<td>48.2 (0.03)</td>
<td>No</td>
<td>16.5 (0.18)</td>
</tr>
<tr>
<td>3.8</td>
<td>51.5 (0.05)</td>
<td>23.0 (0.08)</td>
<td>16.9 (0.13)</td>
</tr>
<tr>
<td>4.2</td>
<td>53.0 (0.05)</td>
<td>32.0 (0.08)</td>
<td>17.3 (0.08)</td>
</tr>
<tr>
<td>4.5</td>
<td>53.8 (0.06)</td>
<td>38.0 (0.06)</td>
<td>17.4 (0.11)</td>
</tr>
<tr>
<td>4.8</td>
<td>54.2 (0.05)</td>
<td>41.5 (0.05)</td>
<td>17.5 (0.08)</td>
</tr>
<tr>
<td>5.3</td>
<td>59.1 (0.11)</td>
<td>53.5 (0.06)</td>
<td>18.0 (0.13)</td>
</tr>
<tr>
<td>5.8</td>
<td>65.8 (0.08)</td>
<td>64.5 (0.08)</td>
<td>18.4 (0.11)</td>
</tr>
<tr>
<td>6.3</td>
<td>68.7 (0.13)</td>
<td>66.2 (0.11)</td>
<td>19.3 (0.11)</td>
</tr>
<tr>
<td>6.8</td>
<td>74.0 (0.13)</td>
<td>69.5 (0.08)</td>
<td>20.0 (0.08)</td>
</tr>
<tr>
<td>7.3</td>
<td>81.0 (0.13)</td>
<td>72.1 (0.08)</td>
<td>21.3 (0.11)</td>
</tr>
</tbody>
</table>

Note: The value in the bracket are standard deviation of the averaged data.
Table 0-3: The fitted equations of metastable curves in Figure 6-4 and corresponding R-squared

<table>
<thead>
<tr>
<th>Curves</th>
<th>Fitted equations</th>
<th>R-square</th>
</tr>
</thead>
<tbody>
<tr>
<td>LLP separation</td>
<td>$y_1 = 5373.8x - 36023x^2 - 126.3$</td>
<td>0.9939</td>
</tr>
<tr>
<td>Nucleation with LLP separation</td>
<td>$y_2 = 18.5 - 141.1 + 2596.2x^2$</td>
<td>0.9895</td>
</tr>
<tr>
<td>Nucleation without LLP separation</td>
<td>$y_3 = 2856.1x - 46458x^2 - 7.5$</td>
<td>0.9901</td>
</tr>
<tr>
<td>LLP separation with ultrasound</td>
<td>$y_4 = 2356.5x - 8273x^2 - 42.3$</td>
<td>0.9948</td>
</tr>
<tr>
<td>Nucleation with ultrasound</td>
<td>$y_5 = 46.6 - 59.5 \exp(-75x)$</td>
<td>0.9938</td>
</tr>
</tbody>
</table>
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Chapter 7: Continuous Crystallization of α-form L-Glutamic Acid in an MSMPR-Tubular Crystallizer System

Figure 0-5: In-situ FBRM installation on a slender tubular crystallizer. (a) Picture of setup, (b) Cut-away view of the in-home designed model of in-situ connector

The principal component analysis (PCA). The conducted experiments were separated into two groups, one group included experiments with mean crystal size ranging from 5.0 to 15.0 microns and the other group included experiments with FBRM number density in the range from 500 to 1500 counts. These two groups were used to perform PCA, which can correlate the maximum variance with the fewest number of variables. It aimed to compress all the variables to a smaller number of sensitive operational variables, and then to control the MSMPR crystallizer more effectively.

The two groups of experiments were listed in the Table 0-4 and Table 0-5 below. Experiments in Table 0-4 were selected to analyze the factors that affect the seeds’ mean size. Experiments in Table 0-5 were to analyze the key factors that determine the number density.
Table 0-4: Experiments in group one to analyze the principal components that effect the mean size of seeds ranging from 5.0 to 15.0 microns

<table>
<thead>
<tr>
<th>Run #</th>
<th>$T_n$ (°C)</th>
<th>$S_0$ (rpm)</th>
<th>$N$ (mL/min)</th>
<th>$f$ (mL/min)</th>
<th>$V_e$ (mL)</th>
<th>$R_t$ (min)</th>
<th>Mean size (μm)</th>
<th>FBRM counts</th>
<th>Stdv (μm/#)</th>
<th>Crystal form</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>25.0</td>
<td>4.5</td>
<td>300</td>
<td>30</td>
<td>50</td>
<td>1.67</td>
<td>11.7</td>
<td>2864</td>
<td>1.6/378</td>
<td>α</td>
</tr>
<tr>
<td>3</td>
<td>25.0</td>
<td>3.0</td>
<td>300</td>
<td>50</td>
<td>50</td>
<td>1</td>
<td>5.6</td>
<td>547</td>
<td>1.1/143</td>
<td>α</td>
</tr>
<tr>
<td>4</td>
<td>25.0</td>
<td>2.5</td>
<td>600</td>
<td>30</td>
<td>50</td>
<td>1.67</td>
<td>10.4</td>
<td>840</td>
<td>1.9/112</td>
<td>α</td>
</tr>
<tr>
<td>16</td>
<td>25.0</td>
<td>2.5</td>
<td>900</td>
<td>30</td>
<td>50</td>
<td>1.67</td>
<td>9.3</td>
<td>1310</td>
<td>1.7/194</td>
<td>α</td>
</tr>
<tr>
<td>17</td>
<td>35.0</td>
<td>4.5</td>
<td>300</td>
<td>50</td>
<td>50</td>
<td>1</td>
<td>12.4</td>
<td>1966</td>
<td>2.3/247</td>
<td>α</td>
</tr>
<tr>
<td>18</td>
<td>35.0</td>
<td>4.0</td>
<td>300</td>
<td>30</td>
<td>50</td>
<td>1.67</td>
<td>12.3</td>
<td>2231</td>
<td>1.8/184</td>
<td>α</td>
</tr>
<tr>
<td>19</td>
<td>35.0</td>
<td>3.0</td>
<td>600</td>
<td>30</td>
<td>50</td>
<td>1.67</td>
<td>10.8</td>
<td>1178</td>
<td>1.5/175</td>
<td>α</td>
</tr>
<tr>
<td>7</td>
<td>35.0</td>
<td>2.5</td>
<td>600</td>
<td>30</td>
<td>50</td>
<td>1.67</td>
<td>9.2</td>
<td>545</td>
<td>1.8/92</td>
<td>α</td>
</tr>
<tr>
<td>20</td>
<td>35.0</td>
<td>2.5</td>
<td>900</td>
<td>50</td>
<td>100</td>
<td>2</td>
<td>11.8</td>
<td>1120</td>
<td>1.9/127</td>
<td>α</td>
</tr>
<tr>
<td>10</td>
<td>35.0</td>
<td>1.6</td>
<td>900</td>
<td>30</td>
<td>50</td>
<td>1.67</td>
<td>6.8</td>
<td>522</td>
<td>1.2/150</td>
<td>α</td>
</tr>
<tr>
<td>11</td>
<td>35.0</td>
<td>1.6</td>
<td>900</td>
<td>50</td>
<td>100</td>
<td>2</td>
<td>10.1</td>
<td>640</td>
<td>1.4/149</td>
<td>α</td>
</tr>
<tr>
<td>12</td>
<td>35.0</td>
<td>1.6</td>
<td>900</td>
<td>50</td>
<td>150</td>
<td>3</td>
<td>13.2</td>
<td>965</td>
<td>1.5/178</td>
<td>α</td>
</tr>
</tbody>
</table>

Notes: Supersaturation was calculated by $S_0 = \frac{C_0}{C^*}$, where $C_0$ is initial concentration and $C^*$ is the saturated concentration at nucleation temperature; $R_t$ was calculated by $V_e/f$; Stdv (μm/#) represents the standard deviation of mean size and FBRM counts. Each run was carried out at least three times and the reported mean size and FBRM counts represent the corresponding average values.
Table 0-5: Experiments in group two to analyze the principal components that effect the number density of seeds ranging from 500 to 1500 counts

| Run # | $T_n$ (°C) | $S_0$ (rpm) | $N$ (rpm) | $f$ (mL/min) | $V_e$ (mL) | $R_t$ (min) | Mean size (µm) | FBRM counts | Stdv (µm/#) | Crystal form |
|-------|---------|-----------|---------|-----------|---------|---------|---------|-------------|--------|-----------|-------------|
| 21    | 25.0    | 2.5       | 300     | 30        | 100     | 3.33    | 16.4    | 967         | 1.1/140 | α         |
| 22    | 25.0    | 2.0       | 300     | 30        | 150     | 5       | 20.4    | 983         | 1.4/198 | α         |
| 3     | 35.0    | 3.0       | 300     | 50        | 50      | 1       | 5.6     | 547         | 1.1/143 | α         |
| 23    | 35.0    | 2.5       | 300     | 50        | 100     | 2       | 17.3    | 944         | 1.5/167 | α         |
| 7     | 35.0    | 2.5       | 600     | 30        | 50      | 1.67    | 9.2     | 545         | 1.8/92  | α         |
| 24    | 35.0    | 2.0       | 300     | 50        | 150     | 3       | 18.0    | 597         | 1.9/149 | α         |
| 8     | 35.0    | 2.0       | 600     | 50        | 150     | 3       | 15.6    | 620         | 1.6/78  | α         |
| 25    | 35.0    | 1.6       | 600     | 30        | 150     | 5       | 24.7    | 872         | 1.3/249 | α         |
| 10    | 35.0    | 1.6       | 900     | 30        | 50      | 1.67    | 6.8     | 522         | 1.2/150 | α         |
| 11    | 35.0    | 1.6       | 900     | 50        | 100     | 2       | 10.1    | 640         | 1.4/149 | α         |
| 12    | 35.0    | 1.6       | 900     | 50        | 150     | 3       | 13.2    | 965         | 1.5/178 | α         |
| 14    | 45.0    | 2.0       | 900     | 30        | 100     | 3.33    | 19.6    | 903         | 2.1/194 | α&β       |

Table 0-6 and Table 0-7 show the parameters of operational factors from PCA for mean size and number density, separately. The first two principal components of both mean size and number density play the decisive roles in each group of experiments. The operational factors that matched a large absolute value in Table 0-6 and Table 0-7, were selected as the control factors in the first two principal components. $V_e$ was the most sensitive factor in the first group experiments followed by $N$. As shown in Figure 0-6, compared with $S_0$, $V_e$ and $N$ indicated an obvious classification of experiments along with the axis of first component. So, $V_e$ was selected as the most effective operational factor in controlling the mean crystal size. In the second group experiments, similar analysis indicated in Figure 0-7. $V_e$ was the most sensitive factor in the first component and $N$ was more sensitive in the second component. So, for number density optimization, $V_e$ was also the first factor to be selected. $N$, as an independent factor, was selected as the second factor to control number density since $V_e$ always resulted in the same direction of size and number density (either increase or decrease at the same time). For example, in the experiment of Size-/Counts+ (see Table
0-6), $V_e$ was decreased to reduce the mean size which was accompanied by the decrease of number density. Increasing of $N$ was the second factor to regain the number density.

Table 0-6: Parameters of operational factors from PCA for mean size

<table>
<thead>
<tr>
<th>Variables</th>
<th>PC1</th>
<th>PC2</th>
<th>PC3</th>
<th>PC4</th>
<th>PC5</th>
<th>PC6</th>
</tr>
</thead>
<tbody>
<tr>
<td>$T_a$</td>
<td>0.265465</td>
<td>0.302841</td>
<td>-0.90139</td>
<td>0.153704</td>
<td>0.041008</td>
<td>2.51E-16</td>
</tr>
<tr>
<td>$S_0$</td>
<td>-0.44245</td>
<td>0.37394</td>
<td>-0.11283</td>
<td>-0.45671</td>
<td>-0.66565</td>
<td>6.94E-17</td>
</tr>
<tr>
<td>$N$</td>
<td>0.460852</td>
<td>-0.37995</td>
<td>0.027652</td>
<td>0.311831</td>
<td>-0.73841</td>
<td>2.18E-16</td>
</tr>
<tr>
<td>$f$</td>
<td>0.239186</td>
<td>0.72492</td>
<td>0.372057</td>
<td>0.356342</td>
<td>-0.05931</td>
<td>0.385172</td>
</tr>
<tr>
<td>$V_e$</td>
<td>0.493618</td>
<td>0.290085</td>
<td>0.188257</td>
<td>-0.32742</td>
<td>0.027592</td>
<td>-0.72718</td>
</tr>
<tr>
<td>$R_l$</td>
<td>0.469584</td>
<td>-0.12016</td>
<td>-0.01128</td>
<td>-0.66058</td>
<td>0.075516</td>
<td>0.568205</td>
</tr>
</tbody>
</table>

Figure 0-6: Principal component analysis of the experiments with the mean size ranging from 5.0 to 15.0 microns. Scree plot that displays the eigenvalues versus the number of components in descending order; Score plot of $V_e$, $S_0$ and $N$ versus the first two principal components.
Table 0-7: Parameters of operational factors from PCA for number density

<table>
<thead>
<tr>
<th>Variables</th>
<th>PC1</th>
<th>PC2</th>
<th>PC3</th>
<th>PC4</th>
<th>PC5</th>
<th>PC6</th>
</tr>
</thead>
<tbody>
<tr>
<td>$T_n$</td>
<td>-0.12844</td>
<td>0.56984</td>
<td>-0.12377</td>
<td>0.771205</td>
<td>-0.22068</td>
<td>0.003576</td>
</tr>
<tr>
<td>$S_0$</td>
<td>-0.50145</td>
<td>-0.40529</td>
<td>0.020696</td>
<td>0.40394</td>
<td>0.646251</td>
<td>0.055197</td>
</tr>
<tr>
<td>$N$</td>
<td>0.128851</td>
<td>0.665915</td>
<td>0.144489</td>
<td>-0.25452</td>
<td>0.673733</td>
<td>-0.01953</td>
</tr>
<tr>
<td>$f'$</td>
<td>-0.17651</td>
<td>0.058106</td>
<td>-0.86635</td>
<td>-0.18669</td>
<td>0.079512</td>
<td>-0.41681</td>
</tr>
<tr>
<td>$V_e$</td>
<td>0.560891</td>
<td>-0.13227</td>
<td>-0.4455</td>
<td>0.174911</td>
<td>0.20336</td>
<td>0.630467</td>
</tr>
<tr>
<td>$R_t$</td>
<td>0.608021</td>
<td>-0.21612</td>
<td>0.119765</td>
<td>0.334439</td>
<td>0.179079</td>
<td>-0.65218</td>
</tr>
</tbody>
</table>

Figure 0-7: Principal component analysis of the experiments with the FBRM counts ranging from 500 to 1500 counts. Scree plot that displays the eigenvalues versus the number of components in descending order; Score plot of $V_e$ and $N$ versus the first two principal components.
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