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ABSTRACT

In 2008, a satellite named CASSIOPE (Cascade SmallSat and Ionospheric Polar Explorer) 

will be launched. The e-POP (Enhanced Polar Outflow Probe) payload on it will be used 

to conduct research on the ionosphere. A HF Tomography technique, which needs HF 

signals transmitted from ground-based transmitters and collected by the e-POP, is 

proposed to generate the ionospheric tomographie reconstruction images. According to 

the technique, the transmitters are required to transmit two pulsed adjacent frequency 

signals in the HF band and work synchronously with each other. A new dual-frequency 

transmitter has been developed for this purpose. In each transmitter, a 16-bit 

microcontroller can control DDS chips to generate two pulsed closely spaced frequency 

signals and it allows users to set up parameters through input switch panels. Several 

coding methods, such as Barker and Legendre, can be chosen for modulation. GPS 

system and Time Division Multiple Access (TDMA) scheme are applied to synchronize 

and accommodate transmitters in different locations. Lab and field experiments have 

demonstrated that the transmitter can satisfy the requirements of the HF Tomography 

technique for the e-POP mission. A network of three of these transmitters also operates 

with a CADI receiver to measure the TIDs in the ionosphere. Observation results are 

shown and compared with those from other researchers.

Keywords: HF Tomography, e-POP, HF Transmitter, TID 
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Chapter 1. Introduction

1.1 Ionosphere

The Ionosphere is the region of the atmosphere lying between approximately 50 km 

and 1000 km. Most of the ionosphere is electrically neutral, but when solar radiation 

strikes the chemical constituents of the atmosphere, molecules are ionized to produce the 

ionospheric plasma. Although the charged particles are only a minority amongst the 

neutral ones, it is their presence that makes the upper atmosphere an electrical conductor 

and brings about the possibility of radio communication over large distances.

The ionosphere has historically been divided into three regions: D, E, and F, 

primarily, by height [Davis, 1968]. The lowest is the D-region which is between about 50 

and 90 km. The electron density of this region is around 10 /m during day time, and free 

electrons almost disappear at night time. The E-region lies between 90 and 140 km and is 

divided into two layers: the normal E layer and sporadic layers, Es. The electron density 

is in the order of 1011∕m3 during day time and drops down to 1010∕m3 at night time. The F- 

region is the ionosphere above the E-region. Within the F-region are the Fl and F2 layers. 

The electron density may reach 1012∕m3 in day time and 6× 1010∕m3 at night time. Figure 

1.1 shows electron-density profiles of the ionosphere.

1.2 Enhanced Polar Outflow Probe Satellite(e-POP)

In 2008, a satellite named CASSIOPE (Cascade SmallSat and Ionospheric Polar 

Explorer), entirely designed and built in Canada, will be launched. “CASSIOPE is a new 

generation of small-satellite and multifunctional platform technology demonstration
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program of CSA (Canadian Space Agency) with the goal to serve both, namely scientific 

and commercial support applications in a variety of future Canadian space missions.”

[EOPORTAL, 2006]

Etectron density :em /

Nignt.

Figure 1.1 Typical vertical profiles of electron density [Hunsucker, 2003] 

Dashed line: sunspot minimum; Solid line: sunspot maximum

A payload, e-POP (Enhanced Polar Outflow Probe), is carried on the satellite to 

conduct research on the ionosphere. The e-POP probe will study space weather 

phenomena in the Earth’s upper atmosphere, where the solar wind interacts with the 

magnetic field of the earth. It will help scientists have a better understanding of solar 

storms and their impacts on space technologies such as those used in radio 

communications and GPS navigation. The e-POP project team is led by Dr. Andrew Yau 

from the Institute for Space Research at the University of Calgary and is composed of 
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scientists and engineers from seven Canadian universities and three research organization. 

The planned orbit of e-POP is an inclined elliptical orbit. Its apogee and perigee are at 

1,500 km and 300 km respectively. The planned initial inclination is approximately 80 

degrees.

The e-POP probe includes eight scientific instruments. One of them is a radio 

receiver instrument, called RRI. In the HF band, RRI will conduct a classical 

transionosphere propagation study, in conjunction with the Canadian Advanced Digital 

Ionosonde (CADI) and the Super Dual Auroral Radar Network (SuperDARN) 

transmitters on the ground. As shown in Figure 1.2, RRI will collect HF signals sent by 

ground based radars and bent by plasma irregularities. The measurements will include the 

signal amplitude, group delay, and direction of arrival [Liu, W., et al, 2004].

800

700

600

E 500

5 400

300

200

100

0

F-Region irregularities

/d

Aurora

F-Region Irregularities

1000500 15000

Magnetic 
Field Line

HWVF 
Radar lonosonde 

Riometer

Distance along the great circle (km) D1-3620

Figure 1.2 Coordinated operations between CASSIOPE/e-POP satellite and ground 
radar facilities
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1.3 Overview of the Project

In her thesis, Wang [2006] presented the HF Tomography technique. In this 

algorithm, HF signals that are sent out from ground-based transmitters and collected by 

satellites are used to generate the ionospheric tomographie reconstruction images, which 

illustrate height versus geographic latitude electron density distributions. Theoretical 

simulations have demonstrated its capabilities in mapping and modeling the ionized 

atmosphere [Wang, 2006]. The launch of e-POP will provide a chance to investigate and 

verify this idea.

According to the requirement of the HF Tomography, a schematic of a new 

transmitter has been proposed. In the future, several of these transmitters will be 

deployed. RRI on e-POP will collect the HF signals sent from these transmitters. The data 

will then be used to demonstrate the HF Tomography and support other studies e-POP is 

supposed to make.

My objective is to design, develop, and test this transmitter. In order to assess its 

performance, it is tested with a CADI radar system to measure the ionosphere and do 

studies of traveling ionospheric disturbances (TIDs).

In this thesis, Chapter one introduces the ionosphere, discusses the e-POP mission, 

and describes the motivation of this project. Basic theories of ionospheric radio 

propagation, gravity waves, and TIDs are introduced in Chapter two. Chapter three 

includes some radar principles and illustration of the CADI system. A detailed 

description of the new transmitter and its development is given in Chapter four. The 

experimental setup and results are examined in Chapter five. The final chapter presents 

conclusions and recommendations for future work.
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Chapter 2. Ionospheric Radio Propagation and Probing

2.1 Radio Propagation in Ionosphere

2.1.1 Plasma Frequency

The ionosphere can be considered as a cold weakly ionized gas (plasma) with the 

Earth’s magnetic field superposed. The plasma frequency fN is the natural frequency of 

oscillation of the free electrons which have been displaced from the heavy positive ions 

and are allowed to move freely thereafter [Davies, 1969]. It is given as:

/,=-Ne (2.l)47 Fom 
where N is electron density (electrons per m3), So is permittivity of free space (8.85×10^ 

l2P∕m), e is charge of an electron (1.6×10^19 coulombs), and m is rest mass of electron 

(9.1×10^31 Kg). Obviously, the plasma frequency increases with the electron density.

For waves propagating vertically into the ionosphere, the maximum plasma 

frequency of a layer is usually called critical frequency. The wave with frequency at or 

below it is reflected, and wave with frequency above it penetrates through the layer

2.1.2 Gyro-frequency

In the external magnetic field B, electrons or ions in the ionosphere will spirally 

gyrate around B at a certain frequency. This frequency is called gyro-frequency,/^ , and 

is defined as:

efx (2∙2)

where m is the mass of the particle, and e is the charge.
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2.1.3 Refractive Index

In a neutral medium with a uniform external magnetic field, the complex refractive 

index, n, of a radio wave is given by the Appleton formula [Davies, 1990]:

n'2 = (u-ix)2 = 1 -
Y21 - iZ---------- I-------

2(1 - X-iZ) 

(2.3)

where X=Gv/f)2 , Y = fti ! f , YL =Y cose , Yr = sine , Z = υlf , χ is the 

absorption coefficient, v is the electron collision frequency, and 0 is the angle between 

the magnetic field and the direction of phase propagation. Yr and Yr are the longitudinal 

and transverse components of gyro-frequency respectively.

In the absence of the magnetic field, Y= Y =0. The refractive index is:

n2 X (2.4) 
1-iZ

In the E and F regions, the electron collision frequency is very low and can be 

neglected. Then (2.3) becomes:

A2=I---------------2xa-X)----------  s, 
2(1 - X)- Y2 ± YT + 4(1 - X)2Y2]

Reflection conditions for vertical propagation can be found by setting u = 0 in (2.5).

The positive sign gives

X=1 (2.6) 

and the negative sign gives

X = 1-Y or X=1+Y (2.7)

Waves with positive sign are usually called the ‘ordinary’ waves since they are 

reflected at the same height as they would be in the absence of the magnetic field. The 
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waves with the negative sign are called extraordinary waves, among which the wave with 

X=1+Y is also called the z-wave. Ordinary and extraordinary waves have different 

polarization. Normally, extraordinary waves have higher critical frequency than ordinary 

waves.

In the ionosphere, when both magnetic field effects and collisions are negligible, 

the refractive index can be represented as:

where fy is the plasma frequency and fis the radio wave frequency.

2.1.4 Snell’s Law of Refraction

Consider an ideal horizontally stratified ionosphere as illustrated in Figure 2.1. A 

radio wave is incident on the ionosphere with angle ( .Snell’s law indicates that

Lo sin € = u sin • = ur sin φr

The wave is reflected when angle φr = 90°. For simplicity, suppose Lo = 1 .Then the 

refractive index required for reflection is given by:

μr = sin φa

(2.9)

(2.10)

Base of the Ionosphere

Figure 2.1 Refraction of a radio wave in a horizontal stratified ionosphere
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2.1.5 Group Velocity Vg

When a wave travels through the ionosphere, in which both magnetic field effects 

and collisions are negligible, its group velocity Vg can be written as:

(2.11)

This equation shows that group velocity decreases while plasma frequency 

increases. From equation (2.1), we know that plasma frequency increases with electron 

density. So, if a wave travels through a medium where electron distribution grows denser, 

its group velocity keeps decreasing.

2.1.6 Radio Wave Propagation and Virtual Height

Suppose a radio wave penetrates into the ionosphere vertically and is reflected to 

the ground. From equation (2.10), this wave is reflected at a place where the refractive 

index is 0. According to equation (2.8) and (2.11), this means that the wave is reflected 

when its group velocity decreases to 0.

As illustrated in Chapter 1, the electron density, and therefore the plasma frequency, 

in the ionosphere normally increases with the altitude and has two main peaks in E and F 

region respectively. If a wave penetrates vertically into the ionosphere and its frequency 

is higher than the maximum plasma frequency, its group velocity will not decrease to 0, 

and then the wave will not be reflected.

On the contrary, if its frequency is lower than the maximum plasma frequency, its 

group velocity will decrease towards 0 until it is reflected. The altitude of the reflection 

point is called the true height. If the flight time of this wave, t, is measured, with the 

assumption that the radio wave travels with the velocity of light, c, the virtual height of 
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the reflection point is given as:

H, =Lcr (2.12)

As this wave travels at group velocity which decreases from velocity of light to 0, 

the virtual height is higher than the true height. This is shown in Figure 2.2.

If a wave penetrates into the ionosphere obliquely and is reflected back to ground, 

its true height and virtual height are also illustrated in Figure 2.2. The relation between 

the frequency of this wave, fo, and the frequency of vertically reflected wave at the same 

true height, fv, is given as:

/, = J,sece, (2.13)

The frequency, fv, is called the equivalent vertical frequency. This equation shows 

that the ionosphere can reflect much higher frequencies with oblique propagation than 

with vertical propagation.

Vertical Oblique

T: Transmitter R: Receiver

Virtual 
Height

True 
Height

Figure 2.2 True and virtual height of radio propagation in ionosphere
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2.2 Acoustic-gravity Waves and Traveling Ionosphere Disturbances (TIDs)

2.2.1 Acoustic-gravity Waves [Davis, 1990]

Consider a plane-stratified, isothermal atmosphere under gravity that is constant 

with height. If this atmosphere were compressed and then released, it would oscillate 

around its equilibrium state. The oscillation frequency is called the acoustic-cutoff 

frequency, ωa-.

C
- 2H, 

(2.14)

where C is the sound speed, and Hs is the scale height.

Next consider a parcel of gas in the same atmosphere. If this parcel is displaced 

vertically from its equilibrium, the oscillation frequency is called buoyancy frequency,

Og :

° H, 7 

where g is the gravitational acceleration, and y is the ratio of the specific heats at constant 

pressure and constant volume.

Suppose a wave travels in this atmosphere, at an angle • with the vertical, the 

refractive index is given by

A2=—(2.16) 
1-Y sin2 • 

where ω is the frequency of the wave and

X,=(./o) (2.17)

Y, = cz/0 (2.18) 
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From equation (2.16), we know that the propagation is dispersive and anisotropic. We 

can also conclude that only two kinds of waves can propagate: one is acoustic waves for 

frequencies greater than the acoustic-cutoff frequency; the other is the gravity waves for 

frequencies lower than the buoyancy frequency. The dispersion relation is given as:

04-c'o2-k'C2(2-02)-C2o3k2 =0 (2.19) 

where k, and k, are the horizontal and vertical component respectively. The ratio of the 

horizontal displacement § of an air parcel to its vertical displacement 4 is

£=-- usmg[ucoss=ACX =y3yma] (2∙20) 
9 U sin 0-1

This equation shows that the motions of the air parcel are ellipses in the plane of 

propagation, and this motion has components transverse to the direction of wave 

propagation.

2.2.2 Traveling Ionosphere Disturbances [Davis, 1990]

A common feature of the F region ionosphere is the existence of TIDs, which are 

relatively large-scale, wavelike structures that travel with speeds from 50 m/s to 1000 m/s 

and periods from a few minutes to more than an hour. TIDs can be divided into two 

classes: very-large-scale and medium-scale disturbances. Very-large-scale disturbances 

have wavelengths of the order of 1000 km and periods of 1 hour or more. Medium-scale 

disturbances usually have wavelengths of the order of 100 to 200 km and periods of 5 to 

45 minutes. The medium-scale TIDs are present in the F region about 30-50% of the time, 

whereas the very-large-scale TIDs are much rarer [Francis, 1974].

As for the origin of TIDs, various suggestions have been made. The most popular one 

is the acoustic-gravity wave. As Francis states in his paper, ‘...the hypothesis that TIDs 
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are ionospheric manifestations of gravity waves, with the ionosphere acting principally as 

a passive tracer to display the motions of neutral atmosphere, has since received nearly 

complete acceptance.’[Francis, 1975]

2.2.3 Measurement of TIDs

As a way to study acoustic-gravity waves, observations of TIDs have been done by 

a variety of radar techniques, such as fixed-frequency radar networks [Munro,1958], 

ionosondes [MacDougall, 1997], and multi-frequency HF Doppler radar systems [Georges, 

1968]. In this project, as Munro [1958] did, three fixed-frequency transmitters are 

implemented to observe the horizontal movements of TIDs.

Eastern Australian time

Figure 2.3 shows observations of virtual height of the F region versus time [Munro, 

1950]. The most obvious feature of the TIDs is the change in the virtual height. This 

result shows that the same variation is observed at three places. By measuring the time 

delay between them, the speed and direction of the TIDs horizontal movement can be 

determined.

254

Figure 2.3 Virtual height variations of ordinary ray at 5.8 Mc./sec. on 5 July 1948
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Suppose a TID travel in the ionosphere at the speed, V , as shown in Figure 2.4. It is 

observed at three locations, A, B, C and its direction is represented byV. Consider a 

coordination system with origin point at A, x axis from A to C, and y axis pointing to B. 

The distances between AB and AC are dab and dac respectively, τab is the time lag 

between the same observations at A and B. tac is the time lag between the same 

observations at A and C. If the TID travels from A to B, Tab is positive, otherwise it is 

negative. If the TID travels from A to C, tab is positive, otherwise it is negative. If the 

wave travels with angle, θ, clockwise from x axis, we have:

dacos(e-6a)=Vta (2.21)

dcos(e) = Vt- (2.22)

A

ab) θ

3 B

Wave fronts

Figure 2.4 Measurement of a TID Wave

From these two equations, the direction of the wave can be obtained: 

0 = arctan -Cab-----abac----- tab
\ dabTac sin Φab

(2∙23)
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where ∈ (-90°,90°). If the wave goes from C to A, in which case tec is negative, the 

angles ∈ (90°,270°) is:

0=1 80° + arctan dacTab =dadTac COSQab 
. date sin d.6

(2.24)

Using the S from equation (2.23) or (2.24) in equation (2.22), the speed can be obtained.
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Chapter 3. RADAR Principles and CADI System

RADAR is the abbreviation of RAdio Detection And Ranging. The basic idea is to 

use reflected radio waves to detect the appearance and the range of objects. As the 

proposed transmitter should transmit pulses, this chapter will review some important 

pulsed radar design considerations and illustrate the CADI radar system.

3.1 Radar Principles

3.1.1 Range Detection

When a pulsed radar detects a target, the target’s range, d, is computed by 

measuring the time delay, 4t. Suppose that the transmitter is in the same place as the 

receiver. It takes At for a pulse to travel the two-way path between the radar and target. 

Then the target’s range would be

8 
where c is the velocity of electromagnetic wave in the free-space (3×10 m∕s).

In general, a pulsed radar transmits and receives a train of pulses. As shown in 

Figure 3.1, it is desirable to receive an echo of a pulse before the next pulse is emitted. 

Therefore, the relation between the maximum range of interest, dmax, and the pulse repeat 

interval (PRI), Tp is

cxTd=----- P (3.2)
max 2

In order to avoid range ambiguities, PRI should be long enough so that dmax>any 

expected echo distances.

From above, we know that the measurement of range is actually the measurement 
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of flight time of the pulse, with the assumption that the pulse travels at the velocity of 

light. If a radar is used to detect the ionosphere, and the transmitter and receiver are 

located in the same place, the wave will penetrate into the ionosphere vertically. As 

elaborated in chapter 2, the measurement of range is actually the measurement of virtual 

height. If the transmitter and receiver are deployed at different locations, the wave will 

penetrate into the ionosphere obliquely. From figure 2.2, the measurement of range is the 

measurement of the length of half of the virtual traveling path. Suppose the distance 

between transmitter and receiver is R, the virtual height is given as:

H, =d2-(R/2)2 (3.3)

+transmitted pulses

received pulses

T 1P
Pulse 1 Pulse 2

4t
Echo 1 Echo 2

time
—►

time
—►

Figure 3.1 The basic principle of range measurement in a pulsed radar system

3.1.2 Range Resolution

Range resolution, AR, describes a radar’s ability to detect targets very close to each 

other. It is the smallest distance between two targets that can be resolved in range. 

Consider two targets located at ranges R1 and R2, as illustrated in Figure 3.2. The width 

of the transmitted pulse isr. If the distance between these two targets, b, is greater or 

equal to ct/2, they can be resolved. If they are separated by less than c t/2, they can not be 

resolved. So, we have



17

AR =Sct (3.4)

As vis equal to 1/(B radar bandwidth), we also have

AR = — ct = C (3.5)
2 2B ‘

Obviously, in order to get higher range resolution, the pulse width should be 

decreased.

3.1.3 Radar Equation

For a radar system, the signal power at the input of the receiver, PR, is

P L PGprGprA 0
R (4π)3Λ4

(3.6)

where Pr is transmitted power; R is the signal transmitting distance; A is the wavelength 

of the transmitted signal; GDT and GDR are the gain of transmitting and receiving 

antennas; o is the effective area of an isotropie target, called radar cross section (RCS).

In practical situations, the received signal is contaminated with noise. The receiver 

input noise power, Nn, is

N,=KT,B (3.7)

where k =1.38 x 10-23 Joule/degree Kelvin is the Boltzmann’s constant; Ts is the total 

effective receiver noise temperature in degrees Kelvin; B is the receiver bandwidth. So, 

the signal to noise ratio (SNR) at the input of receiver is

SNR.- Pa L P,GorGpok'c (3.8) 
Nm (4n)'R4kT,B

Equation (3.8) is known as the radar equation.
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Echo from the

Transmitted pulse

first target Echo from the
/ second target

Two targets resolved

Critical status

Two targets unresolved

Figure 3.2 Illustration of the range resolution

With a bistatic system, where the transmitter and receiver are placed in separate 

places, the range, R, in the equation, (3.7) and (3.8) is replaced by JR,R, [Meikle,2001]. 

So we have

SNR, = PR = P, GprCoRA'C (3.10) 
' N, (4x)3 R'R2kT,B 

where Rt is the distance from the transmitter to the target, and Rr is the distance from the 

target to receiver.

As we know, for pulsed radar system, the receiver bandwidth is taken to be the 

reciprocal of the transmitter pulse width, r. So equation (3.10) can also be written as:
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SNR = PR = PrTGprGpRd'C (3.11) 
' N, (4z)‘R;R;kT,

3.1.4 Pulse Compression

From previous analysis, we know that range resolution can be improved by using 

short pulses. However, if the peak transmitted power is the same, utilizing short pulses 

decreases the average transmitted power and then the SNR at the receiver. As it is usually 

difficult and expensive to increase the peak power, pulse compression techniques are 

introduced. “Pulse compression allows us to achieve the average transmitted power of a 

relatively long pulse, while obtaining the range resolution corresponding to a short 

pulse."[Mahafza, 2005]

Pulse compression can be achieved by frequency modulation or phase modulation. 

Because of its simplicity of implementation, binary phase coding is widely used. Figure 

3.3 shows the diagram of a binary phase coding system. The code sequence is normally 

with value +1 and -1. After modulation, the transmitted pulse can be seen as a long pulse 

of width r‘ , which is divided into N smaller pulses or chips; each is of width r = t’/N. 

The phase of each chip is either 0 or m. After demodulation, the received echo is 

correlated with the same sequence. When they match, the correlator produces a maximum 

output that is N times larger than the peak value of the long pulse. The time of the 

maximum output determines the range of the target.

If there is no noise and distortion of the signal, the output of the receiver can be 

seen as the autocorrelation result of the code sequence. Figure 3.4 shows the 

autocorrelation result of Barker 13 code. Many binary phase codes have been invented. 

Normally, the codes that yield minimum peak sidelobes in the autocorrelation results are 

desirable. One criterion is peak sidelobe level (PSL), which evaluates the ratio of the
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Figure 3.3 Diagram of binary phase coding system
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Figure 3.4 Autocorrelation function of Barker 13
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maximum sidelobe magnitude to the mainlobe magnitude:

PSL = 10log[max(p,)/p3] (3.12)

where pm m≠ Orefers to the sidelobe, and Po is the mainlobe.

Barker 7 and 13 code [Gao, 1991], and Legendre 1019 code have been implemented 

in CADI [Huang, 2003]. All of them yield the minimum peak sidelobes with the given 

code length. Their definition is below:

Barker 7: 1 11-1-11-1

Barker 13:1 1111-1-111-11-11

+1;
(nLegendre: L(n)==i-1

n is a quadratic residue mod N
otherwise (n is a quadratic non - residue mod N)

lor-1; n=0

where Nis the desired code length. For code length between 100 and 130, Legendre 101, 

103, 107, 109, 113, and 127 are found to be the minimum peak sidelobe codes [Levanon, 

2004] [Rao, 1986].

As the phase modulated pulse can be seen as N chips, its range resolution is 

determined by the width of the chip, τ, and equals to ct/2 [Mahafza, 2005].

Similarly, the radar equation (3.11) can be written as

SNR - P - Pt GprGppl o = NP,tGprGpp2 G (311 
' N, (4z)3 R2R3kT, (4x)3R2R2kT, "

Obviously the SNR at the receiver side is N times higher than that of the single 

pulse [Mahafza, 2005]. So, by increasing the total pulse length, pulse compression 

technique can keep the range resolution unchanged while increasing the SNR by N times. 

Table 3.1 shows some characteristics of several code sequences.
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3.2 The CADI System

The Canadian Advanced Digital Ionosonde (CADI) is an HF pulse radar used to 

study the properties of ionosphere. CADI was developed more than 10 years ago. After 

several revisions, it has become a small-size, low-cost and multi-functional digital 

ionosonde. It is commercially built and has been deployed in several countries. It can 

extract information from echoes, such as: (1) Amplitude and phase of received signals; (2) 

Angle of arrival; (3) Range and height of targets; (4) Doppler shift and radial velocity. A 

network of CADI can provide valuable data for research on F-region, polar cap 

convection, gravity waves, sporadic-E regions, etc. Table 3.2 shows some of the 

operating specifications of a CADI system.

3.2.1 Overview of the CADI System

CADI system is mainly composed of a PC, a Direct Digital Synthesizer (DDS) 

control board, one or several receiver boards, a power amplifier, and antennas. Figure 3.5 

shows the block diagram of the CADI system [Jian, 1996] with one receiver. In the figure, 

‘Tx’ refers to the ‘Transmitter’, and 'RCVR' or ‘Rx’ refers to the ‘Receiver’.

The PC acts as a human interface for the operator to configure the whole system 

and analyze the data. It also communicates with the microcontrollers to control the 

system and receive data. The microcontrollers are chosen from 68HC11 family. The one 

on the DDS board controls the transmitting and receiving sequences, and modulates the 

signals. The other two on the receiver board sample the received data, correlate the data 

with the code sequence, and send them to the PC. The DDS chip generates the required 

carrier frequencies and provides local oscillator signals to the receiver board. In newer 

versions of CADI, GPS receivers are used to offer external triggering signals and then
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synchronize CADI systems.

Table 3.1 Characteristics of several codes

Single 
Pulse

Barker 
13

Legendre 
113

Legendre 
1019

Code length (A) 1 13 113 1019

Peak sidelobe level (unit) N/A 1 7 24

PSL (dB) N/A -22.2789 -24.1596 -32.5593

SNR improvement (dB) 0 11.1 20.5 30.1

Table 3.2 Specifications of CADI system

Frequency Range 1-20 MHz

Transmitting Power Max. 600W

Pulse Width 40μs

Pulse Repetition Frequency 20 or 40Hz

External GPS trigger Available

Range Resolution 6Km

Maximum Measurement Range 1020Km

Pulse Compression Complementary, Barker code

Number of Receivers Up to 4
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3.2.2 Operation Modes

CADI can work in several different modes. The 3 basic operation modes are 

ionogram mode, height versus time mode and Doppler sample mode. In ionogram mode, 

the frequency of the transmitted signals starts from 1 MHz and is increased up to 20 MHz. 

The result produces height versus frequency plots, called ionograms. In height versus 

time mode, the radar works at a fixed frequency and generates a height versus time plot. 

Doppler sample mode is chosen if motion analysis is required. The system works at a 

fixed frequency. The echo is collected at a specific sampling frequency and then Doppler 

information is extracted. In this project, CADI will work as a receiver for oblique 

sounding and generate height versus time plot. Details will be given in Chapter 5.

3.2.3 Signal Processing in the Receiving Board

Since CADI works as a receiver in this project, it is desirable to know the signal 

processing in the receiving board. As in Figure 3.5, after mixed with the local oscillator, 

the signal can be written as:

R(I) =V, cos[2*f,i+6(0)] (3.14)

where: Vr is the amplitude, fo is the intermediate frequency (IF), and φ(t) is the phase.

Reference signals to I channel and Q channel are:

Io(t) = cos2*f,4 (3.15)

2(I) = sin(-2rf,4) (3.16)

The received signal is split into two parts and mixed with I and Q reference signals:

W) = Λ(0×^(0 = ^r[cos(4V^ + ^)) + cosW))] (3.17)
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RO(I) = R(0)x0,()=5V.[-sin(4zf,1+6())+sin(6())1 (3.18)

For simplicity, replace-v, with V,. After low-pass filtering, the first terms are

removed. Then through A/D Sampling, the signal is digitized and can be written as:

In =V, cos((n)) (3.19)

0, =V, sin(0(t,D) (3.20)

Then the magnitude and phase of the signal can be obtained:

C=E+0: (3.21)

(p, = arctan — (3.22)

A/D sampling starts at the same time that CADI starts transmitting. The sample rate 

is each 20us. The maximum number of samples for each sounding is 340 for I and Q 

channel respectively, which means the maximum detectable range is

340x20x106x3x1052 = 1020km . The sampled data is saved in the two slave

microcontrollers. The microcontrollers can be configured to correlate the data with the 

code sequence and send the results back to PC, or send the raw data to PC.
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Chapter 4. Design of the New Transmitter

This chapter gives detailed description of the transmitter, including the hardware 

and software design.

4.1 Requirements

This transmitter is designed and developed for the e-POP Tomography mission. It 

will transmit signals to the e-POP satellite. The data collected by RRI will be used to 

demonstrate the HF Tomography.

In Wang’s theory [Wang, 2006], the initial phase problem inherent in other current 

ionospheric tomography methods and the ambiguity problem can be eliminated by 

measuring differential Faraday rotations between two signals from a same transmitter. In 

order to restrict the differential Faraday rotations in the range of 2π, the frequencies of 

these two signals should be close to each other. Based on her simulations, the proposed 

frequencies are 18MHz and 17.985MHz, and should be able to be changed by users. As 

for the transmitting power, the minimum SNR of the signals detectable by the probes of 

RRI should be higher than 20dB, and the input dynamic range of RRI receivers is from - 

100 to 0dBV. According to Wang’s calculation, with a transmitting power of 7W, the 

signal level at the input of the RRI will be -46dBV, and the SNR is 46dB. Therefore it 

can satisfy this requirement. HF Tomography algorithm needs signals from several 

transmitters displaced in different places. In order to be distinguishable from other 

transmitters, each transmitter should transmit in a fixed time slot and be synchronized 

with the others [Wang, 2006]. Figure 4.1 illustrates the time schedule of a 5-transmitter 

ionospheric tomography system for the e-POP mission. The start point is the GPS PPS
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signal. Each transmitter transmits a 10ms long pulse every 125ms. The time interval 

between transmitters is 25ms.

As this transmitter will be tested with CADI, its performance should also be 

comparable with that of CADI. The frequency range should go from 1 to 20MHz. The 

SNR of the signals at the receiver side should at least be in the same level with normal 

CADI signals so that the signals can be detected by a CADI receiver.

Tranl

Tran2

Tran3

Tran4

Tran5

Start point

135105

1001115

Figure 4.1 Time schedule for a 5-transmitter ionospheric tomography system

4.2 Overview of the Transmitter

The block diagram of the transmitter is shown in Figure 4.2.

Power

DDS Board Pre-Amplifier

AmplifierGPS
Receiver Antenna

Figure 4.2 Diagram of transmitter

A GPS receiver can generate a Pulse Per Second (PPS), which is utilized to 

synchronize the transmitters. The microcontroller on the DDS board can accept the 

configuration from users and control the transmitter. The DDS board can generate two 
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signals, which can be set between lMHz and 20MHz. At 4MHz, the pre-amplifier 

amplifies the signal to about 600mW. After the power amplifier, the power of the signal 

will be up to around 34W. At 18MHz, the transmitted power is 15W. According to 

equation (3.13),

SNR = Pn = Pet GorGpr O = N PrtGprGpel 0 
z N, (4x)'R2R2kT, (4x)3 R2R2kT,

if all other factors do not change, the SNR at the receiver side depends on the product of 

the number of chips, N, and the peak transmitting power, Pr. In previous studies, it was 

demonstrated that, at 4MHz, CADI system could work at as low as 1W with Legendre 

1019 code [Huang, 2003]. The product of NPr was therefore 1019. This transmitter can 

be configured to transmit a Legendre 113 sequence. At 4MHz, the product is 

34x 113 =3842, which means the SNR at the receiver side will be around 4 times as 

large as for the 1W signal that could be detected by CADI.

After power is on, the microcontroller on DDS board reads in the configuration set 

up by the users and initializes the two DDS chips. When GPS PPS signal arrives, the 

microcontroller waits until the desired transmitting time slot, then turns on the RF 

switches, and starts transmitting.

4.3 GPS

A GPS receiver is connected to the microcontroller on the DDS board. The receiver 

provides a Pulse per Second (PPS) signal, which triggers the microcontroller once per 

second. This triggering signal provides the same start point to all the transmitters and 

then synchronizes them. GARMIN 35 LVC and GARMIN 18 LVC GPS receivers are 

used in the project.
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4.4 DDS Board

As shown in Figure 4.3, DDS board mainly consists of input panels (configuration 

dip switches), a microcontroller, two DDS chips, two low-pass filters, two RF switches, a 

power combiner, and an amplifier. The microcontroller reads users’ input from the panel 

and controls the transmitting process. DDS chips, low-pass filters and switches generate 

the desired pulsed signal. DDS chip 1 generates the lower frequency, while chip 2 

generates the higher one. Then the two signals are combined together and amplified 

before they are fed to the pre-amplifier. Figure 4.4 shows the schematic of the DDS board.

Microcontroller

- DDS Chip2 • LP Filter

• LP Filter

• Switch 2

• Switch 1

Power 
Combiner

DDS Chip!

GPS

Input Panels

Figure 4.3 Block diagram of DDS board

4.4.1 Input Panel

There are three DIP switches panels on a board. With them, users can set up the 

working parameters:

1) Higher frequency of the dual-frequencies: 0. IMHz to 20.OMHz

2) Frequency difference between the dual frequencies: maximum 7 values can be set up.

3) Transmitter number: 0-7.

4) Desired transmitting code: maximum 4 different codes can be chosen. Single,
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Figure 4.4 Schematic of the DDS Board
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Barkerl3, Legendre 113, and Legendre 127 are now available.

4.4.2 Microcontroller

A. Hardware Description

A module, Adapt9S12DP256, developed by Technological Arts is plugged on to 

the DDS board. This module is a modular implementation of Freescale Semiconductor’s 

MC9S12DP256C microcontroller chip. Two 50-pin connectors bring out all the I/O lines 

from MCU and make it very easy to connect the module to other boards. The external 

clock is provided by a 16MHz crystal on board. A universal 6-pin Background Debug 

Mode (BDM) connector support BDM pods from multiple vendors.

The MC9S12DP256C microcontroller unit (MCU) is a 16-bit device composed of 

standard on-chip peripherals including a central processing unit, 256K bytes of Flash 

EEPROM, 12K bytes of RAM, 4K bytes of EEPROM, and 89 discrete digital I/O 

claiuieis. Tlc MiCU van υpuι aie 111 sevciai iniucs. Inn inns pivjeci, ii WUIKS ιιι singic-cunp 

mode. In this mode, the MCU functions as a self-contained microcontroller and has no 

external address or data bus so that the circuit is very simple.

The microcontroller incorporates twelve ports which are used to control and 

access various devices subsystems. When not used for these purposes, the ports can be 

configured as general-purpose I/O interfaces. In this design, Port A, B, M, T, S, H, P, and 

ADO are used. Table 4.1 shows the configuration and usage of these ports. PT6 is 

connected to a LED, which is turned on when the transmitter starts transmitting and 

turned off when the transmitting is over. PHO is configured as an IRQ pin. When the 

rising edge of GPS PPS signal is detected, the MCU goes into the interrupt service 

routine (ISR). Port S [1:0] and PortAD04 are reserved for future uses.
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B. Software Description

The flowcharts of the MCU programs are shown in Figure 4.5 and Figure 4.6. In

Table 4.1 Configuration of 9S12 microcontroller ports

Port

Name

Data

Direction
Description

Port A[7:0] Out Send out tuning words to the DDS chip 1

Port M[7:0] Out Send out tuning words to the DDS chip 2

Port B[7:5] Out Provide W_CLK, FQ_UD, and Reset signals to DDS chip!

Port B[4] Out Provide Turn on/off signal to Switch 1

Port B[3:1] Out Provide W_CLK, FQ_UD, and Reset signals to DDS chip2

Port B[0] Out Provide Turn on/off signal to Switch 2

Port T[6] Out Turn on/off LED when switches are on/off

Port S[4] Out Turn on/off the switch of CADI power amplifier

Port S[1:O] Out Reserved for communication with GPS receiver

Port H[7:4] In
Read in the decimal part of the higher one of the dual 

frequencies

Port H[3:1] In Read in the frequency difference of the dual frequencies

Port H[0] In Receive GPS PPS signal

Port P[6:2] In
Read in the integral part of the higher one of the dual 

frequencies

Port P[1:O] In Read in the code type users choose

Port AD0[7:5] In Read in the transmitter number

Port AD0[4] In Reserved for future use
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the main program, after power is on, the MCU reads in the configuration, calculates the 

lower frequency and the start time of the transmission, and sets up the code pattern. Next, 

MCU initializes the DDS chips and then waits for the PPS signal. When the PPS signal

Calculate Tuning Words for the two DDS

V

Wait for GPS PPS

___ V____
ISR Routine

Read configuration information

Calculate the lower frequency

Calculate the Delay for the Time Slot

Set up the Code Pattern for Selected Code

Start

Initialize the DDS chips

Ports and Stack initializations

Figure 4.5 Flowchart of microcontroller main program

arrives, MCU goes into the ISR. In the ISR, first, it waits until the allocated time slot.

Then, it sends out the tuning words and control signals to DDS chips for the first code. 

Next, it turns on the switches and LED. After the whole code sequence is transmitted, 

switches and LED are turned off. MCU returns to wait for another PPS signal.
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IRQ

V

V

No

V

Return

Yes

Turn off the Switches

______ V______
Turn on the Switches

_______ V_______
Configure the DDS for the First 

Code

Finish

Wait Until Allocated Time Slot

Turn off the LED

Turn on the LED

Configure the DDS Chips for 
the Next Code

Figure 4.6 Flowchart of the microcontroller ISR routine
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4.4.3 DDS Chip

A. Principle of DDS

DDS has better performance than traditional frequency synthesis methods. With the 

improvement of the theory and IC circuit technology, it becomes more and more popular. 

The way most of the DDS chips work is: first, the chip accepts an input value; next, a 

phase accumulator increments the phase value, which is determined by the input value, in 

each work clock; then, in each clock, sine wave amplitudes are read out according to the 

phase value; finally, this digitalized sine wave is transformed to an analog wave. The 

basic idea is the final output frequency is determined by the input value.

Suppose a pure sine wave is: 

u(t) = sin(2,f t) = sin t = sin0(t) (4.2)

Its phase is a linear function of time:

0() = 00,1 = 2*f01 (4.3)

The derivative of the phase is a constant, i.e. the frequency: 

400)-0,=2*, (4.4) 
at

The amplitude and phase of the sine wave are shown as solid line in Figure 4.7. If it is 

sampled with frequency f5 = 1/T, , the result is

u'(m) = sin(2rf mT,), m = 0,1,2,-. (4.5)

The phase function therefore becomes

θfm) = 2nf mT, =40 m (4.6)
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where Δθ = 2*f T, = 2π- is the phase increase between two samples. The slope of the 

phase increase is — =---- = 2πf0 . According to the sampling theory, as long

as f/f. < 1/2, the continuous wave can be reconstructed from the sampled values which 

are shown as black dots in Figure 4.7. If the sampled values stay constant during the 

sampling interval, the sampled wave is shown as the segment-line in the figure.

=L

1 r 2pi

CO 
Cn 00 
C 
CL

Figure 4.7 Sampled amplitude and phase of a sine wave

B 12 1B 
t/Ts

a 12 16
t/TE

From above, it is obvious that the frequency of the signal has a linear relation with 

the slope of the phase increase; when sampling frequency is fixed, the slope is 

determined by the phase increase Δθ . So, the frequency can be controlled by the phase 

increase. Suppose 2x is divided by an arbitrary large constant integer value M, we 

get δ = 2z/M , which is the minimum phase increase. Then we can obtain:

sin(2mfmT,) = Im
( 2) exp j — m

M)
m = 0,1,2,,M -1 (4.7)
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So the lowest output frequency is

f. (4.8)J O mill V MTs M

If the phase increase is kδ , the output frequency becomes

(4.9)

kAfter filtering, the analog signal is u(t) = sin(2x —fst) . k is called the frequency control 
M

word. When the sampling frequency, fs, and M are fixed value, the frequency of the 

analog signal is determined by k.

B. AD9851

AD9851 is designed based on the theory above. Its block diagram is shown in 

Figure 4.8 [Analog Device Inc., 2004]. The incremental frequency resolution is 

determined by the frequency of the reference clock (the sampling frequency, fs ) divided 

by M= 232. The phase accumulator is a variable-modulus counter. It reads in the 

frequency tuning word, k, which has N=32 bits, and increments the number stored in the 

counter by the value of the tuning word each time it receives a clock pulse. When the 

counter overflows, it wraps around, making the phase accumulator’s output contiguous. 

Then, the AD9851 uses an algorithm that converts the output of the phase accumulator to 

an appropriate COS amplitude value. Next, the digitalized output of the DDS block 

drives the internal high speed D/A converter that reconstructs the wave in analog form. 

After filtering, the pure sine wave at the specified frequency can be obtained.

As the frequency control word has A bits, and its value is k, the output of the phase 

accumulator at t= nT, is
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(4.10)0(n) = nk mod2'v , n = 0,1,2,.. •
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CLOCK FREQUENCY

L IN DIGITAL DOMAIN 1

cos (x)

Figure 4.8 Block diagram of AD9851

Its period is u = 2N
Gcd(2",k)'

where Ged(2N,k) means the greatest common divisor of

2N and k. The output of the DDS circuitry can be written as

27
s(n) = cos(2N ∙Kn), n = O,1,2√∙∙ (4.11)

Its period is also ul . After DAC, the analog signal s(t) is obtained, whose period is uT, .

Within the period[0, μTs ], it can be expressed as:

L- 27s(t) =2cos(owkn)g(nT,),
n=0

OStsuT (4.12)

where q(nT,) is a rectangular function: q(nT,) = U(t-nT,)-U(t-(n+1)7,). The

Fourier transform of s(t) is

S(o)=t 2Sine("i-/ ) exp(-j-x).8(+2nf0 -2mf,)
Js Js =-0

00 if + f if + f + π∑Sinc(- °x) • exp(-j- 0x) ∙δ(ω- 2zfo - 2zlf. )
(4.13)
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,k . sin xwhere ∕0 - NA ' Stnc(x) =------
2A

From equation (4.13), it is obvious that the output

spectrum contains the fundamental plus aliased signals that occur at multiples of the 

reference clock frequency (sampling frequency) ± the selected output frequency, and has 

a sine function shape. The spectrum for a reference clock at 100MHz and the output 

frequency at 20MHz is shown in Figure 4.9 [Analog Device Inc., 2004].

As can be seen, the aliased images are very prominent. So a low-pass filter is 

generally placed after the output of D/A converter to get the pure sine wave. In order to 

avoid including aliased signals in the output and ease the complexity of the external filter 

requirement, the selected output frequency is limited to below 33% of the reference clock 

frequency in the AD9851. As the maximum frequency of the transmitter should be at 

least 20MHz, a 64MHz oscillator is utilized in the design.

il OUT

fc - to

∕ sin{x)⅛ ENVELOPE x≡{ a)folfc

fc

≡
2 =

th

fc + fo _. 21c - to

2fc + fo 3fo - to

REFERENCE CLOCK 
FREQUE 1 CY

Figure 4.9 AD9851 output spectrum of a sample wave at 20MHz

2(MHz 80MHZ A 120MHZ 16ÜMHZ 220MHZ 260MHZ 
FUNDAMENTAL 1ST IMAGE I 2ND IMAGE BAD IMAGE 4TH IMAGE STH IMAGE 

10CMHZ

C. Control AD9851

As required by the AD9851, the microcontroller calculates the tuning words by the

formula:
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Tuningword = -om x 232
S CLKIN (4.14)

where CLKIN is the input reference clock frequency in MHz, in this case: 64MHz. fout is 

the output frequency in MHz. Tuning word is 32 bits long.

AD9851 contains a 40-bit register that is used to program the 32-bit frequency 

control word, the 5-bit phase modulation word and the power-down function. The parallel 

load mode is implemented and five iterations of loading 8-bit word are required. The time 

sequence is shown in Figure 4.10 [Analog Device Inc., 2004]. When W_CLK rising 

edges are captured, 8-bit data are loaded and the pointer is moved to the next input 

register. After five loads, W_CLK edges are ignored until either a reset or an FQ_UD 

rising edge arrives. The rising edge of FQ_UD loads the 40-bit control data word into the 

device and resets the address pointer. After it reads the control word, AD9851 generates 

the signal at the specified frequency.

SYSCLK

DATA WO W1 W2 W3

W_CLK

FQ_UD

VALID UAIA

Figure 4.10 AD9851 parallel frequency upload timing sequence

4.4.4 Low Pass Filter

As stated in the previous section, the spectrum of AD9851 contains the 

fundamental plus aliased signals that occur at multiples of the reference clock frequency 



42

(sampling frequency) ± the selected output frequency. Therefore, a low pass filter is 

required to work with the DDS9851 chip in order to obtain the desired pure sine wave. 

Because the frequency of the reference clock is 64MHz, and the frequency range of the 

desired signals is from 1 to 20MHz, the lowest frequency of the aliased signals is 44MHz.

The low pass filter, PLP21.4 from Mini-circuit, is implemented in this design. Its 

pass band is DC to 22MHz. The stop band is from 32MHz to 200MHz. The loss is less 

than IdB in the pass band while the attenuation is more than 40dB from 41 MHz to 

200MHz.

4.4.5 RF Switch

An RF switch is placed after the low pass filter to convert the continuous signal to a 

pulsed signal. ADG751BRM from Analog Device is chosen. The ADG751 is a low 

voltage single-input-single-output switch. It is constructed in a T-switch configuration, 

which results in excellent Off Isolation while maintaining good frequency response in the 

ON condition. Figure 4.11 shows the performance of this chip. In the ON status, the -3dB 

bandwidth is 18OMHz; the maximum ON resistance is 40 Ω . In the OFF status, the 

isolation between the input and output is lower than -IOOdB under 20MHz. Status of the 

switch is controlled by a digital input. When the digital input is high, the switch is off, 

and vice versa. It works fine with a CMOS level control signal. Therefore this digital 

control input is provided by the microcontroller directly. This switch works very fast. Its 

switching time of ON and OFF is 9ns and 3ns respectively. When working with e-POP, 

the pulse width is 10ms; when testing with CADI, the transmitter can transmit various 

length pulses, and the single chip width is 40us. Obviously, the switching time is very 

small compared to the pulse width and can be ignored.
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4.4.6 Power Combiner

PSC-2-1 of Mini-circuit is used as a power combiner to combine the two signals. Its 

frequency range is from 0. IMHz to 400MHz. The phase unbalance and amplitude 

unbalance between two channels is 3 degree and 0.2dB in the range of 1 to 200MHz. 

When the two DDS chips produce two 4MHz sine waves with the same initial phase, the 

output of PSC-2-1 is still at 4MHz and has the same phase with the input. The amplitude 

of the output is almost the same as the sum of the outputs when these two inputs are fed 

in independently. When two 4MHz sine waves with inverse initial phase are fed in, there 

is no output. Figure 4.12 is the result from HP Spectrum Analyzer 8590A. It shows the 

frequency spectrum of the output of the power combiner with two sine wave inputs- 

17.985 MHz and 18MHz. The frequency scale is 15 KHz per division. This figure shows 

that there are no other frequency components in the output and the strengths of the two 

signals are almost the same. These experiment results demonstrate that the power 

combiner works perfectly.
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Figure 4.12 Spectrum of the output of PSC-2-1 with two inputs:18MHz and

17.985MHz

4.4.7 Small Signal Amplifier

The power of the output signal of the PSC-2-1 is around -20dBm or 0.01mW, 

which is too low for the pre-amplifier. So, a small signal amplifier, MAR6+ from Mini

circuit, is placed after the power combiner. The MAR6+ is a monolithic wideband 

amplifier. It can work in the range of DC to 2GHz. With -20dBm input, the power of the 

output signal is around 5dBm (3.2mW) at 4MHz and 3dBm (2.0mW) at 20MHz. Because 

the pre-amplifier is saturated with input at this power level, the signal goes through a 6dB 

pi attenuation network before it is fed to the pre-amplifier. Therefore the power of input 

signal to the pre-amplifier is around -1 dBm (0.8mW) at 4MHz and -3dBm (0.5mW) at 

20MHz.

4.5 Pre-Amplifier

The pre-amplifier is the ZHL-32A from Mini-circuit. Its frequency range is 0.05 to 

130MHz; the minimum power gain is 25dB. It is placed after the DDS board and 
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amplifies the signal to around 28dBm (640mW) at 4MHz and 25dBm (320mW) at 

20MHz.

4.6 Power Amplifier

The power amplifier is designed by Mike Kossor. It covers 1.8 to 39MHz. With 

28VDC and 1W input, its output can go up to 40W. Figure 4.13 shows the schematic of 

the power amplifier. It consists of two power MOSFETs chips, IRF510, and is biased for

class AB linear operation [Kossor, 2001].

int rated.

: ad.

2.S

- *+5V
; • Scure
1 ar

3 A :

ore <1 Si 
reastona 
* C
C Fins a

Figure 4.13 Schematic of the power amplifier [Kossor, 2001]

This amplifier exhibits some degree of non-linearity. The two MOSFETs chips 

work in push-pull. This design cancels the even-order harmonics but not the odd-order 

harmonics. This results in wave distortion at some frequencies. To resolve this problem, a 

low-pass filter is needed.
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A 5-element Chebyshev low-pass filter is chosen for this design, because it is easy 

to construct and will satisfy the requirements where the amplitude response is of primary 

interest. The schematic diagram of the filter is shown in Figure 4.14. As this amplifier’s 

working frequency is around 18MHz, a design with cutoff frequency at 22MHz is chosen 

[Wolfgang, 2001]. The value for the capacitors and inductors are: Cl =C5=150pF, 

C3=270pF, L2=L4=498nH. In the real circuit, a 470nH inductor is used, because it is the 

closest standard value available.

L2 L4

Figure 4.14 5-element Chebyshev low-pass filter

The filter’s designed cut-off frequency is 22MHz; the 3dB attenuation frequency is

25.6 MHz; the 20dB attenuation frequency is 34.6MHz; the 40dB attenuation frequency is

51.1 MHz [Wolfgang, 2001]. Figure 4.15 presents the attenuation response curve of the 

implemented filter. The input is a sine wave at 1V peak to peak. The output of the filter is 

measured by the Tektronix 2445A oscilloscope. Because of the limitation of the 

oscilloscope, the output beyond 40MHz is too small to be detected. This result proves 

that the actual filter’s performance almost agrees with the design.

4.7 Performance of the Transmitter

In order to test the performance of the transmitter, the DDS board is configured to 

generate some signals and the outputs of the power amplifier are fed to the Tektronix
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Figure 4.15 Attenuation response curve of the Chebyshev low-pass filter 

2445A oscilloscope and the HP 8590A spectrum analyzer. As the output of the 

transmitter is too big for the oscilloscope and spectrum analyzer, a 40dB attenuator is 

placed after the power amplifier.

Figure 4.16 shows the output of the power amplifier with a sine wave at 18MHz 

generated by the DDS board. Figure 4.16(a) and (c) show the output before the filter. As 

expected, odd-order harmonics are very strong: the third harmonic (54MHz) is less than 

10dB below the 18MHz signal and the fifth harmonic (90MHz) is around 25dB below. 

While the even-order harmonics—36MHz and 72MHz—are around 35dB below. Figure 

4.16(b) and (d) illustrate the output after the filter. All the harmonics are 40dB below the 

fundamental 18MHz signal and the signal shows no distortion.

Figure 4.17 shows the output after the filter with two sine waves at 18MHz and 

17.985MHz coming from the DDS board. Figure 4.17(a) shows that all the harmonics 

are very small. At 36MHz, there is a small peak which is around 35dB below the signal.
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Figure 4.17 Power amplifier output of 18MHz and 17.985MHz sine waves
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This peak may come from both the second order harmonics and the second order 

intermodulation. Figure 4.17(b) shows intermodulation distortions in the output. The 

biggest intermodulation components are the two third order intermodulations— 

17.970MHz and 18.015MHz— which are around 25dB below the two signals. It usually 

takes great effort to get rid of these intermodulations at the transmitting side. As Wang 

states in her thesis [Wang, 2006], the bandwidth of the RRI receiver on e-POP is variable 

up to 30KHz; the signals collected by RRI will be directly digitized at the speed about 

40MHz, and then the two signals—18MHz and 17.985MHz-- can be separated by digital 

signal processing. So the worst case is that the two third order intermodulations are 

included in the signals. However, in the same way, the intermodulation components can 

be separated from the desired signals by digital signal processing.

Figure 4.18 illustrates the output power versus the frequency. This transmitter 

works at 4MHz when it is tested with CADI. At 4MHz, the transmitting power is 34W. 

At 18MHz, it is 15W. The maximum output power is 38W at IMHz. The minimum 

output power is 12W at 20MHz. When the 18MHz and the 17.985MHz signals are 

generated at the same time, the output power of them are both at around 7W. This can 

satisfy the power level requirement of e-POP mission. The output power at 8MHz 

frequency is quite low, because the distortion at that frequency is very severe. This 

transmitter is not designed to work at 8MHz. If it is required to work at 8MHz in the 

future, adding a low-pass filter in this band can solve the problem.
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Chapter 5. The Experimental Setup and Results

In order to test the transmitters, three of them are deployed to detect the ionosphere 

and measure the TIDs in the ionosphere.

5.1 Experimental Setup

As introduced in Chapter 2, at least three transmitters are required to measure the 

TIDs in the ionosphere. In the field experiments, three transmitters are set up at 

Walsingham (42°38'16"N,80°34'21"W), Delaware (42°51'0"N,81°28'48"W), and 

Tavistock (43°18’36”N, 80043’52”W). A CADI radar on the UWO campus (43°0,35,,N, 

81°16'20"W) operates as a receiver to collect signals coming from these three 

transmitters. If the direction from Delaware to Walsingham is regarded as X axis, and the 

direction perpendicular to that is regarded as Y axis, Figure 5.1 can be obtained. From

Delaware

Tauistock AB: 38.9Km
AC:39.8Km
Angle(A):57.66 degree

Walsingham

Figure 5.1 Locations of the field experimental transmitters and receiver setup 
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radio propagation theory, we know that the signal from Delaware received by the CADI 

is reflected at the middle point, A. The same is with B and C. So the real measured 

ionosphere locations are at A, B, and C. If A is chosen as the origin point, Figure 2.4 can 

be obtained. Following the method illustrated in Chapter 2, the speed and direction of the 

TIDs can be calculated by measuring the time delay between A and C, and between A 

and B.

Figure 5.2 shows the timing diagram of the field experiment. The transmitters and 

receiver are synchronized by the GPS PPS signal every second. In order to be separated 

from others, each transmitter transmits in a fixed time slot. Since CADI can be 

configured to receive signals every 50ms, and each transmitter just needs to transmit once 

per second, a time schedule, different from that for e-POP mission which is illustrated in 

Chapter 4, is used. In this experiment, transmitters at Walsingham, Delaware, and 

Tavistock are set to start transmitting at the time PPS signal arrives, 100ms after PPS 

signal arrives, and 200ms after, respectively. The longest propagation path is from 

Walsingham to UWO, which is 70.5km long. Assuming the F2 region is at 400km, it 

takes the signal 2.7ms to travel from the transmitter to the receiver. So the 100ms delay 

between transmitters is long enough that the signal from one transmitter can be reflected 

by the ionosphere and arrive at the receiver long before the next one starts transmitting.

Each transmitter transmits a LS113 sequence and works at 4MHz. For each of them, 

a half wavelength dipole antenna is employed. The length L of the dipoles can be 

calculated by the following equation. [ARRL handbook, 1991]

LA)=492*0.95-468 (5.1) 
F(MHz) F(MHz)

For 4MHz, the length is 117 feet or 35.662 meters.
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Figure 5.2 Timing diagram of the field experiment system

GPS PPS
Signal .__________________________________ 1 S -------------------------------------------------------------------------------•

IP

CADI 
Receiver

0

A/D

IF

Sampling__ ___ ___ ___ .
Waiting for next IRQ

% o

Walsingham

< 50ms >

Transmittinc

• : ΔT = 340x20us = 6.8ms

Waiting for next IRQ

Delaware
Transmitting

Waiting for next IRQ

Tavistock
Transmitting 1

Waiting for next IRQ /

/

ΔT - 113×τ = 4.52ms Chip rar

+ + - -

e τ

1
= 40μS «—•

■1

— — + —

5.2 Lab Experiments

Before field experiments, the transmitters were tested in the laboratary. Chapter 4 

shows that the output of transmitter can satisfy the signal and power level requirements. 

As it only takes a few milliseconds for signals to travel from transmitter to receiver, 
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timing is another important factor. Further experiments were done to make sure the 

transmitters and the receiver are precisely synchronized.

During the testing, the output from the transmitters is fed directly to the receiver 

through an attenuator. It is assumed that there is no time delay between the signal being 

transmitted and being received. Figure 5.3(a) illustrates the results when the transmitters 

start transmitting at the beginning of their own time slots. The peak locations represent 

half the distance that the signals travel. So, for this experiment, as shown in the figures, 

all the main peaks should appear at 0. Next, assuming the signal is reflected by the F 

region at 330km, all the transmitters are set up to start transmitting 1.1ms after their time 

slots come. These results are shown in Figure 5.3(b). These two experiments were 

repeated several times. All the results agreed with the Figure 5.3 and demonstrated that 

the synchronization between the transmitters and the receiver was correct.

5.3 Field Experiments

5.3.1 Data Analysis

The receiver board in CADI is configured to sample both I and Q channel signals 

and send them to a PC. The PC records all the data of every one hour in a MDI file. A 

Matlab program is written to read the data from the MD1 file, correlate the data with the 

Legendre 113 code, and save the correlation results in a MAT file. The peaks in the 

correlation results represent the targets, such as E and F region, and their locations 

represent the group range or virtual height of the targets. These results are used to 

generate the virtual height versus time (h '1) plots. Anther Matlab program is written to 

show the (h 't) plots observed from the three transmitters on the PC screen, as shown in 

Figure 5.4. Users can choose to load data from different times, and set up parameters,
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Figure 5.4 User interface of the data analysis Matlab program

such as height range and SNR threshold, to show the plots. In this figure, results from 

universal time hour 15, August 18th are shown. With the slide bar, this program also 

allows users to move these traces one at a time along the time axis to find the time delay 

of the same TIDs observed at the three locations. As introduced previously, the measured 

point, A, on the Delaware-UWO path is chosen as the origin point. So, according to the 

calculation method presented in Chapter 2, users should find the time delay between the 

same TIDs observed at A and C, and at A and B. Then, this program can calculate the 

speed and direction of the TIDs, display them on the screen and save them in a MAT file. 

Figure 5.5 illustrates how to find the time delay between A and B. The data is the same 

with Figure 5.4. In this figure, trace from A on the Delaware-UWO path is moved along
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Figure 5.5 User interface for TIDs analysis

the time axis for 210 seconds and agrees well with the trace observed from B on 

Tavistock-UWO path. So the time delay between these two is 210 seconds. The time 

delay between A on Delaware-UWO path and C on Walsingham-UWO path can be 

found to be 195 seconds. Therefore, the speed and direction of the TIDs are 170.1 meter 

per second and 75.856 degree clockwise from true North.

5.3.2 TIDs Analysis

After obtaining all the data required, the question is how to identify a TID.

Munro [1950, 1953, 1958] measured the TIDs for 9 years from 1948 to 1957. The 

way we measure TIDs is similar to his. In his research, three transmitters and one 

receiver were deployed and all of them were synchronized. The distances between 
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transmitters and receiver varied from 20km to 50km. Each of his transmitter transmitted a 

30 microsecond long pulse every 20 milliseconds in their own time slots. The system 

operated at 5.8MHz.

According to his observations, the manifestation of TIDs in the (h 7) plots can be 

mainly classified as three types, X, Y, and Z. Figure 5.6 shows some (h’t) plots from 

Munro [1953]. In Figure 5.6(a), the top trace in the top plot is an X shape. The top two 

traces in the bottom plot are loop shapes. Y shape is in Figure 5.6(b). It is a rather quick

splitting or branching of the trace, followed by the abrupt disappearance of one

(a) X or loop shape disturbances

400
300

(b) Y shape disturbances

IiiMiiiiMiiiiiMiiiiIiIiiiiTiii

(c) Z shape disturbances

Figure 5.6 Different TIDs shapes on h’t plot [Munro, 1953) 
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branch. Figure 5.6(c) shows Z shape. If these three types are not available, TIDs can also 

be identified by virtual height peaks; virtual height dips; and cross-over point of 'o' and 'x' 

rays [Munro, 1950]. However, they are not as precise or reliable as those three types. The 

possible reason of the appearance of those three types is given in the paper by Munro 

[1953].

5.3.3 Results

A. Result from Transmitter at Delaware

A CADI radar is operating at the same site with one of the transmitters at Delaware. 

This provides a chance to make sure the results from our system are correct. The CADI at 

Delaware works as a vertical ionosonde. The transmitter at Delaware and the CADI 

receiver at UWO work as an oblique ionosonde. As the site at Delaware is only 24.5km 

away from the receiver; and previous observations prove that the ionosphere is quite flat 

in this area, the virtual height versus time plots obtained from these two systems at the 

same time period should be almost the same. Observations of these two systems are 

compared. The comparison demonstrates that the observations from these two systems 

agree quite well. Figure 5.7 shows an example which is an all day long observation from 

the two systems on July 15. CADI has been running for more than ten years and is 

regarded as a reliable ionosonde. So it can be concluded that the field experimental 

system works correctly.

B. TIDs Observations

The observations of TIDs were implemented from August 17 to August 27. As 

suggested by Munro [1958], the time resolution of the (h t) plot is normally chosen to be 

15 seconds, and 30 seconds are used in some cases. TIDs are identified by the X, Y, and
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Z type disturbances. If all these three disturbances are not available, abrupt changes in 

height, height peaks, height dips, and ‘o’ and 'x' ray crossover are used. Figure 5.8 to 

Figure 5.13 show some examples. In the middle part of Figure 5.8, all the three traces 

shows X shapes. At the right part, traces from Walsingham and Delaware shows Loop 

shapes. In Figure 5.9, all these three traces show very clear Y shapes at the early part and 

in the middle of the hour. In Figure 5.10, traces from Delaware and Tavistock show big Z 

shapes while trace from Walsingham shows a peak and a small Z shape. Figure 5.11 is an 

example of height peaks and dips. Figure 5.12 shows an example of very big abrupt 

height changes. Crossovers are shown in Figure 5.13.

For each identified TID, its speed and direction is calculated and recorded. After all 

the data are processed, some statistical results are obtained. Munro [1958], and Waldock 

and Jones [1986] observed TIDs at mid-latitudes with networks of transmitters, at 

southern hemisphere and northern hemisphere respectively, for years. Munro used a 

network of transmitters about 50km apart, while Waldock and Jones used a network of 

transmitters 90 to 120km apart. The working frequencies were 5.8MHz (Munro) and 

4.7925MHz (Waldock and Jones). In our field experiments, transmitters are about 80km 

apart; and the working frequency is 4MHz. As our experimental setup is similar to theirs, 

it is of interest to compare our results with theirs.

Figure 5.14 illustrates the occurrences of the TIDs over time. This is the sum result 

of all the ten day data. The time in the figure is Universal Time. From this figure, we find 

that most of the TIDs happen during hour 11 to hour 23 which is 7am to 7pm in local 

time. No TIDs are identified from Oam to 6am, because no echoes from F and E regions 

are received during this period. The total number of TIDs identified is 117. So the
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Figure 5.13 Observations of crossover at hour 23, August 18
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average occurrence per day is 12. In Munro’ result [Munro, 1958], the occurrences rate is 

7 per day in August. As he usually only measured the TIDs during local daytime, from 

8am to 4pm, most of the TIDs he found were from 9am to 3pm. In Waldock and Jones’ 

observations [Waldock and Jones, 1986], the number of TIDs per day in August was 

around 28. They did not give the occurrences distribution for summer time. However, for 

results from all seasons, most of the TIDs appear from 6am to 11 pm local time.

Figure 5.15 shows the speed and direction distribution. The direction is the azimuth 

relative to true North. From this figure, direction is scattered and normally is in the range 

of 330 to 360 and from 0 to 150 degrees, which is also shown in the Figure 5.16. In 

Figure 5.16, the directions are grouped in 15 degrees segments. The more TIDs moving 

in a certain direction range, the longer the radius of the red area in that range is. The 

result shows that most of the TIDs go eastward and poleward, which agrees with Munro’s 

(mostly from 0 to 80 and from 330 to 360 degrees) [Munro, 1958] and Waldock and 

Jones’ (mostly from 270 to 360 and from 90 to 135 degrees) [Waldock and Jones, 1986] 

observations in August. The average direction is, respectively, 133 degrees (present 

study), about 25 degree (Munro), and about 180 degrees (Waldock and Jones). However, 

as Waldock and Jones mentioned, it is not possible to derive a meaningful average of 

direction if the spread is greater than 180 degrees.

For the speed, in most of the cases, it is in the range from 50m∕s to 350m∕s which 

is 3km∕min to 21km∕min. Speed distribution is shown in Figure 5.17. This shows that, in 

97% cases speed is in the above range, and, in 71% cases it is from 100m∕s to 250m∕s. 

This agrees with theoretical values and with Waldock and Jones’ all seasons’ observation
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67

330 30

300 60

15

270

120240

150210

North 
0

180
Direction Distribution

Figure 5.16 TIDs moving direction distribution

[Waldock and Jones, 1986], 83% in the range from 100m∕s to 250m∕s, and 97% from 

50m∕s to 350m∕s. However, compared with the observations of Munro [1958]—mostly 

from 5km∕min to 10km∕min, this speed is higher. The average speed, 189m∕s also agrees 

with Waldock and Jones’ result of August, which is about 180m∕s, and is higher than 

Munro’s result of August, 143m∕s. The reason may lie in the precision of the 

determination of time delay, since Munro used a smaller triangle of transmitters. Further 

observations are needed to find out the reason. However, it should be noted that, in 58% 

cases of present study, the speed is in the range of 100m∕s to 200m∕s or 5km∕min to 

12km∕min.

As we measure TIDs all day long, we find it interesting to compare the data 

between day time and night time. Here day time is defined as local time 6am to 5pm.
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Night time is from local time 6pm to 5am. Figure 5.18 illustrates the speed distribution 

difference. At night, speed is restricted to the range from 100m∕s to 400m∕s. During the 

day, speed distribution is more scattered. Also, night time speed is higher than day time. 

The average speed at night time is 213m∕s while it is 182m∕s during day time. Waldock 

and Jones’ results [Waldock and Jones, 1986] also show that speed increases toward 

evening hours. They believed that this was probably a consequence of the increased 

reflection height of the probing radio wave at night. At higher altitude there is more 

probability that faster and larger scale TIDs can propagate than at lower ionosphere 

height. This may also explain why the speed result of Munro’s is lower, because all his 

data are from day time. Munro [1958] also measured TIDs in winter night time, 1 Opm to 

2am local time, but only for 22 nights in June 1953. His nighttime results also show 

higher velocities than during day time.
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Figure 5.19 shows the direction distribution of day time and night time. During the 

day, most of the TIDs go eastward. At night, almost all the TIDs go northward. This 

agrees with both Munro’s August [Munro, 1958] and Waldock and Jones’ all seasons 

results [Waldock and Jones, 1986], both of which are mostly eastward during day time 

and are in the west-north quadrant at night time. To explain this, Waldock and Jones 

suggest that, because of the filtering action of neutral winds, the propagation direction of 

TIDs should rotate clockwise by 360 degrees in 24 hours due to daily variations of the 

neutral winds. They gave an example (their Figure 10) of such a rotation of TID azimuth. 

However, there is not a smooth rotation, and, as in Figure 5.15, our present data shows 

similar behavior to theirs.

Nighttime Speed Distribution
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Figure 5.18 Comparison of TIDs speed distribution between daytime and nighttime

As August is in winter at southern hemisphere, it is of interest to compare our 

results with Munro’s [1958] summer results. Using January, his result shows an
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occurrence frequency that is also 7 per day. However, the observation time is longer than 

in winter time. Most of the TIDs appear from 6am to 4pm local time. The average speed 

is 125m∕s, which is even lower than his August speed. However, his direction results are 

closer to ours. TIDs still go eastward, mostly in range 20 to 180 degree. The average 

direction is about 115 degrees. Short night time observations in January 1957 show no 

speed differences between day and night time in the summer. For the direction, during 

nighttime it is westward before and switches to eastward at midnight.

Daytime Direction Distribution 

0

Nighttime Direction Distribution 

0

| 10
90

Figure 5.19 Comparison of TIDs direction distribution between daytime and 

nighttime

From the above analysis, we know that our result agrees quite well with Waldock 

and Jones’ but shows marked difference with Munro’s. As we only take 10 days data but 

Munro measured the TIDs for 9 years, it is too early to give the reasons. More
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observations are required. However, the experimental results demonstrate that these 

transmitters work correctly and can satisfy the e-POP mission requirements. Among the 

three transmitters, the one at Delaware and the one at Walsingham have been working 

continuously for over 2 months, which proves that the transmitters are reliable.
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Chapter 6. Conclusion and Recommendations

6.1 Conclusion

A dual frequency transmitter for e-POP mission has been developed. It is required to 

transmit two pulsed adjacent frequency signals in the HF band and work synchronously 

with each other. The transmitter developed is controlled by a Motorola 9S12 

microcontroller and it allows users to set up the parameters through input switch panels. 

The transmitter can be configured to generate two pulsed adjacent frequency signals, and 

their phases can be modulated by several different modulation codes, such as Barker 13 

and Legendre 113. Lab experiments have demonstrated that the transmitter can operate in 

the HF band from 1 MHz to 20MHz; the output power level range is from 38W at IMHz 

to 12W at 20MHz. Experiment results also show that the transmitter can generate the two 

signals properly at the same time.

The transmitter is implemented with a CADI radar receiver to detect the ionosphere. 

The results agree with those obtained from CADI radar system, which proves that the 

transmitter operates correctly and can work with the CADI radar receiver.

To test these transmitters, three of them and a CADI receiver were synchronized to 

operate together to measure the TIDs in the ionosphere. This field experiment achieved 

success and proves the ability of the transmitters to operate synchronously with others. 

Two of the transmitters have been running for over two months, which demonstrates the 

transmitter’s reliability.

The observations of TIDs are compared with the results of other researchers. The 
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results show that, in summer time, at mid-latitude, most medium-scale TIDs move at the 

speed of 100m∕s to 300m∕s; most of them move eastward during day time and poleward 

during night time; and TIDs move faster during night time than during day time.

6.2 Recommendations

6.2.1 The Oscillator

On the DDS board, an oscillator is used to provide the reference clock to the DDS 

chip. As illustrated in Chapter 4, the output frequency of the DDS chip is proportional to 

the reference clock. Therefore, if the actual reference frequency is off the nominal value, 

the output frequency will also be off the required value.

The frequency tolerance of the oscillator utilized in this design is ±100ppm, which 

means the error of the oscillator is in the range of ±100Hz per mega-Hertz. The nominal 

value of the oscillator is 64.000000MHz. However, the real output as measured varies 

from 63.999670 to 63.999850 MHz. For the oscillator with 63.999670MHz output, the 

actual 4MHz and 18MHz outputs of the DDS chip are around 3.999980MHz and 

17.999910MHz.

This frequency error does not affect the range or location detection of the targets 

[Jing, 2003]. As only height information is used in our TIDs observations, it does not 

introduce errors to the results. However, if Doppler shift information is required from the 

echoes received by the receiver, errors will be introduced. The relation of Doppler 

shift, fd, and radiai velocity, vd , of targets along the line sight of the radar to the targets 

is:

5.=2y, (6.1) 
/
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where 1 is the wavelength of the probing frequency. Suppose the F region is at a height 

of 400km, the 3.999980MHz signal that propagates along the Walsingham-UWO path, 

which is 70.5km long, will introduce a 20Hz Doppler shift or 750m∕s speed error in the 

radial direction. This will give a 2270m∕s horizontal speed error or 795m∕s vertical speed 

error. Obviously, more stable and precise oscillators are required to avoid these big errors 

if Doppler or speed information is desired from the echoes.

6.2.2 The pre-Amplifier

The pre-amplifier utilized is the ZHL-32A from Mini-circuit. Its frequency range 

is 0.05 to 130MHz; the maximum power output is 800mW. However, even with no signal 

input, it consumes 0.5A at 24V. This makes a high output demand on the power supply. 

Currently, power supplies with over 1.5A output are used. These power supplies are big 

and expensive. Another problem of the pre-amplifier is that, since it consumes high 

current, it generates so much heat that an electric fan is required. In order to make the 

transmitter more compact and cheaper, a low-current amplifier is preferred.

6.2.3 Observations of TIDs

A network of three transmitters is used to measure the TIDs. However, the 

experiments are only 10 days long. Although the results obtained partly agree with those 

obtained by other researchers, there are still some discrepancies. More data are required 

to find out the reasons for the difference. Moreover, in order to get meaningful statistical 

results, such as the seasonal variations, longer observations are needed. Because the TIDs 

and time delay between measured points are identified manually, errors are inevitably 

introduced. Longer observations can decrease the random errors and therefore obtain 

more precise speed and direction results.
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Another way to decrease the errors is to put up another transmitter and use the 

data from that transmitter to verify the results obtained from the three transmitters 

[Waldock and Jones, 1986]. This fourth transmitter can provide valuable redundancy. If 

the results from these four transmitters agree closely, it will make the results more 

confident.
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APPENDICES

Programs Used for This Project:

A: 9S12dds9851boardl~5.asm

These five files are the control programs in the microcontrollers on the five 

transmitters. These programs are written in Assembly language.

B: readhourmdl .m

The CADI receiver records every one hour data in a MD1 file. This Matlab 

program reads in data in one MD1 file and saves them in a Matlab data format file.

C: GetHourDatawaldeltav5sec.m

This Matlab program uses B program to read in data of transmitters at 

Walsingham, Delaware, and Tavistock, correlates them with Legendre 113 code, and 

saves every five-second data in a Matlab data format file. The period of the data can be 

specified by the users.

D: GetHourDatawaldeltavSsecload.m

This program is the same with C program except that it loads raw data from files 

saved by B program instead of reading them from MDl file.

E: GetGraphWalDelTavloadGUI5sec.m

This program reads in data saved by C or D program, extracts data that are in 

specified height range and above specified SNR ratio, groups them in specified time 

resolution, such as 10, 15 seconds, etc, and outputs the results in matrix format.

F: WalDelTav15secs.m

This program controls the interface shown in Figure5.4. It uses E program to get 

the data. Its function is illustrated in Chapter 5.
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