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Abstract

This thesis calculates the potential resulting from a sphere placed inside of a cylinder 

of infinite length with a uniform field imposed at infinity. We start with a general 

discussion on axial and general multipoles in physics. We discuss how a potential 

function can be found by solving the Laplace equation in spherical or cylindrical co­

ordinates and how this technique is equivalent to finding the multipoles. We calculate 

the potential resulting from a sphere placed inside of a cylindrical tube. We do this by 

transferring multipoles expressed in cylindrical coordinates to spherical coordinates. 

The strengths of the multipoles are obtained as power series in the ratio of the radii 

of the sphere and the cylinder. The dipole strength of the sphere gives the increase 

of the potential drop along the cylinder. The presence of this sphere is electrically 

equivalent to increasing the length of the cylindrical tube. The new feature of this 

solution is the possibility of obtaining the analytic form of the singular behaviour of 

the solution.

Keywords: Multipoles, Laplace equation, Electromagnetics, Electrostatics, Fluid me­

chanics, Asymptotics
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Chapter 1

Introduction

From the point of view of modern theoretical physics, the Laplace equation is a 

classical equation that has been thoroughly studied. From the point of view of science 

and engineering, the Laplace equation requires further study. The properties of the 

equation itself are well understood. However, the detailed properties and implications 

of its solutions for technical applications require further study. Most engineering is 

based on classical physics.

This thesis examines one way to improve the efficiency of solving the Laplace 

equation and obtaining information about the properties of the solutions. These 

techniques are likely extensible to other classical equations such as the Helmholtz 

equation and the Stokes equation. The main feature of this technique is that the 

symbolic information is retained in an otherwise numerical solution.

In theoretical physics, many problems are solved using purely symbolic methods. 

These are usually simple problems such as a sphere falling slowly through an infi­

nite fluid or flow past a two-dimensional airfoil. Purely symbolic methods are often 

unsuitable for realistic problems which tend to be more complicated. Happel and 

Brenner [1] used traditional symbolic methods of fluid mechanics to approximately 

calculate flow around a small sphere in a relatively large tube. However, their methods 
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are inaccurate if the sphere is large in relation to the diameter of the tube. Those who 

support purely numerical methods argue that symbolic methods are poorly suited to 

more complicated flow problems such as this one. As numerical methods become 

increasingly feasible, symbolic methods are becoming less and less prevalent in many 

areas of physics and engineering as they are typically used only in the initial set-up 

of problems.

We use a symbolic-numeric approach to solve one class of physics problems. To 

describe this class of problems, we use the problem of a non-conducting sphere that 

is placed in the center of an infinitely long conducting cylinder. We start with an 

expansion in eigenfunctions which is a traditional symbolic method in 19th century 

physics. The difficulty arises in computing the coefficients, so we do this numerically. 

However, the series converges very slowly, so we combine the numerical calculation 

of the coefficients with a symbolic analysis of the series to obtain a useful expression 

for the increase in the resistance of the wire that results from the placement of the 

sphere.

A crucial parameter in this problem is the ratio of the diameter of the sphere to the 

diameter of the cylinder. Purely symbolic methods become progressively less accurate 

as this ratio approaches 1. However, purely numerical methods do not retain symbolic 

information which is very useful. A numerical solution is valid for only a single ratio 

of diameters. The method described in this thesis overcomes the shortcomings of both 

a purely symbolic approach and a purely numerical approach. The ratio of diameters 

is present in the solution and the solution is valid for any ratio. The presence of this 

parameter in the solution allows for the analytical study of the singular behaviour 

that occurs as the parameter approaches 1.

It is important to note that, for this problem, the information that is required from 

the solution greatly influences the best method of solving the problem. The method 

presented in this thesis is well-suited for obtaining the increase in the resistance of the
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Chapter 2

General Information on Multipoles

in Physics

Multipoles offer a convenient way of understanding and deriving solutions of the 

Laplace equation and other equations such as the linearized equations of fluid me­

chanics. This chapter introduces the basic theory.

2.1 Axial Multipoles

This section discusses multipole expansions of charge distributions located on the 

z-axis only.

2.1.1 Potential due to a Point Charge

Figure 2.1 shows an arbitrary point P and a point charge of size q located on the 

z-axis at z = C. Let p be the distance between P and the origin and P2 the distance 

between P and the point charge. The potential at P due to the point charge is [3]

= 11 (2.1)
47€ /2
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P(x,y,z)

Figure 2.1: Graph showing the location of an arbitrary point P in relation to a point 
charge located on the z-axis at z = (.

According to the Cosine Law,

p = p2+C2 - 2p( cos 0. (2.2)

If we consider the inverse of the distance between the points z =Ç and P as a 

function of Ç, 
f(C) =1=(2+c2- 2pç cos8)-4. (2.3) 

P2

Using a Taylor series at ( = 0, this function can be written as [4]

J) — nl ∂ζ" _ 
n=0 - ° jς=θ

From the geometry described in Figure 2.1, it is obvious that [5]

— (1) - 0 (1) 
8ç \P2) ∂z∖p2J'

We make use of this equation because p is a function of z. Thus, 
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and
= S (-C)" [Onf() 

V) ⅛ n! Ozn LA n=0 - -6=0
From (2.3),

F(0) = 1 
P

Thus, 
f(9 = X (-Q)n on (1). 
JAS — nl Ozn p) n=0

Combining this result with (2.1),

6=S (0"O (1)
47€ Z n! ∂zn p)

n=0 7
(2.4)

Using different methodology, a different equation can be reached for the potential 

at P. From (2.2), it follows that

and

2
S A2- cos 6 

P

1
P2

22 (— 2- cos θ 
P

Using the identity [6]
∞

(1 - 2t+t2) 2 = > P(x)t,
n=0

we can write the expansion of , as

1 °1
P2 Pn=0

' Pn(cose) ( - I .
- \p/

(2.5)

This is an important equation.
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P(x,y,z)

I J
I
I

Figure 2.2: Graph showing the location of an arbitrary point P in relation to a line 
of charge that starts at the origin and ends at z = I.

Finally, we arrive at an alternative equation for the potential at P,

41 4 5 0P.(cose) 
47€ p — pn n=0 I

All of these terms are equal to the corresponding terms in (2.4). Thus,

P(cose) - (1) 8n(1) (2.7) 
pn+1 n! ∂zn∖p)

2.1.2 Potential due to a Line of Charge

Figure 2.2 shows an arbitrary point P and a line of charge located on the z-axis from 

the origin to z = 1. Let the charge density over this line be o(C). Applying (2.6) to a 

very small element of the line of charge,

-0(0 S g"P.(cos 8) 
4πe 2 pn+1 

n=0 '
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Thus, the potential at the arbitrary point due to the entire line of charge is [5]

6-1 5 P(cgs0) f"otocdc (2.9)
476 P Jo

The expression 
p(n) = ∕ e(©)ç"d

is known as the axial multipole moment of nth order [5]. Thus, (2.8) can be written 

as
6=1S pm P(cose), - (2.9) 

47€ — pn+1 
n=0 I

or using (2.7),
6=1S (10n(1), (2.10)
Y 4T€ ZP n! Ozn (p)' 

n=0

The leading term in this expansion is

60 =1 p0,Po(cose) (2.11) 
47€ p

Since [7]

Po(cose) = 1,

this equation simplifies to 

60 - 1pol.

Let the total charge over this line of charge be q. Thus, 

p(O) = [ e(Q)dç=q

Finally, (2.11) simplifies to

60 =14 (2.12) 
47 € P 
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It is now apparent that the leading term of this expansion is equivalent to a point 

charge located at the origin with a charge of q. Assuming that this term is non-zero, 

this term is dominant for large p.

The second term in this expansion is

6 - IP(eose)
4ττe

Since [7]

Pi(cos 0) = cos 0,

this equation simplifies to

6=1 pgcose, (2.13) 47 €

where
pw = I o(©)çdç 

Jo

is known as the axial dipole moment. Generally, the first term in the expansion 

dominates for very large p. However, if there is no net charge, the first term will be 

zero and the second term will be dominant.

More generally, the first non-zero term in the expansion is dominant when I << p.

2.1.3 The Dipole Term

In the previous section, it was shown that the potential due to a line of charge can 

be approximated by the second term of the expansion Q1 if the net charge over the 

line is zero and I << p. It was also shown that the first term in the expansion φo is 

equivalent to a point charge located at the origin with a charge of q. In this section, 

we will find a configuration of point charges that is equivalent to the second term in 

the expansion Q1.

Let’s consider the charge configuration shown in Figure 2.3. One point charge has
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P(x,y,z)

Figure 2.3: Graph showing the location of an arbitrary point P in relation to two 
point charges. One point charge has a charge of —q and is located at the origin. The 
other point charge has a charge of +q and is located on the z-axis at z — lo.

a charge of —q and is located at the origin. The other point charge has a charge of 

+q and is located on the z-axis at z = lo. The potential at an arbitrary point P due 

to these point charges is

. 1q 1q 4/1 1)O =- - - - - - - - - - - - - - = ------ [--------- I . 
47€ 02 4πe p 47€ ∖pz p)

Assuming that lo << p, the second term of the multipole expansion will sufficiently 

approximate the potential at an arbitrary point because the total charge in the system 

is zero. Using (2.5) and ignoring all of the terms except the second term, the second 

term of the multipole expansion is

61 = L ^-P1(cosθ)- - 1p(ose)2) = Nto cose. (2.14) 
47€ \p PP P/ 47 € P

Referring to (2.13), it is evident that

qlo = p(1).
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ZA
z=loi •

- Q

7 P(x,y,z)

Figure 2.4: Graph showing the vectors that can be used to rewrite (2.14). p is 
directed along the z-axis from the origin towards the positive point charge and has a 
magnitude of qlo. p° is a unit vector directed from the origin towards the arbitrary 
point.

If q is allowed to approach infinity and lo is allowed to approach zero in such a manner 

that the product p(1) remains constant, (2.14) will apply everywhere except at the 

origin. Using (2.7), we can rewrite (2.14) as

We can also rewrite (2.14) using vectors. Let p be a vector directed along the 

z-axis from the origin towards the positive point charge and let the magnitude of this 

vector be qlo. Let p0 be a unit vector directed from the origin towards the arbitrary 

point. These vectors are illustrated in Figure 2.4. The second term can be written as

Since 

p°) ∂ (1)
4T€ ∂z \p)



the second term can also be written as

\P,

2.1.4 The Quadrupole Term

In this section, we will describe a configuration of dipoles that is equivalent to the 

third term in the expansion Q2. Let’s consider the charge configuration shown in 

Figure 2.5. One dipole has a moment of — p(1) and is located at the origin. The other 

dipole has a moment of +p(1) and is located at 2 = l1. The potential at an arbitrary 

point P due to these dipoles is [5]

6 (1) (2.15)
47 € ∂z2 \p;

Referring to (2.10), it is evident that

p(2) = 2p014 = 2qloli

where lo is the distance between the two point charges within each dipole. Thus, 

(2.15) can be written as
1 „(2) 82 /1\= S() (2.16)

4πe 2! ∂z2 ∖p)

If q is allowed to approach infinity and both lo and li are allowed to approach zero in 

such a manner that the product p(2) remains constant, (2.16) will apply everywhere 

except at the origin.

2.1.5 Higher Order Terms

In this section, we will describe configurations of charges that are equivalent to higher 

order terms in the expansion An. Let’s consider the charge configuration shown in

12



P(x,y,z)

Figure 2.5: Graph showing the location of an arbitrary point P in relation to two 
dipoles. One dipole has a moment of -p(1) and is located at the origin. The other 
dipole has a moment of +p(1) and is located on the z-axis at 2 = l1.

Figure 2.6. One multipole of order n — 1 has a moment of —p(n-1) and is located at 

the origin. The other multipole of order n — 1 has a moment of +p(n-1) and is located 

at 2 = ln. The potential at an arbitrary point P due to these multipoles is [5]

-(1)"pz2n-0n (1) 
n 4πe (n-1)! ∂zn (p)

Referring to (2.10), it is evident that

p(n) = np^~^ln^

Thus, (2.17) can be written as

_pn(-1)" on (1)
On ∣ o , n 0,1,....4T € n! Ozn NP/

(2.17)

(2.18)

If p(n-1) is allowed to approach infinity and ln-1 is allowed to approach zero in such a 

manner that the product p(n) remains constant, (2.18) will apply everywhere except 

at the origin.
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Figure 2.6: Graph showing the location of an arbitrary point P in relation to two 
multipoles of order n - 1. One multipole has a moment of -p(n-1) and is located at 
the origin. The other multipole has a moment of +p(n-1) and is located on the z-axis 
at z = ln.

2.2 General Multipoles

Section 2.1 on axial multipoles considered charge distributions located on the z-axis 

only. This section on general multipoles considers more general charge distributions, 

for which, vector notation is needed.

We will consider the potential due to an arbitrary charge distribution. This charge 

distribution is located inside a sphere with a radius of R that is centered at the 

origin. We consider the potential at a point P that is arbitrarily located outside 

of the sphere. Figure 2.7 shows the arbitrary point P and a differential element of 

charge dq located arbitrarily within the sphere. Let p be the vector from the origin 

to P. Let ρ1 = ξi + ηj + ζk be the vector from the origin to dq. Let P2 be the vector 

from dq to P. The potential at P due to the differential element of charge is

J 1 dq do , .4T€ IP2I
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Z A

Figure 2.7: Graph showing the location of a point P that is arbitrarily located outside 
of the sphere. A differential element of charge dq is located arbitrarily inside the 
sphere, p is the vector from the origin to P. pi=fi+ ηj + Ck is the vector from the 
origin to dq. P2 is the vector from dq to P.

Based on the assumption that Ipil << p,

P2 & P1 + P

Therefore, 
,1dq 1 ρdv 

dφ = -—  ---------- — -—  -------- i 4T€ Ipι + p∣------4T€ ∣Pι + P∣

Using a Taylor Series with f(z) = 1 [8],

, (1) 1 ( do= Odv -PiV+1*PiVV)47€ LIP Vp/ 2 \ Vp//

Integrating over the entire sphere,

CO 

6=2 
n=0 n=4t/o[-p-V ( 1 )

(p) Zp.-(p-vv())
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The leading term in the expansion is

Qo —
Ale Jodu.

This term is equivalent to a point charge located at the origin with a charge equal to 

the total charge contained in the sphere. Assuming that this term is non-zero, this 

term is dominant for large Ip.

The second term in the expansion is

47€

8(1 8x Ip
0(1 
∂y (Ip

This term is equivalent to the potential generated by a dipole located at the origin. 

The dipole term sufficiently approximates the potential for large ∣p∣ if it is non-zero 

and there is no net charge in the sphere.

The third term in the expansion is

, 1 1 ( ( /1)42=4e2 8P1* (Pi* VV (p) ) dυ

82(1) 82 (1) 82 (1) )
0x2 (Ipl) ^χ ^y (Ip) ∂χ∂z (Ip) 
82(1) 82(1) 82 (1) 

∂y∂x (Ipl) ∂y2 (Ipl) ∂y∂z (Ipl)
82(1) a2(1) a2(1)

_dzdx (Ipl) ∂z∂y (Ipl) Θz2 (Ipl) _ /

This term is equivalent to the potential generated by a quadrupole located at the 

origin. The quadrupole term sufficiently approximates the potential for large ∣p∣ if it

is non-zero and the first two terms in the expansion are zero.

The dipole term included the expression V(1) V (Ipl)
which is a tensor of first rank.

Likewise, the quadrupole term included the expression VV ( 1 ) which is a tensor 

of second rank. In general, higher order terms φn will include tensors of rank n. 
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• P(x,y,z)

Figure 2.8: Graph showing a grounded sphere with a radius of a that is centered at 
the origin, a point charge with a magnitude of q that is located on the z-axis at z = s 
where a <s, and a point P that is arbitrarily located outside of the sphere.

Similarly to the dipole and quadrupole terms, these higher order terms will include 

the necessary number of dot product operations to ultimately reduce the tensor to a 

scalar.

The first non-zero term in the expansion is dominant when R << p.

2.3 Solving Electrostatic Problems with Multi­

poles

2.3.1 Method of Images for a Grounded Sphere

Figure 2.8 shows a grounded sphere with a radius of a that is centered at the origin, 

a point charge with a magnitude of q that is located on the z-axis at z = s where 

a <s, and a point P that is arbitrarily located outside of the sphere. In this section, 

we will find the potential at P due to the grounded sphere and the point charge.

This can be easily accomplished using the Method of Images [9]. Suppose a point
.2 . charge is placed on the z-axis at z =b=. This charge is referred to as the image 

17



charge. Let the magnitude of the image charge be —q. This configuration is shown 

in Figure 2.9. The potential at P due to both charges is [3]

4πe Va2+y2+(z - s)2 4re V2 + y2 + (z - 6)2

1
= Are®

1 a
Va2+y2+(z-s)2 sa2+y2+(z - 92)2

1 a

Va2 + y2 + 22 - 2zs+s2 si/a2+y2+22 - 2@2 + 04

On the surface of the grounded sphere,

x2+y2+22 = a2

and

1 1
4ret Va2 - 2zs+s2

1 1== —q —
4T€ va2 — 22s + s2

a
sVa?-2=2+$.

1 -
Vs2 - 2zs+a2 _

Thus, the potential on the surface of the sphere due to the actual charge and the image 

charge is zero. In a sense, the presence of the image charge mimics the presence of the 

grounded sphere for this configuration. Using the uniqueness theorem, one can prove 

that the potential at any point outside of the sphere is equal in both the configuration 

shown in Figure 2.8 and the configuration shown in Figure 2.9 [10].
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Figure 2.9: Graph showing a point charge with a magnitude of q that is located on 
the z-axis at z = S where a < s, an image charge with a magnitude of —q that is 
located on the z-axis at 2 = b = “, and a point P that is arbitrarily located outside 
of the sphere.

2.3.2 Replacing an Image Charge with a Multipole

The image charge in Figure 2.9 can be replaced by a multipole located at the origin.

This methodology was described in Section 2.1.1. In this case, the distance between 

the image charge and the arbitrary point is

P2 = Vx2 + y2 + (z - b)2.

The potential at P due to the image charge is

1 b 1
• = -q------ ■ 

47€ ap2

Using (2.5),

1/10 /pn 1 CO /pn+1 $=—Q— > PW(cos e) (2) =—4 > P(cose) (2) 
4me'a pl ∖PJ 4me a 7 (p)
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where the variables θ and p are defined in Figure 2.1. Thus, the potential at P due 

to both the actual point charge and the multipole is

4T€ Vx2+y2 + (z - s)2
Ph(cos θ)4e a Z 

n=0

1
= ------Q4met

1 (b\n+1
Vx2+ y2+ (z - s)2 an= \p/

It may seem undesirable to replace a simple entity such as a point charge with a 

more complex entity such as a multipole. However, this methodology can be advan­

tageous because the multipole is located at the origin, as opposed to the point charge 

which is located elsewhere.

2.4 Solution of the Laplace Equation in Spherical 

Coordinates

An alternative method for finding the potential due to an arbitrary charge distribu­

tion is to find the solution of the Laplace equation with the appropriate boundary 

conditions. In this section, we will accomplish this using separation of variables. 

Figure 2.10 illustrates the relationship between spherical coordinates and rectangular 

coordinates. In spherical coordinates, the Laplace equation is [7]

— ( p2o ) + - ( we sin 0 ) + = 0. 
Op \ ∂p J sin 0 00 ∖∂θ / sin-6 0a2

v2 == 1 
p2

We will assume that the solution is axisymmetric, and therefore, independent of 

a. Thus, the solution can be represented by O(p, 0) and
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Figure 2.10: Graph showing the relationship between spherical coordinates and rect­
angular coordinates.

Therefore, the Laplace equation simplifies to

d ( 200 1 d (Oo ■ A) -∩ dp (P'ap)+ sine be (aesin ) ’

Substituting φ{p, 0) = R(p)@(9), 

S [P2R(p)e(e)] + sihese [R(p)e'(e)sinej = 0.

Expanding the first term and dividing the equation by R(p)0(0) yields

2pR'(p) + p2R"(p) 
R(p) + e(o)sine Sb le‘(e)sin.ej 0'

Thus,
2pR'(p) + P2R"(p) - 1 ∂ ere _

------ R(P)-------~ 0()sin0 30 [° (o) sine ^ A 

where A is known as the separation constant. Therefore,

p2R"(p) + 2pR'(p) - AR(p) = 0 (2.19)
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and

°[e'(e) sin 0] + X0(8) sin 0 = 0. (2.20)

Substituting x = cos 0 and y(x) = O(arccos x) = O(9) for -1 < x <1 in (2.20) 

yields the Legendre equation [7]

(1 — x2)y" — 2ry +y = 0

This equation has a valid solution only if [7]

λ = n(n + 1) for n = 0,1, 2,...

and this solution is a constant multiple of the Legendre polynomial [7]

On(B) = P.(x) = P.(cos e).

Since the valid separation constants are now known, (2.19) can now be written as

p2R"(p) + 2pR'(p) - n(n. + 1)R(p) = 0

Substituting the trial solution

R(p)= #

yields

k2 + k — n(n + 1) = 0.

The solution is

k = —n — 1,n.
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Therefore, the general solution for R(p) is

R(P) =Ap"+A4

If the given problem requires continuity at p = 0, then B = 0. If the given problem 

requires the solution to be bounded as p approaches infinity, then A = 0. If the 

given problem imposes neither of these conditions, then both of these terms must be 

retained. The formal series solution is

Φ(P, 0)=2 Pn(cos 0) ( Anpn + -H ) . 
n=0 N /

This solution is remarkably similar to the multipole expansion for the potential 

due to a line of charge given in (2.9). In fact, if

An=0 and Bn = -Lp(n),

then this result becomes identical to (2.9). Note that, in this case, An = 0 because the 

solution must be bounded as p → ∞. Solving the Laplace equation in spherical coor­

dinates and finding the coefficients An and Bn for a given set of boundary conditions 

is equivalent to finding the multipole moments for a given charge distribution.

2.5 Solution of the Laplace Equation in Cylindri­

cal Coordinates

In this section, we will use separation of variables to find the solution of the Laplace 

equation in cylindrical coordinates. Figure 2.11 illustrates the relationship between 

cylindrical coordinates and rectangular coordinates. In cylindrical coordinates, the
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Figure 2.11: Graph showing the relationship between cylindrical coordinates and 
rectangular coordinates.

Laplace equation is [7]

824 186 1 826 826
V2=-2+—= 0. (2.21) Or- r or r-00- OZz

We will assume that the solution is axisymmetric, and therefore, independent of 

a. Thus, the solution can be represented by φ(r, z) and

820=o.
802

Therefore, the Laplace equation simplifies to

824 106 82640 
∂r2 r dr ∂z2

Substituting Q(r, z) = R(r)Z(z),

R"(r)Z(z) + 1R(r)Z(z) + R(r)Z"(z) = 0. 
r

Dividing the equation by R(r)Z(z) yields

R"(r) + }R'(r) Z"(z) - 
R(r) T Z(z) ■
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Thus,
R"(r) + 1R'(r) = _Z"(z) L A 

R(r) Z(z) ’

where À is known as the separation constant. In this case, (—X) can optionally be 

used in place of λ. Using (—X) would lead to a differently expressed solution that is 

equally valid. We will proceed using λ. Therefore,

R"(r)+R'(r) - AR(r) = 0 (2.22) 
r

and

Z"(z)+XZ(z) = 0. (2.23)

(2.22) is the modified Bessel equation of order 0. Its solution is

R(r) = QI(Xr) + BKo(Xr).

The solution of (2.23) is

Z(z) = C sin(Az) + D cos(Az).

Therefore,

(C
•(r, z) = / [Q(t)Io(tr) + B(t)Ko(tr)][C(t) sin(tz) + D(t) cos(tz)]dt.

To use this solution to solve a boundary value problem, one would rely on the bound­

ary conditions to find the arbitrary functions Q(t), B(t), C(t), and D(t).

If

B(t)D()=2.42 and C(t) = Q(t) = 0,
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then

K(r,2) = / 242 Ko(rt) cos(zt)dt.

Using the identity [11]

CO
/ Ko(rt) cos(zt)dt =

Jo 
π

2 V22+72 '

we can write
E 2) - qπ L 14 

272€ 2Vz2 + r2 4Te p

This is identical to the potential due to a point charge located at the origin (2.12), or 

in other words, the first term in the multipole expansion of a given charge distribution.

If
C(t) =-2, Q(t) = 40) 

TT li(t)
B(t) = 1, and D(t) = 0,

then
2t Ki(t) 

4(r,2)=J -T[T(t) Io(tr) + Ko(tr) sin(tz)dt

This is equivalent to the potential of a unit dipole [12] and corresponds with the 

second term in the multipole expansion of a given charge distribution.

Like in the case of spherical coordinates, solving the Laplace equation in cylindrical 

coordinates and finding the arbitrary functions Q(t}, B(t), C(t), and D(t) for a given 

set of boundary conditions is equivalent to finding the multipole moments for a given 

charge distribution.
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Chapter 3

The Potential around a Sphere 

inside a Cylinder

We have discussed how, in the context of electromagnetics, an arbitrary charge dis­

tribution can be replaced with a multipole expansion where the multipole expansion 

consists of a collection of point charges. Similarly, multipole expansions can be uti­

lized in fluid mechanics. However, in the context of fluid mechanics, a multipole 

expansion consists of a collection of fluid sources and fluid sinks.

The solution presented in this chapter is partly based on the method of Linton [2], 

which in turn was based on earlier work [13, 14, 15, 16]. The asymptotic analysis 

was guided by a roughly similar calculation [17]. The difficulty with this geometry 

arises from the fact that there is no orthogonal system in which both spherical and 

cylindrical coordinates fit, so the usual method of separation of variables cannot be 

applied.

Linton [2] uses the method of multipoles to derive a general solution. This consists 

of constructing a set of functions that satisfy the governing (Laplace) equation and all 

the boundary conditions except the one on the sphere and representing the solution 

as a superposition of them. The condition on the sphere leads to an infinite set of 
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linear equations in the coefficients of the solution. A similar approach is given by 

Smythe [16], who studies the vector potential for the problem, instead of the scalar 

potential, but he also obtains an infinite system of equations. The first new feature of 

this thesis is the replacing of Smythe’s numerical solution of the system of equations 

with a more symbolic one. Our method expresses the unknown coefficients as series 

expansions in the ratio sphere radius to cylinder radius. While the numerical approach 

of Smythe must be repeated for each ratio, our symbolic solution is valid for all ratios.

The symbolic solution also allows an analysis of the singular behaviour when the 

sphere is almost the same diameter as the cylinder. In this case, we first obtain 

an asymptotic solution by matching approximations in the gap between sphere and 

cylinder with the field outside the gap. Because both solutions (the multipole one 

and the asymptotic one) are expressed symbolically, they can be matched and hence 

verified and used to improve convergence.

The first coefficient of the multipole representation has an important practical 

interest, being connected with the increase in the resistance of the cylinder for the 

electrical problem, or the effective increase of the tube length in the fluid problem, 

due to the insertion of the sphere. Our results agree well with the results computed 

by Smythe for different ratios.

3.1 Solution of Sphere Problem

We consider the potential around a sphere of radius a situated on the axis of a 

circular tube of radius d. We use a cylindrical coordinate system (r,z,a) and a 

spherical coordinate system (p, θ, a), both of which have their origins at the centre of 

the sphere and are scaled so that the boundary of the cylinder corresponds to r = 1. 

The spherical boundary is then given by p = X where λ is the ratio of the sphere 

radius to the cylinder radius. Note that this instance of λ has no connection with
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r = 1
"A

0

/p

Figure 3.1: The coordinate systems for the sphere inside the cylinder.

the instances of λ in the previous chapter. The axial symmetry is used to suppress 

reference to the azimuthal angle a. This coordinate system is illustrated in Figure 3.1. 

The two systems of coordinates are connected by the relations

Z — p cos 0, 

r = psin 0.

Far from the sphere, the potential tends to Vz, which can be interpreted as a 

uniform applied field, whether a velocity field or electric field. We introduce the 

velocity potential in the form Vz + φ. The disturbance potential φ must satisfy the 

Laplace equation in cylindrical coordinates

10( ∂φ∖
r ∂r 8r) + ∂z2

together with the boundary conditions

— = 0 on r = 1, 
or

— =-V COsO on p — λ, 
op
06 ∩ Il
oz

(3.1)

(3.2)

(3.3)
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The latter equation applies both when z → —∞ and when % → +∞. Therefore, 

• — m as z — —∞ and φ → η as z → +∞ where 7 and η are unknown constants. 

Since there is no net charge in the cylinder, according to Gauss’ Law, there must be 

no net flux at the boundaries of the cylinder. According to (3.1), there is no flux at 

r = 1. Therefore, the total flux across the top of the cylinder must be equal to the 

negative total flux across the bottom of the cylinder. Therefore, η = — and

φ→ nsgn(z) as z| → ∞. (3.4) 

where η depends on λ and is, in general, non-zero.

To solve the problem above we use dual expansions. First, we express the solution 

in cylindrical coordinates as a linear combination of functions satisfying the equation 

and all the boundary conditions but the one on the sphere. Then, we transform the 

solution in spherical coordinates and apply the condition on the sphere (see [2]).

In Section 2.5, we used separation of variables to solve the Laplace equation in 

cylindrical coordinates and we found that

o(r,z) = R(r)Z(E)

where

R(r) = Q(t)Io(tr) + B(t)Ko(tr)

and

Z(z) = C(t) sin(tz) + D(t) cos(tz).

We start by applying the boundary condition (3.1).

R'(r) = -Q(t)tl(tr) + B(t)tKi(tr).
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Applying the boundary condition at r = 1,

R'(1) = -Q(t)tli(t) + B(t)tKi(t) = 0.

Therefore,
Q^ = B(t)K1(t)

and

R(r) = B(t) K(I(tr)+Ko(tr)].
LI1(C) J

The potential function is antisymmetric in Z. Therefore, Z(z) must be an odd

function, D=0, and

Z(z) = C(t) sin(tz).

Therefore,
r∞ K.(+)

o(r,z) = / H(t) 1Io(tr) + Ko(tr) sin(tz)dt (3.5)

where H is a newly defined arbitrary function.

From Section 2.4, the solution of the Laplace equation in spherical coordinates is

∞ /
6(p,0) = > Ph(cos 8) ( Lnρn +

n=0

Mn.) 
pn+1) '

where Ln and Mn are the arbitrary constants.

Since z = pcos(0), $(-z) = —(z). Since the problem is symmetric in z.

—z = pcos(π - 0) = —p cos(e)

and
Pn(cose) (Lonp2 + JMMan) = Pn(-cose) (W + P2Man)

which is true only if L2n and M2n is zero. Thus we have eliminated half of the terms
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and
Co / 

o(p, e)=2 Pzn-1(cos e) ( L2^ιp2n-' + -2 ) • (3.6) 
n=1 N P /

Using the identity [18]

Pan-H(cose) = 26121 A E2n-1Ko(tr) sin (tz)dt,
P2n T(2n — 1)! Jo

we can write

2 Pn-i(cos e)Mbp = 2 Man- 
n=1 P n=1

2(-1)n+1 f∞

T(2n - 1)! J0 t2n 1Ko(tr) sin (tz)dt.

It can be proven that the order of summation and integration may be swapped in 

this case. Thus,

CO AT CCC Q(_1)n+12Pn-i(cose)-pan = / ∑ Mm-I^2n ^t2n-1K0W sin (tz)dt.

By combining this equation with (3.5), it is clear that

M(D) - 2 M-Irian-iye*

and

2(-1)"1,2n-1
π(2n — 1)!

KlIo(tr) + Ko(tr) sin(tz)dt.

Reversing the order of summation and integration again,

o(r, z)=X M2n-1 / 2(-1)07,e2n 1 Kil(tr) + Ko(tr) sin(tz)dt. (3.7)
— J0 T(2n-1)! Ii(t) ]
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Using the identity [18]

lo(tr) sin(tz) = 2 omD(tp)2m-1 
m=1 V /

P2m-1(COS 0),

CO

•(r, z) = 2 M2n-1
n=1

Γ 2(-1)"*1,2n-1 
Jo T(2n - 1)!

Ki(t) C (_1 )m+1
— 2 A- - - - - T(tp)2m-1Pm-1(cos 9) + Ko(tr) sin(tz) dt. 
li(t) n=1 (2m -1)≡

Now, (3.6) can be written as

, A © Pn-1(cos 9)Φ(p, 6)=2 M2n-1 —2n— 
n=1 P

ISO 2(-1)n+1 (-1)m+1 2m=1P AA f°42n-1 Ki(t),2m-14 
+22N2n-1 T(2n=1)! (2m=1)1P P2m-1( cos θ∖lo T(t)t 

n=1m=1 A 7

Next, we find the partial derivative

8 A 09 -2nP2n-1(cos 8) 8pp(P, 6)=2 M2n-1—02n+1— 
P n=1 P 

00 2(1n+1 (1)m+1 Fo K(+ +2 Σ M2n-1-2s(2m-1)02m-2P2m-1(cos 8) / t2n-11t2m-Idt -5 π(2n - 1)! (2m-1)! J0 li(t) n=1m=l ° ° 

and apply the boundary condition (3.2)

Po0,e) - -V cose = -VR(050) = 52^-1—^⅛⅛^^ 
Op — A-T 

+f f ^.1≡r±±dr∑(2m-"1)λ≡m-⅛-1(c08s) p^n 
-= π(2n-1)! (2m-1)! Jo li(t)n=1m=1 A 4 7
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We now must swap m and n in the last sum

∞
- VP(cose) = X M2n-1

n=1

-2nPn-1(cos 0) 
X2n+1

CO CO

+Σ 2 Mam-1 
n=1 m=1

2<μ)W(μW(2n.ιμ-⅛,..1(ms9) P°tm-iKtDen-tdt.
T(2m — 1).(2n — 1)! Jo li(t)

Therefore,

- VP(cos 8) = 2 M2n-1
n=1

-2n
X2n+1

CO 1 m+1 (_ 1 \+1 AC+Σ M2m-1 2 (2n - 1)A2n-2 / t2m-1
HE π(2m - 1)! (2n - 1)! Jo

Kit)t2n-ldt P2nLi(cose). 
li(t)

Substituting
A \ 2n+1

M2n-1 = ven)— 2n (3.8)

we obtain

Pr(cos 0)

Co CO

=E An+E A2n+2m-1Am 
n=1L m=1

2(_1)m±n+1 (CO
T(2m)!(2n - 2)! J0

t2(m+n-y) Ki(t)dt PLi(cose).
Ii(t)

L
(3.9)

We define coefficients Bmn as [19]

_ 2(-1)ntm±1 r +2(n+m-1) Ki(t).
5mn T(2m)!(2n - 2)1 Jo ' Ii(t) “ (3.10)

Substituting Bmn into (3.9),

C/c V
Pi(cos 8) = EA+E A2n+2m-1AmBmn ) Pn-1(cose).

n=1\ m=1 /
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By equating coefficients,

∞
A -I- A >2n+2m-1 A R _
in 1 ZA 4memn

m=1

if 1 = 2n — 1
. (3.11)

if 1 + 2n - 1

1

0

Using the Kronecker delta function

1

0

if i =J

if i 7 j

we can write (3.11) as 

-1∕1 R- inn —mn = 8n- (3.12) 
m=1

The convergence of this system of equations is proved in [2]. We start to solve 

this system of equations by assuming that each coefficient is a series in λ

∞
An(X) = X KnsX°. (3.13)

8=0

Substituting (3.13) into (3.12),

m=1 s=0

After rearranging,

∞ ∞∞ 

2 KnpÀP +EE Bmn Kms2nt2mts-1 = Ôn- 
p=0 m=1 s=0

We wish to equate the coefficients of λ to its various powers. To accomplish this, we
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define

p=2n+ 2m +s-1.

Thus,
∞ OOO

2 KmpXP+2 2 Bmn Km(p+1-2n-2m)AP — 81n.
p=0 m=1 p=2n+2m-1

(3.14)

Figure 3.2 illustrates how the double-summation is reversed to

∞

> KApAP +
p=0

p+1-2n
CO 2

Σ Σ Bmn Km(p+1-2n-2m)AP — ^ln∙
p=2n++1 m=1

(3.15)

We now examine this equation for various values of p with the intention of equating 

the coefficients of λ to its various powers. For p = 0,

For 0 < p < 2∏ + 1,

KnpAP + OAP = 1n.

For 2n + 1 ≤ p,
p+1-2n 

2

KnpAP + > Bmn Km(p+1-2n-2m)AP = In- 
m=1

We now equate the coefficients of A to its various powers to obtain the recurrence

relation:

Kno Ôin

Knp = 0
p+1-2n 

2

Knp + 2 Ban Ks(p+1-2(n+s)) 0 
s=l

for 1<n,

for 1 ≤ n, O<p< 2n + 1,

for 1 <n, 2n + 1 < p.

The dependencies in this recurrence relation are illustrated in Figure 3.3.
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m

m=1
P

Figure 3.2: The domain for the double-summation 2m=1 >P2n+2m-1 •. ∙ in (3.14).
p+1-2n

The double-summation is reversed to 202n+1 2m=1 in (3.15).

37



p =2n
Knp Coefficient Dependencies

11

10

Figure 3.3: The dependencies for many of the Krip coefficients. The dashed line 
follows the equation p = 2n. All of the coefficients that are on or below this line are 0 
except for k10 which is 1. Above the dashed line, all of the coefficients have potentially 
non-zéro values that are dependent on other Knp coefficients. The solid-lined arrows 
indicate these dependencies for some of the coefficients. For example, K(2)(10) is 
dependent on K27, K35, and K43. The dependencies for many of the coefficients are 
omitted to make the figure less cluttered.
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This type of solution works well if the quantity of interest is some single item. For 

example if we want only the effective increase in resistance then we need only A1 and 

it is a single series with computable coefficients.

3.2 Numerical Calculation of Bmn

The integral in (3.10) is not convenient for numerical evaluation because the function 

Ki(t) contains In t in its expansion, the integrand reaches extremely high values, and 

there are two special functions that must be evaluated. This section describes how 

we overcome these difficulties.

We begin by integrating by parts:

CO —9 ,Ki(t) Ki(t) t2m+2n-1 1∞ t2mr2n—2 - __ ____________________________

I1(t) Ii(t) 2m + 2n - 1
_ _ r +2mn+2n-1 Ki(t)li(t) - Ki(t)Ii(t) 

2m + 2n - 1 Jo I2(t)

The following derivatives were obtained using Maple:

/^) = Mt) - Io(f), 

KI(t) = -Ko(t) - Ki(t),

Substituting these derivatives into (3.16),

/0042m+2n-2Ki(t) _ 1 (0.2m+2n Ko(t)l(t)+Ki(t)lo(t)
Jo Ii(t) 2m + 2n-lJ0 I7(t) '

Using the identity [20],

Ko(t)I,(t) + Ki(t)Zo(t) -1
I2(t) tl}(t)'
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we find an alternative expression for Bmn:

Bmn
2(-1)n+m+1 r∞ +2(n+m-1)

T(2m)!(2n - 2)!(2n + 2m — 1) Jo 12(t) dt.

This expression is more convenient to numerically evaluate than our original ex­

pression for Bmn. However, its integrand still reaches extremely high values. This 

problem can be rectified by utilizing the asymptotic expansion

1 π ( 3 21 (1)TR(t)(eb)2 (2t+2 + 16t) +O (Ez)

This expansion was obtained using Maple. In order to reduce the maximum mag­

nitude of the integrand, we can subtract any number of these expansion terms from 

it. In order to compensate for this subtraction, we can algebraically evaluate the 

integral of the expansion terms that were subtracted and add this result outside of 

the integral.

The simplest example is to utilize only the first term of the asymptotic expansion. 

For simplicity, we substitute j ≡ m + n. In order to utilize the first term, we must 

algebraically evaluate § 2r2-dt. We start by integrating by parts:

FC +2j-1 Γ +2j-170 9, _ 1 r∞ +2j-2
/ —dt = - + 55 5odt (3.17) 

Jo e L 2e Jo 2 Jo e

-221/64. (3.19)
We make the following definition:

rC +K 
T = / ^dt
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Now, (3.18) can be written as

γ _  (2j 1)
1 2j-1 = ∖ —2— ) 1 2j-2-

Performing successive expansions,

— (2j 1)
12j-1 = ∖ —2— / 12j-2

/2j - 1) (2j-2) .
- 2) 2) T2)-3

(2j-1) (2)-2) 

(2j-1) (2j-2) 
V 2 ) \ 2 ) 

(2j-1) (2j-2) 
V2 )V 2 ) 

(2j-1)1
22j ■

Thus, 
Γ∞ 2t2j-1 _ T(2j - 1)! 

Jo e26 223-1

and
P 420-D, = T(2j-1)! + /°42041) 1L2mtld

Jo 237-1 TJ LTR(t) ^J ■

To further improve the numerical efficiency, more of the asymptotic expansion 

terms can be subtracted from the integrand in the same manner. Figure 3.4, Fig­

ure 3.5, Figure 3.6, and Figure 3.7 illustrate how this technique significantly decreases 

the maximum value of the integrand.
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2

8 10

Figure 3.4: Graph showing three different integrands with respect to t. The top plot 
is the original integrand 5⅛r wihh j = 2. The middle plot is the original integrand 
with the first and second asymptotic expansion terms subtracted. The bottom plot is 
the original integrand with the first, second, third, and fourth asymptotic expansion
terms subtracted.
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f
6 8 10

Figure 3.5: Graph showing three different integrands with respect to t. The top plot 
is the original integrand t20-1 with j = 4. The middle plot is the original integrand 
with the first and second asymptotic expansion terms subtracted. The bottom plot is
the original integrand with the first, second, third, and fourth asymptotic expansion 
terms subtracted.
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Figure 3.6: Graph showing three different integrands with respect to t. The top plot 
is the original integrand t20-1 with j = 12. The middle plot is the original integrand 
with the first asymptotic expansion term subtracted. The bottom plot is the original 
integrand with the first and second asymptotic expansion terms subtracted.
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Figure 3.7: A zoomed in view of the bottom portion of Figure 3.6.
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3.3 Numerical Calculation of Knp Coefficients

The following Maple code was used to calculate the Knp coefficients that are described 

in (3.13):

# The following procedure returns the matrix of the
# lambda coefficients.
# A[i] = \sum{j=0}\infty} K[i,j] ∖lambda j

gcO:
st := time():

ChangeoverParameter :=30 ;
Digits:=15;
P:=100;
N:=floor((P+1)/2)-1;

K:=Array(1..N,0..P):
BessInt:=Array(1.. 2*N) :
B:=Array(1 .. N, 1 .. N):

for j from 2 to 2*N do ## j = m+n
if j>ChangeoverParameter then Digits:=9; end if;
Besslnt[j] := evalf( Pi * ((2*j-1)!) / 2^(2*j-l) )

+evalf (Int( t (2*j-2)*(Bessell(1,t) (-2)
- 2*Pi*t*exp(-2*t)),t=0..infinity));

end do;

Digits := 15:

for m from 1 to N do
for n from 1 to N do

B[m,n] := evalf(BessInt[m+n]*2*(-l)^(m+n+l)
/(Pi*factorial(2*m)*factorial(2*n-2)*(2*m+2*n-l)));

end do;
end do;
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for n from 1 to N do
for p from 0 to P do

K[n,p] := 0;
end do;

end do;

K[1,0] := 1;

for p from 3 to P do
for n from 1 to floor( (p-1) /2) do

x := 0;
for s from 1 to floor((p+1-2*n)/2) do

x := x + K[s,p+1-2*(s+n)]*B[s,n];
end do;
K[n,p] := -x;

end do;
end do;
#unassign(‘x’): unassign(’y’): unassign( 'n) :

time() - st;
K[1] [P];

Kplot := [seq([ n,evalf(K[1,n]*2*sqrt(2)
/( Pi*(-1) n*binomial(-1/2,n)))], n=0..P)]:

plot(Kplot, v=0..P, style=point,symbol=circle,color=[black]);

L2 := [seq([ n,evalf( ( K[l,n] - Pi*(-1)^n*binomial(-1/2,n)
/ (2*sqrt(2)))∕((-l)^n*binomial(l∕2,n)))], n=1..P)]:

plot(L2, w=0..P, style=point ,Symbol=CirclejColor= [black] ) ;

This code includes a constant known as the ChangeoυerParameter. This con­

stant can be varied to sacrifice accuracy in order to achieve a faster computation time.

Table 3.1 shows the computed value of K(1)(81) and the computation time for various 

values of ChangeoverParameter.
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Table 3.1: The computed value of K(1)(81) and the computation time for various values 
of ChangeoverParameter. The computation time appears to be erratic because the 
method of measurement is not sufficiently accurate.

ChangeoverParameter Computed Value Computation Time (seconds)
1 0.0683002478594672 468.674
5 0.0683002476982358 429.829
10 0.0683002477488312 463.760
20 0.0683002477481718 497.908
30 0.0683002477481718 402.014
40 0.0683002477481718 438.362
50 0.0683002477481718 391.453
60 0.0683002477481718 454.025

Theoretically, the computation time should increase as ChangeoverParameter is 

increased. However, the tabulated results do not indicate this as the computation 

time appears to be erratic. This is because the increase in computation time is 

greatly outweighed by the inaccuracy of our method for measuring the computation 

time. This Maple code was executed on a personal computer and many uncontrollable 

factors such as background tasks caused the erratic measurements.

3.4 Expression for Potential Drop

The effect of introducing a spherical obstacle is an increase in the difference of the 

potential between the two ends of the cylinder. According to (3.4), this increase is 

2n, which has not yet been calculated.

To calculate this value, we use (3.7). In this equation, for terms with 1 < n, 

as z approaches infinity, these terms approach 0. Thus, the only term that we will 

consider is the term with n = 1. This term is

(0 2 K(+) " 
di(r,z) = M1 -t lIo(tr) + Ko(tr) sin(tz)dt.

Jo TT L li(t) .

Though this integral does not converge, the theory of generalized functions can be 
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used to show that, as z → ∞, [12]

Γ 2t K1l(tr)+Ko(tr)
Jo TT LIi(t)

sin(tz)dt → 2 sgn z.

Therefore, as z → ∞,

•(r, z) → M12 sgn z.

Using (3.8), we conclude that, as z — 00,

o(r, z) → VA1X3 sgn z.

Using (3.4),

η = VA1A3

and the increase in the difference of the potential between the two ends of the cylinder 

is

A6 = 2 = 2)3V Aj.

3.5 Asymptotic Behaviour

After we obtain the series expansion for the solution, we should consider the speed of 

convergence of the series and the efficiency for computing the numerical data. Many 

papers and textbooks from the 19th century (and even the 20th century) would 

present solutions to physics or engineering problems and end their discussion as soon 

as they had obtained a series expression for the solution. Since these expansions 

were typically obtained as perturbations around some simple state, they were most 

accurate for the least interesting cases. The series expansion that we have obtained 

also has this characteristic. It is an expansion around the state of no sphere being 

present and is most accurate for small spheres which only slightly perturb the field.
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ε

Figure 3.8: The geometry that used to obtain the asymptotic approximation. It is 
supposed that the gap between the sphere and the cylinder is € and the extent of the 
gap in the z direction is VE.

As the sphere increases in size, it requires more and more terms, or equivalently, it 

becomes less and less accurate.

We should examine the asymptotic behaviour of the problem when the diameter 

of the sphere is almost the same as the diameter of the cylinder. The non-dimensional 

parameter e = 1 — λ measures the gap between the sphere and the cylinder. This 

parameter is assumed to be much smaller than 1.

To accomplish this, we use a geometry that is described in [17]. In this case, two 

spheres had a small gap between them. This gap was approximated as a rectangle 

with a width of € and a length of VE. Note that this length is longer than the width 

because e < 1. The justification for this approximation was based on approximating 

the sphere surface in the gap with a parabola. It was argued that, for a parabola 

y = x2, the y coordinate increased by e as the x coordinate increases by VE.

Applying this idea, we suppose that the gap between the sphere and the cylinder 

is e and the extent of the gap in the z direction is VE. This geometry is illustrated 

in Figure 3.8. All of the electric field entering the wire must squeeze into this gap. 

Analogously, one could envision fluid flow squeezing into the gap. Inside the gap, the 

field is magnified by 1 and the length of the gap is √e. Therefore, the potential drop 

must be of order -

The most interesting part of this analysis is that it can be tested using the series 

solution obtained above. More extensive analysis predicts the constant of proportion­
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ality and we can write

A = -=(1 - X)-4 + 0((1 - X)2).2.2

Thus, if we expand the asymptotic solution with respect to X, we obtain the series

»( 2)xP+ 0((1 - 2)4).

p=1 P 7

The expression ( 2) is defined in Section 3.6. We also made the assumption for the

general solution that the coefficient expands as (3.13). By matching the two forms of 

the solution we predict that, as p — ∞,

If this prediction is true, then as p — ∞,

To verify this prediction, we numerically evaluated this expression for increasing val­

ues of p. These values are plotted in Figure 3.9 and they strongly indicate the validity 

of this prediction.

Including the second term in the asymptotic expansion, we predict that, as p — 00,

where Ω is an unknown constant. If so,

Kip- (=1)PG) 
(-1)P())

— Ω. (3.21)
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To verify this prediction, we numerically evaluated this expression for increasing val­

ues of p. These values are plotted in Figure 3.10 and they strongly indicate the 

validity of this prediction. Based on the numerical results, these values appear to 

converge at

Ω = 2√2. (3.22)

Therefore, we expect that, as p → ∞,

→ 1.
Kip-2(-D)7(p) 

2V2(-1)P(})

To verify this prediction, we numerically evaluated this expression for increasing val­

ues of p. These values are plotted in Figure 3.11 and they strongly indicate the 

validity of this prediction.

In applications, only the coefficient Al is of interest. It is related to the effective 

increase of length of the cylinder, due to the insertion of the sphere by formula (d is 

considered unitary)
AL=N -2X8A,.

This gives also the increase in resistance of the solid conducting cylinder due to the 

presence of a coaxial spherical bubble. The numerical results agree well with those 

obtained by Smythe [16], as indicated by Table 3.2.

3.6 Expansion of (p2)

In the previous section, (3.19) contained the expression (-). This is a non-typical 

application of the choose function because the first parameter is not a positive integer. 

This section explains the meaning of this expression in more detail. Since the first 

parameter is not a positive integer, we must use an alternative definition for the
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Table 3.2: The increase in resistance of a solid conducting cylinder due to the presence 
of a spherical bubble, or the effective increase in the length of the cylinder

λ our results Smythe’s results
0.1 .0020015 .002002
0.2 .0161026 .016107
0.3 .0551873 .055187
0.4 .1348792 .134879
0.5 .2776735 .27767
0.6 .5220452 .52205
0.7 .9463394 .94634
0.8 1.751238 1.75124
0.9 3.727701 3.7277

0.95 6.620650 6.6207
0.96 7.794011 -
0.97 9.511413 -
0.98 12.34329 -
0.99 17.97598 -
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choose function [21]:

(E)-AIlo-").N7 n=0

In this case,

11N Q 
n=0

= 1(-5)"()(3)(5)..(2p-1) 
=(-)00511

where T!! denotes the double factorial function which is recursively defined as [22]

1 if T = 0 or T = 1
T!! = <

r(r-2)u if T ≥ 2

This expression can be expanded further to avoid using the double factorial func­

tion.

(-2) _ (_1)1(2p-1)!
Np) \ 2) pl (2p - 2)!! 

(_1) 1 (2p)(2p-1)! 
\ 2) pl (2p)(2p - 2)!! 
(_1) 1(2p)! 
\ 2) pl (2p)!!

- (_1) 1 (2p)!
\ 2) p! 2Pp!

- LIP(2p)!
A ; [(2P) (p!)]2°
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3.7 Conclusions

We utilize a symbolic-numeric approach to obtain a solution for the Laplace equation 

in a cylinder that contains a sphere. This mathematical solution is applicable to a 

number of physical problems. It can be used to calculate the increase in resistance 

of a wire due to the insertion of a non-conducting sphere. It can also be used to 

calculate the effective increase in length of a pipe due to the insertion of a sphere. 

It can also be used to model heat flow throw a cylindrical heat conductor with a 

spherical insulator interrupting the heat flow. Theoretically, this technique can be 

used to model any physical parameter that is governed by the Laplace equation and 

the boundary conditions (3.1), (3.2), and (3.3).

The new feature of this technique is that Smythe’s numerical solution is replaced 

with a more symbolic one. The unknown coefficients are expressed as a series expan­

sion in the ratio of the sphere radius to the cylinder radius. This technique offers the 

advantage that the ratio of diameters is present as a parameter in the solution and 

the solution is valid for all ratios.
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