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Chapter 1 

1  Introduction 

It is now estimated that over half of the world’s population of seven billion people speak more 

than one language (e.g., European Commission Special Eurobarometer, 2006, 2012), and 

nowhere is bilingualism more prevalent than in Europe, where it is now estimated that 19% of 

people are bilingual, 25% are trilingual, and 10% speak four or more languages. Being able to 

communicate in multiple languages directly affects the mobility of workers within the European 

Union. Thus, it is no surprise that the EU has been encouraging its constituent states to push 

policy objectives that seek to establish a trilingual population, where citizens would be educated 

in their native language, English, and one of the other 22 languages spoken in the EU. Even more 

relevant, perhaps, is the case of Canada, where both English and French have legal equality in 

Parliament as well as in the court systems, and where access to many jobs within the government 

requires the ability to provide services in both English and French. Reflecting this policy of 

official bilingualism is the fact that French second-language education is a core part of the school 

curriculum in most provinces. 

From the perspective of cognitive psychology, one issue that having a bilingual curriculum raises 

is whether doing so affects students’ ability to learn, or, more specifically, their cognitive 

development. Cognitive psychologists have spent decades debating whether exposing children to 

multiple languages affects children’s development, and whether there are negative consequences 

of doing so. The most common assumption was that learning two languages would be confusing 

for children, and that their cognitive abilities would lag behind their monolingual peers (e.g., 

Hakuta, 1986), with studies showing that bilingual children and adults have smaller vocabulary 

sizes in each language than their monolingual counterparts (e.g., Bialystok, Luk, Peets, & Yang, 

2010; Gollan, Montoya, & Werner, 2002), have sparser semantic representations for words in 

both languages than monolinguals (e.g., Verhallen & Schoonen, 1998), and show slower 

comprehension and production of words even in their dominant language (e.g., Ivanova & Costa, 

2008; Randsell & Fischler, 1987). In contrast, other studies have shown that bilinguals 

demonstrate better executive control (e.g., Bialystok, Craik, & Luk, 2012; however, see Paap & 

Greenberg, 2013). One thing is clear from this research: learning a second language has a 
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fundamental impact on one’s cognitive development, and this impact can be both positive and 

negative. 

The scope of bilingualism research extends beyond investigating the effects of learning a second 

language on one’s executive functioning and language learning, however. To understand why 

these issues might arise in the first place, one must understand the effects of learning a second 

language on the organization of language representations in memory. Accounts of the effects of 

bilingualism on executive functioning, for example, often assume that any advantage for 

bilinguals stems from having to manage attention to two languages, and actively suppressing the 

activity of one language in memory to use the language that is appropriate in the current context 

of use (e.g., Green, 1998; Norman & Shallice, 1986). Such an account assumes that both 

languages are always activated, and that there is some level of interaction between them, even in 

monolingual contexts. Understanding the nature of how the two languages are connected and 

represented in memory, then, is a critical question that must be addressed. 

1.1         Translation Priming Paradigms 

Questions of how bilingual memory is organized have been typically answered using data from 

behavioural experiments. One of the most common experimental paradigms used is the 

translation priming paradigm. In this paradigm, a prime is presented in one language, followed 

by a target that is either a translation equivalent of the prime, or is unrelated to the prime (e.g., 国

王 (king) → KING vs. 鹹肉 (bacon)→ KING), and the subject must then make a decision on the 

target, typically a word-nonword decision. The assumption behind using translation priming is 

that, if the two languages are interconnected within lexical and semantic memory, using primes 

that are translation equivalents of the targets should preactivate lexical and semantic information 

about the target, making decisions on the target faster than when such information is not 

preactivated. 

In one of the earliest studies done on translation priming effects, Meyer and Ruddy (1974) had 

German-English bilinguals classify letter string pairs as either words (e.g., HORSE-ACHT) or 

nonwords (e.g., SLATSCH-PERSAGE) in the two languages. Meyer and Ruddy found that word 

pairs that were semantically associated with each other were classified more quickly than 
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unassociated pairs, and the size of the effect was just as large when the paired words were from 

different languages (e.g., SIEBEN-EIGHT) as when the pairs were from the same language (e.g., 

SEVEN-EIGHT). Other early research showed that these apparent cross-language “priming” 

effects occur only when the target stimulus immediately follows the prime in the different- (i.e., 

between-) language condition. For example, Kirsner, Brown, Abrol, Chadha, and Sharma (1980) 

had Hindi-English bilinguals complete a lexical decision task, (i.e., subjects had to decide 

whether each individually presented target was a word or a nonword). The experiment consisted 

of two blocks. In the first block, subjects had to respond to targets that could be either English or 

Hindi words or nonwords. In the second block, the original words were either repeated in the 

same language, or in the other language, and these words were mixed in with new words and 

nonwords. Using this paradigm, Kirsner et al. found a benefit of repetition when the target was 

repeated in the same language, but found little to no facilitation when the repetition was 

between-languages. Based on these findings, Kirsner et al. argued for a language-specific view 

of bilingual lexical representation.  

In a follow-up study using French-English bilinguals, however, Kirsner, Smith, Lockhart, King, 

and Jain (1984) found that between-language translation priming does occur when the target is 

presented immediately after its translation equivalent is presented in a more standard priming 

paradigm, and argued that these results mean that, while bilingual lexical representations are 

language-specific, the lexicons function within an integrated network. Other early work by 

Schwanenflugel and Rey (1986) extended the findings of Kirsner et al. using Spanish-English 

bilinguals. These experiments used short prime-target stimulus onset asynchronies (SOAs) of 

100 ms and 300 ms. Schwanenflugel and Rey found that the priming effects for cross-language 

(i.e., translation) primes were no different than for same-language primes, regardless of the SOA, 

and interpreted these results as meaning that bilingual lexical representations are connected by a 

representational system that is independent of language. In the intervening years, studies have 

repeatedly shown that translation priming is inevitably found when subjects are given an 

appropriate amount of processing time, regardless of whether the languages have a common 

script (e.g., Frenck & Pynte, 1987; Grainger & Beauvillain, 1988) or used different scripts (e.g., 

Chen & Ng, 1989). 
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The present research, unlike much of the early research, did not use a visible priming paradigm, 

as there are limitations to the conclusions one can draw from visible priming paradigms. Perhaps 

the most obvious issue is that subjects are consciously aware of the prime’s existence, and, as a 

result, can strategically use the prime to aid in making decisions about the target. For example, 

having a conscious appreciation of the prime can result in subjects generating expectations about 

what target will follow the prime, and using those expectations to prepare their response in 

advance. Such strategic processes may tell us little about the nature of bilingual lexical memory. 

Further, because the subject is fully aware that the task involves processing in their L2 and L1, 

subjects could then become aware of the purpose of the prime, which may induce a subject-

expectancy effect that biases the results of the experiment. Thus, while evidence from tasks using 

visible primes can provide some insights into how bilinguals’ lexical representations are 

organized in memory, a much stronger source of evidence would come from a paradigm that 

minimizes strategic processes, and which masks the bilingual nature of the task. Any results from 

such experiments can thus be thought of as providing a methodologically purer measure of 

bilingual lexical processing. The masked priming paradigm (Forster & Davis, 1984) was 

designed with this exact goal in mind. 

Masked priming is an experimental paradigm that was developed by Forster and Davis (1984), in 

which a prime (e.g., the nonword homse) is presented for a very brief period of time (~50 ms), 

and is sandwiched between a forward mask (e.g., #####) and a target to which the subject must 

respond (e.g., HOUSE), typically by making a word-nonword decision. Because the prime is 

presented so briefly and both forward and backward masked, few, if any, subjects are aware of 

its identity or even of its existence. Therefore, it is normally assumed that priming effects 

obtained in the masked priming paradigm must be due to automatic processes, because subjects 

are not consciously aware of any relationships between the prime and target stimuli. Critically, 

even though the prime is unavailable to consciousness, this paradigm has been found to produce 

robust effects on target processing latencies. For example, the word HOUSE is recognized 

significantly faster when it is primed by an orthographically similar nonword such as homse than 

when it is primed by a control nonword prime such as clinb. 

Based on a general acceptance of these assumptions concerning the masked priming paradigm, 

that paradigm has been frequently used in bilingualism research. As with the unmasked version 
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of the translation priming task, the masked translation priming paradigm involves presenting a 

prime in one language, followed by a target which is either a translation equivalent of the prime, 

or an unrelated word (which is also in the other language). In the masked version of the task, 

however, the prime is presented for only a very brief duration (~50 ms), and is typically 

sandwiched between a forward mask (#####) and the target. If a bilingual’s first (L1) and second 

(L2) languages share a common representation in memory, or, at the very least, the language 

representations interact with each other in memory, presenting a prime in one language (to be 

followed by its translation equivalent target in the other language) should preactivate the 

meaning of the target, making responses to those targets faster.  

One of the first attempts to examine bilingual language processing using the masked translation 

priming paradigm was reported by de Groot and Nas (1991), who studied Dutch-English 

bilinguals using cognate and noncognate translation pairs. Cognates refer to translation 

equivalents that, typically, have the same origin, and, as a result, have similar spellings and/or 

pronunciations (e.g., wife and wijf), whereas noncognates refer to translation equivalents with 

different spellings and sound patterns in the two languages (e.g., pants and broek). In the cross-

language priming conditions in their first two experiments, de Groot and Nas used cognate 

prime-target pairs in their translation condition, whereas noncognate prime-target pairs were 

used in the translation condition in Experiments 3 and 4. In Experiment 1, they presented prime-

target pairs, which were either within-language (i.e., English-English, Dutch-Dutch) or cross-

language (i.e., Dutch-English, English-Dutch), and were either repetition/translation prime-target 

pairs (e.g., ground-GROUND, grond-GROND, grond-GROUND, ground-GROND), 

associatively related (e.g., calf-COW, kalf-KOE, kalf-COW, calf-KOE), or unrelated (e.g., bride-

TASK, bruid-TAAK, bruid-TASK, bride-TAAK). In addition to finding substantial priming 

effects for the cognate prime-target pairs, de Groot and Nas also found significant cross-language 

associative priming in both the L1-L2 (i.e., Dutch primes and English targets) and the L2-L1 

(i.e., English primes and Dutch targets) direction. In their second experiment, de Groot and Nas 

(1991) successfully replicated those findings. That is, significant priming effects were found 

again for not only direct translation pairs (e.g., koe-COW), but also for associatively related 

cognate pairs (e.g., kalf-COW). In their third and fourth experiments, de Groot and Nas found 

that using noncognates still produced significant masked translation priming effects in the L1-L2 

direction, however, the priming effects for associative prime-target pairs disappeared. What de 
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Groot and Nas’s research as well as results from subsequent studies have made clear is that 

between-language masked priming effects are contingent on several factors, including whether 

the prime-target pairs are cognates (e.g., Gollan, Forster, & Frost, 1997; Sanchez-Casas, Garcia-

Albea & Davis, 1992, Experiment 1), and whether the prime-target pairs are direct translation 

equivalents of each other or are associatively related.  

1.2  The Masked Priming Asymmetry  

It should be noted that while de Groot and Nas (1991) studied masked cognate priming in both 

the L1-L2 and L2-L1 directions, their experiments using noncognates did not involve an L2-L1 

condition. Note also that, given that cognates are visually and phonologically similar, cognates 

are likely to produce priming that goes beyond the priming due to the shared meaning of the 

words. Even in the case where there is no orthographic overlap between the two languages (e.g., 

English and Japanese), a shared sound pattern could also contribute to any cognate priming 

effect. The obvious question, therefore, is what is the nature of translation priming when 

noncognates, words that are not orthographically or phonologically similar, are used? 

Whether masked translation priming would occur with noncognate prime target pairs in the L2-

L1 direction was fully addressed by Gollan, Forster, and Frost (1997) using both Hebrew-

English and English-Hebrew bilinguals. In each of their experiments, subjects were presented 

with English and Hebrew targets, which were either primed by within-language repetition and 

control primes (e.g., bunker-BUNKER vs. rodent-BUNKER; ידָה ירָמִּ ידָה-פִּ ירָמִּ ּ-רגליים .vs פִּ ידָהִִּּ ירָמִּ  (ִּפִּ

or by between-language translation (e.g., ידָה ירָמִּ  CASTLE) and control primes-טִירָה ,PYRAMID-פִּ

(e.g., רגליים-PYRAMID, סָגוֹל-CASTLE). Both cognate and noncognate pairs were used. Primes 

were presented in the L1-L2 direction in their first two experiments, and in the L2-L1 direction 

in their last two experiments. As with de Groot and Nas (1991), Gollan et al. found significant 

masked translation priming effects for both cognates and noncognates when subjects were tested 

in the L1-L2 direction. Critically, however, Gollan et al. found that the priming effects, for 

cognates and noncognates alike, were eliminated when testing was done in the L2-L1 direction.  

Similar results to Gollan et al.’s (1997) had been produced in previous unmasked priming tasks 

(e.g., Altarriba, 1991; Chen & Ng, 1989; Jin, 1990; Keatley, Spinks, & de Gelder, 1994). 
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Essentially, the clear trend observed across these experiments was that priming effects were 

larger when the prime was in the subject’s L1 and the target was in the subject’s L2. Even in 

Keatley et al.’s Experiment 3, where a significant L2-L1 priming effect was found, the priming 

effects for the L1-L2 direction were noticeably larger than the priming effects for the L2-L1 

direction. More importantly, the asymmetric priming effects have been replicated multiple times 

over the last two decades and the most common finding in the literature has been that significant 

priming effects occur in the L1-L2 direction, while null priming effects are found in the L2-L1 

direction (e.g., Chen, Zhou, Gao, & Dunlap, 2014; Dimitropoulou, Duñabeitia, & Carreiras, 

2011a, 2011b; Finkbeiner, Forster, Nicol & Nakamura, 2004; Grainger & Frenck-Mestre, 1998; 

Jiang, 1999; Jiang & Forster, 2001; however, see Basnight-Brown & Altarriba, 2007; Duyck & 

Warlop, 2009; Nakayama, Ida, & Lupker, 2016; Schoonbaert, Duyck, Brysbaert, & Hartsuiker, 

2009). 

1.3  Models of Bilingual Language Processing  

1.3.1  The Episodic L2 Hypothesis 

While it is clear from the research discussed above is that there is an asymmetry in the 

behavioural data that one obtains in translation priming, lexical decision tasks, with priming in 

the L2-L1 direction often not obtained, the debate over the theoretical mechanism that is 

responsible for producing this asymmetry remains unresolved. Several theoretical accounts have 

been proposed to account for the priming asymmetry. The first such theoretical account to be 

discussed is the Episodic L2 Hypothesis (Jiang & Forster, 2001). 

The Episodic L2 Hypothesis is based on the idea that the reason one does not obtain L2-L1 

translation priming effects in lexical decision is because L2 and L1 words are represented in 

different memory systems. Whereas L1 representations are assumed to reside in lexical memory, 

L2 representations are not. Rather, information about L2 words is assumed to be stored in 

episodic memory as a set of associations between L2 words and their L1 translation equivalents. 

That is, L2 information is represented episodically. This account argues that if the task is 

mediated by episodic memory processes, then an L2-L1 priming effect should be observed, 

whereas an L2-L1 priming effect should not be observed when the task is mediated by lexical 
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memory processes because the representations of the L2 primes (being stored in episodic 

memory) would not activate the lexical representations of L1 words. 

To test their account, Jiang and Forster (2001) used a masked L2-L1 translation priming 

paradigm in which subjects performed a speeded episodic recognition task. This task had two 

phases. In the first phase, subjects had to memorize a list of L1 words. In the second phase, 

subjects were presented with a mix of new words together with the old words, that is, the words 

that had previously been studied by the subject during the first phase of the task. Subjects had to 

decide whether each word was old or new as quickly and as accurately as possible. Most 

importantly, the words presented during the testing phase were primed by a masked prime in 

their L2. Jiang and Forster found significant L2-L1 masked translation priming in this task, 

however, crucially, the priming effect was only for words that had been previously presented 

during the training phase of the experiment (i.e., the “old” words, those that were stored in 

episodic memory). The priming effect for the new words was null. Further, using the same words 

that were presented in their speeded episodic recognition task, Jiang and Forster had subjects 

perform a masked L2-L1 translation priming task in which they had to make lexical decisions. 

As with prior research (e.g., Gollan et al., 1997; Grainger & Frenck-Mestre, 1998), the lexical 

decision task produced a null priming effect. Finally, Jiang and Forster had subjects perform the 

lexical decision task and the episodic recognition task in the L1-L2 direction. Under these 

circumstances, because the L1 words are represented in episodic memory, a null priming effect is 

predicted in the episodic recognition task, but a significant priming effect was predicted in the 

lexical decision task. Indeed, Jiang and Forster found that the episodic recognition task produced 

a null priming effect, while the lexical decision task produced a significant priming effect, 

consistent with the predictions of the Episodic L2 Hypothesis. 

In subsequent research, Witzel and Forster (2012) further tested the Episodic L2 Hypothesis. In 

their first experiment, Witzel and Forster replicated Jiang and Forster’s (2001) results that 

masked translation priming was produced in an episodic recognition task for studied L1 targets, 

but not for unstudied L1 targets, while at the same time replicating the asymmetry found in the 

lexical decision task (i.e., priming in the L1-L2 direction but not in the L2-L1 direction). In their 

second experiment, Witzel and Forster had subjects learn words in an unfamiliar language, and 

found that these words could prime their L1 translation equivalents in an episodic recognition 
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task, but not in a lexical decision task. In a final experiment, Witzel and Forster examined 

masked repetition priming in an episodic recognition task. When English L1 speakers were 

tested, repetition priming (L1-L1) was found only for old words. However, when Chinese-

English bilinguals were tested with the same items, a repetition priming effect was found for 

both old and new words. These results were interpreted as being consistent with the Episodic L2 

Hypothesis, and as evidence that L2 words that are acquired later in life are represented in a 

different memory system than L1 words. 

It must be pointed out that there is a serious problem for the Episodic L2 Hypothesis, however. 

That is, while this account can provide an adequate explanation of the task-specific differences 

between the episodic recognition task and the lexical decision task, Jiang and Forster’s (2001) 

explanation has difficulty explaining the results from semantic categorization tasks (e.g., 

Finkbeiner et al., 2004; Grainger & Frenck-Mestre, 1998; Wang & Forster, 2010; Xia & 

Andrews, 2015), tasks that, as will be noted below, also show L2-L1 priming. If L2 words are 

unable to activate relevant lexical representations for L1 words because they are represented in a 

different memory system, then a task such as semantic categorization, which would require the 

activation of lexical representations in order to access semantic information, should also produce 

a null priming effect. Witzel and Forster (2012) attempted to address this issue by arguing that 

the episodic recognition task and the semantic categorization task have more in common with 

each other than with the lexical decision task, in that lexical decisions can be made without 

accessing meaning, while episodic- and semantic-based decisions cannot. However, even Witzel 

and Forster note that this argument runs into serious problems when one considers results in 

semantic priming experiments which show that semantic relationships are important in lexical 

decision tasks (see Neely, 1991, for a review), or results from semantic categorization tasks 

using broad or ad hoc categories which do not show L2-L1 priming, even though semantic 

activation is still clearly required (e.g., Wang & Forster, 2010).  

Note also that, while it is entirely plausible that bilinguals’ L2 information is initially represented 

in episodic memory, the Episodic L2 Hypothesis does not allow for the representations of L2 

words to change over the course of L2 acquisition. It was instead assumed that the episodic links 

between L2 and L1 continue to be the sole relevant factor even for proficient L2 speakers. That 

proposition seems somewhat unrealistic for individuals who become quite proficient in their L2. 
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It is possible, however, that the Episodic L2 Hypothesis can account for how L2 words are 

represented within memory during the early stages of L2 acquisition, but over the course of 

becoming more proficient in their L2, the representations gradually migrate from episodic 

memory to lexical memory. Thus, the possibility that L2 representations migrate from episodic 

to lexical memory warranted examining. 

1.3.2  The Distributed Conceptual Feature Model  

The Distributed Conceptual Feature Model (DCFM; de Groot, 1992) provides another account of 

bilingual memory representation. This model assumes that bilinguals’ L1 and L2 are represented 

by differentiated systems at the lexical level, but these differentiated systems are directly 

connected to each other. The model further assumes that the languages share a common 

conceptual system with a distributed, rather than localist, architecture. Words in L1 and L2 are, 

however, assumed to vary in how many of their features at the conceptual level overlap with 

each other. The more overlap at the conceptual level, the more semantically similar the two 

words are. This model is thus built on the idea that translation equivalents can have meanings 

that are language-specific, and will not overlap perfectly with each other.  

The model makes what appears to be an easily testable assumption. It assumes that featural and 

conceptual overlap will depend on what type of word is represented. Therefore, translation 

priming effects would be larger for translation pairs that have more overlap in their conceptual 

representations. For example, as de Groot (1992, 1993) has argued, translation equivalents for 

concrete words should have more featural overlap than those for abstract words and, hence, 

should produce larger priming effects. Evidence concerning the viability of the DCFM (de 

Groot, 1992; de Groot, Dannenburg, & van Hell, 1994), therefore, comes from studies that have 

examined the effects of concreteness on translation priming. For example, in a study with 

Korean-English bilinguals, Jin (1990), using unmasked primes, found that concrete prime-target 

pairs produced larger priming effects than abstract prime-target pairs, regardless of whether the 

prime was a direct translation of the target, or was associatively related, supporting the model’s 

prediction. 
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There are, however, several challenges for de Groot’s (1992) model as well. First, the DCFM has 

difficulty accommodating the translation priming asymmetry. Regardless of translation direction, 

the model predicts equivalent priming effects, as the degree of featural overlap between the two 

words is constant regardless of prime-target direction. Further, while Jin’s (1990) study found 

evidence of an interaction between prime type and concreteness, this interaction was specific to 

the L1-L2 direction. In the L2-L1 direction, the interaction between concreteness and priming 

effects disappeared for translation equivalents, although it remained for the associatively related 

prime-target pairs. Such a finding would appear to contradict the DCFM, as the translation 

equivalent prime-target pairs should still be assumed to have more featural overlap than the 

associatively related prime-target pairs, and should still yield larger priming effects for concrete 

words as a result. 

A revised version of the DCFM (Kroll & de Groot, 1997) attempted to address the priming 

asymmetry problem by proposing that the connections between L2 lexical nodes and their 

conceptual features are weaker than the connections between L1 lexical nodes and their 

conceptual features for unbalanced bilinguals. Such a revision would, at least in theory, allow the 

model to account for the priming asymmetry in unbalanced bilinguals, while also accounting for 

why concreteness effects are weaker in the L2-L1 direction than the L1-L2 direction (see Jin, 

1990; Schoonbaert et al., 2009, Experiments 1 & 2). One issue with this interpretation, however, 

is that this account would appear not to provide a mechanism that would explain the task-specific 

nature of the priming asymmetry effect, as subsequent research has shown that the priming 

effects obtained in the L2-L1 direction are sensitive to the nature of the target task (e.g., 

Finkbeiner et al., 2004; Jiang & Forster, 2001; Wang & Forster, 2010; Xia & Andrews, 2015). 

An account that is solely based on differences in connection strengths between L2 and L1 lexical 

nodes and conceptual features can plausibly predict weaker priming effects from L2 primes in 

any task, but still cannot explain why tasks such as semantic categorization and episodic 

recognition would produce an L2-L1 translation priming effect while a task such as lexical 

decision would not. 
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1.3.3  The Sense Model 

Finkbeiner et al. (2004) proposed an alternative account of the priming asymmetry that was 

heavily based on the assumptions of the DCFM (de Groot, 1992; de Groot et al., 1994; Kroll & 

de Groot, 1997). Like the DCFM, Finkbeiner et al. assumed that lexical-level representations 

map onto distributed semantic representations. Where the Sense Model and the DCFM differ is 

that the Sense Model assumes that semantic representations are comprised of bundles of features 

bound together, corresponding to distinctive uses of each feature. They refer to these bundles of 

features as senses. Finkbeiner et al. largely base their ideas about semantic senses on research 

done by Rodd, Gaskell, and Marslen-Wilson (2002). According to Rodd et al., senses refer to 

systematic variations of a word’s meaning according to the context in which it is used. As an 

example, Rodd et al. discusses how the word twist can have a variety of dictionary definitions, 

including “to make into a coil or spiral to operate by turning, to alter the shape of it, to 

misconstrue the meaning of, to wrench or sprain, and to squirm or writhe” (p. 245). Even though 

the meaning of the word varies due to the context, the interpretations of the word are closely 

related to each other.  

Based on Rodd et al.’s (2002) account, Finkbeiner et al. (2004) argued that the semantic priming 

effect reflects the ability of prime words to preactivate semantic senses associated with the target 

words. The Sense Model is based largely on this idea, and makes a few key assumptions about 

the structure of these representations and, hence, about the nature of priming effects. First, it is 

assumed that words in both L1 and L2 are associated with several different senses, many of 

which are shared cross-linguistically. However, bilinguals who are acquiring their L2 may not be 

familiar with most of the senses associated with these words. Essentially, L1 words are 

associated with more semantic senses than their L2 translation equivalents. Second, and most 

importantly, it is assumed that the magnitude of priming produced by a prime is directly 

dependent on the number of senses that a prime can preactivate in a target. Priming can thus only 

occur in lexical decision tasks when primes are able to activate a sufficiently large proportion of 

the semantic senses that are associated with their targets. In the case of L1-L2 priming, when L1 

primes are used, the senses that have been acquired for L2 words are more likely to be senses 

that are shared with their L1 translation equivalent. As a result, L1 primes preactivate a large 

proportion of the semantic senses associated with L2 targets, and a priming effect is observed. 
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On the other hand, when L2 primes and L1 targets are used, the L2 primes only preactivate a 

small subset of the semantic senses associated with the L1 targets. Thus, a null priming effect is 

observed. 

The Sense Model makes several additional predictions. First and foremost, the sense model 

predicts that, even in monolingual tasks, masked priming effects should only occur when the 

prime contains virtually all the senses of the target, for example, when the prime contains many 

senses, and the semantically related target contains only one (shared) sense. Further, such a result 

should also be found in bilingual tasks, in that priming should only be obtained when targets 

with only a few senses that are known to the L2 learner and are shared with the prime are used. 

In contrast, even in the L1-L2 direction, using primes with a single sense and targets with 

multiple senses should produce a null priming effect.  

Yet another interesting prediction made by the Sense Model is that the asymmetry should be 

sensitive to task context. Specifically, the asymmetry should not be produced in tasks in which 

the proportion of primed to unprimed senses is irrelevant to the decision in the task. Specifically, 

Finkbeiner et al. (2004) identified the semantic categorization task, where it is assumed that, 

while words may be associated with several different senses, the only senses that matter in such a 

task are the ones that contain category-relevant information. For example, English word black 

and the Japanese translation equivalent 黒い, while containing several senses that are language-

specific and are not shared, contain the sense relevant for colour. In a semantic categorization 

task where subjects need to decide whether words are colours or not, only the sense that 

identifies the word as a colour is needed to make the decision and, hence, a translation priming 

effect would be expected in both directions. 

Empirical support for the Sense Model is mixed. Evidence consistent with the Sense Model was 

reported by Grainger and Frenck-Mestre (1998). In their studies, Grainger and Frenck-Mestre 

had English-French bilinguals perform semantic categorization and lexical decision tasks with 

translation priming in the L2-L1 direction. In their experiments, primes were presented in French 

(subjects’ L2), while targets were presented in English (subjects’ L1). Grainger and Frenck-

Mestre found a null effect of prime-target relationship in their lexical decision task, but when the 
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same stimuli were used in a semantic categorization task, a significant priming effect was 

produced, as would be predicted by the Sense Model. 

Finkbeiner et al.’s (2004) own research has also provided several key pieces of evidence that are 

consistent with their account. First, Finkbeiner et al. successfully replicated Grainger and 

Frenck-Mestre’s (1998) results, finding a robust masked L2-L1 translation priming effect in 

semantic categorization, but not in lexical decision. These findings have also been replicated in 

more recent experiments (e.g., Wang & Forster, 2010; Xia & Andrews, 2015). Perhaps more 

compelling, however, is that Finkbeiner et al. tested the Sense Model in a within-language 

setting by pairing many-sense words (e.g., head) with semantically similar few-sense words (e.g., 

skull), and used both a many-to-few priming direction (i.e., head-SKULL) and a few-to-many 

priming direction (i.e., skull-HEAD), in both a lexical decision task and a semantic 

categorization task. Finkbeiner et al. found that, even in a within-language task, a significant 

priming effect was obtained in the many-to-few direction, but no priming was obtained in the 

few-to-many direction in lexical decision. In semantic categorization, on the other hand, priming 

was obtained in both directions, consistent with the Sense Model’s predictions. 

Despite the Sense Model’s ability to account for these findings, there are several empirical 

challenges to its viability. Xia and Andrews (2015), for example, compared priming effects in 

the L1-L2 and the L2-L1 direction using both lexical decision and semantic categorization. 

While Xia and Andrews found that the priming effect was larger in semantic categorization than 

it was in lexical decision, replicating previous findings (e.g., Finkbeiner et al., 2004; Grainger & 

Frenck-Mestre, 1998; Wang & Forster, 2010), they also found that there was still a priming 

asymmetry in semantic categorization. Priming effects were still larger in the L1-L2 direction 

than in the L2-L1 direction, contrary to the assumptions of the Sense Model. 

Another serious challenge for the Sense Model comes from Chen et al. (2014). Chen et al. 

conducted three lexical decision tasks, with the first two directly testing the predictions of the 

Sense Model in a bilingual setting. First, Chen et al. had Chinese-English bilingual subjects 

perform a lexical decision task, where the masked primes were polysemous English words, and 

the Chinese targets were single-sense words. Critically, these polysemous English words were 

defined based on the number of senses mastered by the subjects. Chen et al. had a group of 
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subjects with similar English proficiency to their experimental subjects rate the number of senses 

of each English word. Words that had two or more senses based on these ratings were included 

as primes in their first experiment. Under the assumptions of the Sense Model, such primes 

should produce robust priming effects, as the primes should have activated all the senses 

associated with the targets. Second, Chen et al. had subjects perform a lexical decision task using 

single-sense L1 primes and polysemous L2 targets. Again, the Sense Model is clear in its 

predictions: L1 primes should not produce a robust priming effect if the proportion of primed to 

unprimed senses is low, which was the case in this second experiment.  

Neither of these predictions were supported by Chen et al.’s results. First, even when using 

polysemous L2 primes and single-sense L1 targets, the priming effects were still null. Second, 

even under circumstances where the L1 prime would only prime a small proportion of the L2 

senses, the priming effect still emerged. In short, even under conditions when the priming 

asymmetry should not occur, or, if it did, it should have been a reverse asymmetry, the same 

priming asymmetry was still observed.  

Chen et al. then proposed an alternative explanation, arguing that, rather than being due to 

asymmetries between L1 and L2 words at the semantic level, the null priming effects are a result 

of the language dominance. In their experiments, Chinese was the native language of subjects, 

and there was a processing advantage compared to English. As such, the semantics of the L1 

primes can be accessed faster than for L2 primes. To produce priming effects in the non-

dominant language, then, more processing time would need to be devoted to an L2 prime. To test 

this prediction, Chen et al. conducted a final experiment in which English primes were presented 

for 250 ms, to guarantee that subjects would have enough time to access the semantics of the L2 

prime. Their final study produced a sizeable (33 ms) translation priming effect. 

Note further that the Sense Model also fails to take the proficiency of bilinguals into account. 

Whereas some accounts of bilingual language processing assume that proficiency affects the ease 

of access to conceptual representations from lexical-level representations, and predict that more 

proficient bilinguals should produce masked translation priming effects in the L2-L1 direction 

(e.g., Dijkstra & van Heuven, 2002; Kroll & Stewart, 1994), the Sense Model is not able to 

accommodate such a prediction. Instead, the Sense Model would predict the opposite: as 
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bilinguals become more proficient in their L2, the senses that are acquired will tend to be 

language-specific. As a result, not only should L2-L1 priming still not occur, but L1-L2 priming 

should be reduced as well, as there would be less sense overlap in the semantic representations of 

L2 words for proficient bilinguals than for less proficient bilinguals, and a lower proportion of 

the senses in such words should be preactivated by L1 primes. Overall, while able to offer a very 

straightforward and understandable explanation of several findings in the literature, recent 

research has demonstrated serious flaws in the Sense Model. How these issues have been dealt 

with will be discussed after a review of some of the other theoretical accounts below. 

1.3.4  The Revised Hierarchical Model 

Perhaps one of the most cited models in all of bilingualism research, the Revised Hierarchical 

Model (RHM; Kroll & Stewart, 1994; Kroll & Tokowicz, 2001) was designed as a general-

purpose model of bilingual memory rather than as an account of the masked translation priming 

asymmetry. The RHM assumes that words in a bilingual’s two languages are stored in separate 

lexical memory systems, but share a common conceptual memory system. The two languages are 

also assumed to have bidirectional inter-lexical connections to each other, and access to each 

language is selective, such that bilinguals can inhibit or activate one language depending on the 

context. While words in either language can access conceptual representations, the RHM 

assumes that this ability differs for L1 and L2 words, depending on the strengths of the links 

between lexical and conceptual representations. For L1 words, conceptual representations can be 

readily accessed directly from the lexical forms, as it is assumed that the links between concepts 

and L1 word forms are very strong. For the L2, however, it is assumed that the direct conceptual 

links are weaker. There is thus an asymmetry in the connection between each lexicon and the 

conceptual representations. As a result, accessing meaning from L2 words often requires 

mediation by the L1 lexical representations. Thus, the lexical links from L2 to L1 are assumed to 

be much stronger than from L1 to L2, as the L2 is assumed to rely more on L1 for conceptual 

mediation than L1 does on L2. Over time, as bilinguals become more proficient in their second 

language, direct conceptual links are also acquired, and strengthen with L2 practice. Thus, this 

model assumes that, as bilinguals gain greater proficiency in their L2, their ability to directly 

access conceptual representations from their L2 increases. 
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The RHM (Kroll & Stewart, 1994) accounts for the translation priming asymmetry by assuming 

that the locus of the translation priming effect is at the conceptual level, rather than the lexical 

level, and since L2 lexical forms have a weaker connection to these representations, these primes 

do not effectively activate their conceptual representations, which means that the conceptual 

representations of the L1 targets are often not preactivated enough by an L2 prime. As a result, 

there are no priming effects. On the other hand, because L1 words have strong connections 

between their lexical forms and conceptual representations, L1 primes are effective at 

preactivating the conceptual representations of L2 targets. In addition, this account predicts that 

as bilinguals become more fluent in their L2, priming effects should begin to emerge in the L2-

L1 direction, as L2 words should be able to preactivate the conceptual representations of L1 

targets. 

1.3.4.1 Empirical support for the RHM 

Several findings have been interpreted as evidence for the RHM. Perhaps the most compelling 

evidence for the RHM comes from research done on balanced bilinguals. Up until this point, all 

the research that has been discussed has focused on bilinguals who acquired their languages at 

different periods in time. However, research on bilingual language processing has also been 

carried out on bilinguals that learned their two languages simultaneously from an early age. 

Unlike unbalanced bilinguals, balanced bilinguals are essentially equally proficient in their two 

languages. According to the RHM, the translation priming effect size should be comparable in 

the L1-L2 and the L2-L1 directions for balanced bilinguals. This prediction has been directly 

tested by Duñabeitia, Perea, and Carreiras (2010). Duñabeitia et al. tested highly fluent Basque-

Spanish balanced bilinguals in both the Basque-to-Spanish and the Spanish-to-Basque direction 

using both cognates and noncognates. In addition to replicating the cognate priming advantage 

found in prior studies (e.g., Gollan et al., 1997; Sanchez-Casas et al., 1992, Experiment 1), 

Duñabeitia found that, unlike unbalanced bilinguals, balanced bilinguals do not show 

asymmetric priming effects. These results provide support for the RHM’s predictions that 

balanced bilinguals should produce symmetric priming effects, as lexical forms from both 

languages should be able to access conceptual representations with nearly equal efficiency. 
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Similar results to Duñabeitia et al.’s (2010) had previously been reported in interlingual semantic 

priming tasks where the primes and targets were not direct translation equivalents. Perea, 

Duñabeitia, and Carreiras (2008), for example, tested highly fluent Basque-Spanish balanced 

bilinguals in both the Basque-to-Spanish and the Spanish-to-Basque direction using 

associatively-related noncognate pairs, rather than translation equivalents. Using this design, 

Perea found a significant semantic priming effect for both Basque-to-Spanish and Spanish-to-

Basque pairs. Contrary to the results obtained by de Groot and Nas (1991) with unbalanced 

bilinguals, the semantic priming effect was similar in size in the two directions. 

The results reported by Chen et al. (2014) can also be explained by the RHM. When using 

masked primes, the asymmetry can be explained by the RHM’s assumption that connections 

between L2 lexical forms and conceptual representations are weaker than the conceptual 

connections for L1 lexical forms. In their Experiment 3, the fact that priming effects emerged in 

the L2-L1 direction can be explained within the RHM framework by simply assuming that more 

time is needed to activate semantic representations from L2 lexical representations. Thus, the 

overall pattern of results reported by Chen et al. can be explained as being due to how easily the 

lexical forms in L1 and L2 can access their conceptual representations. 

The assumption that priming effects should emerge in the L2-L1 direction as L2 learners develop 

greater proficiency in their L2 has also been directly tested in several empirical studies. The first 

investigation of the effects of proficiency on L2-L1 priming effects in unbalanced bilinguals was 

reported by Dimitropoulou et al. (2011a), who tested three groups of unbalanced Greek-English 

bilinguals, who had different L2 proficiency based on both subjective and objective measures of 

proficiency. What was unusual about this study was that there were priming effects for all three 

groups, and L2 proficiency did not modulate the size of the priming effect. Such results are, 

understandably, not consistent with any of the prior literature, nor were these results consistent 

with any account of bilingual word recognition. However, in a subsequent paper, Nakayama et 

al. (2016) noted that Dimitropoulou et al.’s measure of proficiency, the Cambridge ESOL, was 

problematic.  

The issue is that the Cambridge ESOL allows an overlap in proficiency across its proficiency 

categories. Bilinguals can take the low-, intermediate-, or high-proficiency Cambridge ESOL 
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tests, and proficiency is indexed by their performance on the test that they took. Under this 

testing system, a bilingual who struggles, but passes, the high-proficiency category test would 

still be rated as being more proficient than a bilingual who easily passed a lower-proficiency 

category test, but never took the high-proficiency category test. Instead of using the Cambridge 

ESOL, Nakayama used the TOEIC. The TOEIC is a standardized test of English proficiency that 

assesses English listening, reading, speaking, and writing skills for workplace environments, and 

was designed to better differentiate between L2 proficiency groups. Using the TOEIC, 

Nakayama et al. conducted lexical decision tasks, and found significant priming effects with 

highly proficient Japanese-English bilinguals, but found null priming effects with less proficient 

bilinguals. The RHM can effectively account for these findings if it is assumed that proficiency 

modulates the strength of the connections between L2 and the conceptual store. With greater 

proficiency, the access of conceptual representations by L2 lexical forms becomes more 

efficient. Hence, a priming effect is observed for highly proficient bilinguals. 

1.3.4.2 Empirical Challenges to the RHM  

Despite the considerable support for the RHM, the model is not without its empirical challenges. 

In particular, a review of the RHM by Brysbaert and Duyck (2010) discussed several findings 

which they argued present enough of a challenge to the RHM, in particular its assumption 

concerning selective access to the desired lexicon, to warrant abandoning the model in favour of 

the Bilingual Interactive Activation plus model (BIA+; Dijkstra & van Heuven, 2002; see 

below). Brysbaert and Duyck questioned several of the assumptions of the RHM, including the 

assumption that languages reside within separate lexical systems.  

As evidence against the assumption of separate lexical systems, Brysbaert and Duyck cited 

Spivey and Marian’s (1999) results. Spivey and Marian evaluated whether Russian-English 

bilinguals would be influenced by their knowledge of English while carrying out instructions 

based on auditory L1 words. This study used a visual world paradigm, in which subjects 

simultaneously view a few objects (e.g., a candy, an apple, a candle, and a fork) and are asked to 

assume that they were performing an action on one of the objects in response to a request to do 

so (e.g., “pick up the candle”). Spivey and Marian then tracked the eye movements of subjects to 

see what objects the subjects fixated on. When done in English, subjects often looked at the 
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candy before the candle, consistent with Marslen-Wilson’s (1987) cohort model of auditory 

recognition, which assumes that words starting with the same sounds are simultaneously 

activated, and only once more information is available are alternative, incorrect words 

eliminated.  

Using this paradigm, Spivey and Marian (1999) gave Russian-English bilinguals instructions in 

L1 such as “Положи марку ниже крестика/Poloji marku nije krestika”, or in their L2 “Put the 

stamp below the cross”. One of the distracter items would be, for example, a marker (called a 

фломастер/flomaster in Russian). For Russian-English bilinguals, the words for marker and 

stamp would be competitors of each other, as the word for stamp (marku) sounds like the English 

word marker. Spivey and Marian found that subjects would often look at the marker before 

picking up the stamp. Overall, these results suggest that the names of objects in a bilingual’s 

other language are activated even in monolingual experimental settings. Spivey and Marian’s 

findings have subsequently been replicated several times (e.g., Marian, Blumenfeld, & Boukrina, 

2008; Marian & Spivey, 2003; Marian, Spivey, & Hirsch, 2003). 

The RHM’s assumption that language access is selective has also been challenged by Brysbaert 

and Duyck (2010), who cited Dijkstra, Timmermans, and Schriefers’s (2000) results. Dijkstra et 

al. adopted a go/no-go paradigm for use with Dutch-English bilinguals. In this experiment, their 

subjects were presented with words in English and Dutch, and subjects had to respond with a 

button press if an English word appeared, but had to wait for the next word if the word was 

Dutch. Dijkstra et al. compared words that existed only in English (e.g., home) to words that 

were interlingual homographs – words that exist in both languages, but have different meanings 

in the two languages (e.g., room means cream in Dutch). If subjects were able to selectively 

access their English lexicon while inhibiting their Dutch lexicon, subjects should not be 

influenced by whether the target had a meaning in both languages. Dijkstra et al. found that, 

regardless of whether subjects were tested in L1 or L2, subjects responded more slowly to 

interlingual homographs than non-homographs.  

Other research has shown that, while lexical access appears to be nonselective in general, the 

nonselectivity of lexical access can be constrained by a number of factors. For example, Libben 

and Titone (2009) studied the effects of sentence constraint, defined as the extent to which the 
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sentence context preceding the target word biased that word. French-English bilingual subjects 

read English sentences which either contained cognates (e.g., piano), interlingual homographs 

(e.g., coin), or matched control words, and the sentences either provided a low or high semantic 

constraint on the target language meaning. Under low semantic constraints, a significant cognate 

facilitation effect was found for first fixation, gaze duration, skipping, go-past time, and total 

reading times, while interlingual homographs produced inhibition. Under high semantic 

constraints, only early-stage measures (i.e., first fixation duration, gaze duration, and skipping) 

of comprehension were affected, suggesting that nonselective access is limited to early stages of 

comprehension in highly constrained contexts. Such results were consistent with other studies 

that have shown that contextual constraints place limits on nonselective lexical access (e.g., 

Duyck, Van Assche, Dreighe, & Hartsuiker, 2007; Schwartz & Kroll, 2006; van Hell & de 

Groot, 2008). 

Kroll, van Hell, Tokowicz, and Green (2010) have more recently addressed some of Brysbaert 

and Duyck’s (2010) criticisms of the RHM. While acknowledging that the RHM did originally 

assume selectivity, Kroll et al. noted that Kroll and de Groot (1997) discussed how the RHM 

could accommodate evidence for nonselectivity, and also noted that language selectivity was not 

a central issue that the model was created to address. Further, Kroll et al. note that such a critique 

of the RHM does not acknowledge that parallel access does not necessarily imply an integrated 

lexicon.  

Regardless of whether Brysbaert and Duyck’s (2010) critique of the RHM’s assumptions of 

separate lexicons and nonselective lexical access carry any theoretical weight or not, the issue 

with the RHM that is most relevant to the current discussion is how the RHM can account for 

task-specific effects on L2-L1 translation priming. Given that studies typically find significant 

L2-L1 priming effects in semantic categorization tasks (e.g., Finkbeiner et al., 2004; Grainger & 

Frenck-Mestre, 1998; Wang & Forster, 2010; Xia & Andrews, 2015), there is no reason for the 

RHM to predict that the same subjects should not produce priming effects in another task such as 

the lexical decision task. That is, as Finkbeiner et al. argued, if the weak L2 form-meaning 

connections are not a limiting factor in one task, then they should not be a limiting factor in 

another task. The RHM thus has difficulty accounting for the task-specific nature of the priming 
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asymmetry effect, and would require some modifications to successfully account for such 

findings. 

1.3.5  The BIA+ Model 

As with the RHM, the BIA+ (Dijkstra & van Heuven, 2002) arose as a general model of 

bilingual language processing. The BIA+ assumes that word processing in psychological 

experiments involves two subsystems: a word identification subsystem, and a task/decision 

subsystem. The word identification subsystem is comprised of units representing sublexical and 

lexical orthography and phonology, as well as semantics, and nodes denoting language 

membership. During the process of reading, nodes representing the sublexical orthography of 

words are initially activated, and contain bidirectional connections with both lexical orthography 

and sublexical phonology, both of which share their own bidirectional connections with lexical 

phonological units. Both lexical orthography and phonology, in turn, activate the semantic 

representations of the words and the language nodes. This information is then used by the 

task/decision subsystem, which determines the actions required to perform for the task.  

Dijkstra and van Heuven (2002) make several assumptions regarding the word identification 

subsystem. First, contrary to the RHM, the word identification subsystem is assumed to have an 

integrated lexicon. Access to word representations in both languages is parallel and nonselective, 

in that words in both languages are activated when bilinguals are exposed to a stimulus. As a 

result, written words in one language can activate the orthographic, phonological, and semantic 

representations of the other language also, especially when the two languages share a common 

orthographic system. For example, for a French-English bilingual, the English word four can not 

only activate its translation equivalent in French, quatre, but also its interlingual homograph in 

French, four, which means oven, as well as any other similarly pronounced or spelled words in 

both English and French. Second, the word identification subsystem additionally has language 

nodes which denote the language membership of words based on information from lexical 

orthography and phonology. While these nodes are assumed to have no effect on the actual 

activation levels of word representations, the nodes are assumed to minimize the amount of 

interference from the nontarget language when bilinguals are processing in one of their 

languages. Finally, it is assumed that representations in the word identification subsystem differ 
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in terms of their resting-level activations. Because bilinguals are typically more proficient in 

their L1 than their L2, representations for L1 are assumed to have higher resting-level activations 

than L2 representations. As a result, L1 representations require less time to become activated 

than L2 representations. However, as with the RHM, the BIA+ model assumes that the resting-

level activations of L2 representations increase as a function of the frequency of use of the L2, 

and the bilingual’s proficiency in the language.  

1.3.5.1 Empirical Evidence for the BIA+ Model 

Some of the earliest evidence consistent with the BIA+ model comes from research on 

orthographic neighborhood (Coltheart, Davelaar, Jonasson & Besner, 1977) effects on bilingual 

word recognition. Such results, in fact, provided some of the earliest evidence for the BIA+ 

model’s predecessor, the Bilingual Interactive Activation model (BIA; Dijkstra & van Heuven, 

1998). Using Dutch-English bilinguals, van Heuven, Dijkstra, and Grainger (1998) conducted 

both progressive demasking and lexical decision experiments to study how the recognition of 

words that belong exclusively to one language is affected by the word having orthographic 

neighbours (i.e., words that are spelled identically except for a single letter, meaning that log, 

fog, dig, dot, etc., are neighbours of dog) in either the same or the other language. Their results 

showed that responses to English targets were slowed by having a large number of orthographic 

neighbours in Dutch. When the number of neighbours was manipulated in the target word’s 

language, inhibitory effects were consistently produced in Dutch, and facilitory effects were 

produced in English. These findings were interpreted as evidence that activation of word 

representations occurs in parallel in an integrated lexicon. 

While making different assumptions about the organization of bilingual lexical memory, the 

BIA+ is often seen as being complimentary to the RHM, as the two models make similar 

predictions about masked translation priming effects. Much of the evidence discussed in the 

previous section on the RHM can also be said to be consistent with the assumptions of the BIA+ 

model. The BIA+ model can account for findings from studies on balanced bilinguals (e.g., 

Duñabeitia et al., 2010; Perea et al., 2008) if it is assumed that the resting-level activations of 

representations in bilinguals’ two languages are similar. When the resting-level activations of the 

two languages are similar, there is no delay in the activation of L2 representations compared to 



24 
 

 
 

L1 representations. Thus, both languages can successfully activate the representations of their 

translation equivalent targets when used as masked primes, and no priming asymmetry should be 

observed. Further, evidence consistent with the assumption that the activation of the L2 is slower 

was seen in Chen et al.’s (2014) Experiment 3, where it was found that priming effects emerged 

in the L2-L1 direction, but only when the presentation time of the prime was increased. That is, 

from the perspective of the BIA+ model, such a result is accounted for by assuming that because 

L2 representations have lower resting-level activity they take longer to sufficiently activate. 

Nonetheless, L2 primes are able to activate the lexical and semantic representations of the L1 

translation equivalent when given enough time, resulting in a significant priming effect. It is for 

this same reason that the BIA+ model is also well equipped to account for the effects of 

proficiency on masked priming.  

The results of Nakayama et al. (2016), clearly showing L2-L1 priming for highly proficient 

bilinguals, can be easily accounted for by this model if it is assumed that proficiency increases 

the resting-level activity of L2 representations, increasing the efficiency with which these words 

are able to activate the representations of the L1 target. In addition, the BIA+ model can account 

for findings that present a challenge to the RHM. For example, much of the research by Marian 

and colleagues (e.g., Marian et al., 2003, 2008; Marian & Spivey, 2003; Spivey & Marian, 1999) 

that found evidence that the lexicons of bilinguals’ L1 and L2 are integrated is accounted for by 

the BIA+ model’s integrated lexicon assumption. Further, the BIA+ model can account for 

Dijkstra et al.’s (2000) results showing evidence of nonselective access of languages during 

monolingual tasks. The BIA+ model’s ability to account for such findings when those findings 

have been argued to present a challenge for the assumptions of the RHM have led some 

researchers (e.g., Brysbaert & Duyck, 2010) to argue that the BIA+ model should be the 

dominant model of bilingual word recognition. 

1.3.5.2 Empirical Challenges for the BIA+ Model 

Although the BIA+ model can provide a coherent account of the priming asymmetry effect in 

lexical decision, it remains unclear how the BIA+ model would account for the significant L2-L1 

translation priming effects in both the semantic categorization task (e.g., Finkbeiner et al., 2004; 

Grainger & Frenck-Mestre, 1998; Wang & Forster, 2010; Xia & Andrews, 2015) and the 
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speeded episodic recognition task (e.g., Jiang & Forster, 2001) in situations where no priming is 

found in lexical decision. As with the RHM, the BIA+ model does not have an apparent 

mechanism to account for task-specific differences in translation priming effects. Although the 

model does have a task/decision system, it is assumed that task context cannot exert a top-down 

influence on processes in the word identification subsystem, as the actions executed by the 

task/decision system are based on the activation information from the word identification 

subsystem in a bottom-up manner. If priming cannot be observed for a set of bilinguals in the 

lexical decision task because the L2 activation was too slow or too weak to sufficiently activate 

the representations of the L1 translation equivalent, then there should also be no priming in other 

tasks such as the semantic categorization task or the speeded episodic recognition task. 

What is clear about the RHM and the BIA+ model is that while both models make assumptions 

about the nature of bilingual language processing that are well supported by empirical studies, 

neither model can provide an adequate account of the flexible nature of task-specific priming 

effects observed in prior literature. As with the RHM, to account for these findings, the BIA+ 

model would require some modifications to allow processing to be influenced by the nature of 

the task context. 

1.4  The Present Research 

As the above discussion indicates, much of the research that has been reported (e.g., Finkbeiner 

et al., 2004) has assumed that decisions in both the lexical decision and semantic categorization 

tasks are based on activity at the semantic level of processing. However, such an assumption 

may be inappropriate, and other theorists have proposed that tasks differ with respect to the locus 

of processing where decisions are made. In monolingual research, an example of such an account 

was proposed by Balota, Ferraro, and Connor (1991). Balota et al.’s account assumes that there 

are distinct sets of reciprocally connected units that process phonological, orthographic, and 

semantic information. Critically, Balota et al. assumed that decisions in different tasks are based 

on the processing of different sets of units. For the lexical decision task, the locus of decision-

making is based on activity within the orthographic layer. For tasks such as naming, the locus of 

the decision is in the phonological units. Finally, the semantic units are assumed to be the locus 

of semantic categorizations. Critically, it is assumed that any semantic influence on processing in 
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tasks such as lexical decision and naming occur via feedback from semantic units to either 

orthographic units or phonological units, which is assumed to enhance the settling of units in 

these layers (e.g., Hino & Lupker, 1996; Pexman & Lupker, 1999). Such an account stands 

somewhat in contrast to the assumptions of the BIA+ model, which assumes that decisions are 

based on a task/decision subsystem, and that decisions are not based on activity in any specific 

layer of units.  

If a major difference between tasks is the nature of the representation used to complete them, a 

claim that one could offer is, in the case of bilingual versions of these tasks, the influence of L2 

on task performance is mainly related to L2 competency in domains that are critical to 

performing the task and, hence, that is the reason for the task differences. For example, in lexical 

decision, which is heavily based on processing at the orthographic level, perhaps it is the 

subject’s knowledge of L2 orthography that predicts L2-L1 priming, rather than just overall 

proficiency. If such were the case, one might expect that L2-L1 priming effects in lexical 

decision would be predicted by subjects’ receptive and expressive abilities in their L2. On the 

other hand, in a semantic categorization task, in which the semantic layer is the locus of the 

decision, while one might still expect that, although reading and writing abilities are important in 

predicting priming effects, perhaps priming effects are predicted more by subjects’ semantic 

knowledge. While semantic knowledge may be difficult to quantify, one may look at subjects’ 

patterns of L2 usage. For example, subjects who use their L2 more of the time in home, school, 

and other settings may have more opportunities to gain a richer representation of the meaning of 

L2 words. As such, one might expect the influence of L2 in semantic categorization to be 

predicted by factors such as the amount of time that the L2 is used in daily life and different 

social settings, as well as the speaking proficiency of the learner. 

One of the shortcomings of prior research (e.g., Nakayama et al., 2016) was that proficiency was 

scored as a unidimensional construct. While there is no doubt that the TOEIC is a valid measure 

of English proficiency, using the total TOEIC score as a measure of (L2 English) proficiency is 

not optimal. Specifically, the TOEIC may gloss over differences in proficiency that subjects may 

have across different domains of English language use. For example, learners may be strong at 

speaking, listening, and reading in English, but their writing abilities may be weak. While such a 

learner’s TOEIC score would likely be lower than a learner who is proficient across all these 
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domains of English competency, the use of the total TOEIC score would not provide information 

on what domain of English proficiency may be weaker than the others. Note also that, for as 

much as these measures of English proficiency can be informative about learners’ competency in 

the English language, they are not informative about the social contexts in which learners are 

using their L2, which may shape how the language is acquired. As it is possible that different 

tasks emphasize the use of different language skills, priming effects in different tasks may be 

dependent on different facets of L2 competency. 

Such an expectation is not without foundation. Even in monolingual studies, research has 

consistently shown task differences in both neuroimaging and behavioural data. In neuroimaging 

research, for example, it has recently been shown by Chen, Davis, Pulvermüller, and Hauk 

(2013) that performing semantic categorizations is associated with greater activity in the left 

inferior frontal gyrus than performing lexical decisions, while performing lexical decisions is 

associated with greater activity in the right precentral gyrus, and reduced activity in the bilateral 

posterior middle temporal lobe. In behavioural data, a common finding is that different factors 

produce different effect sizes in different tasks. One of the most notable and often cited examples 

is the word frequency effect. The effect of word frequency is usually found to be one of the most 

robust predictors of lexical decision performance of any factors examined (e.g., Balota, Cortese, 

Sergent-Marshall, Spieler, & Yap, 2004; Brysbaert, Stevens, Mandera, & Keuleers, 2016; 

Brysbaert et al., 2011; Keuleers, Stevens, Mandera, & Brysbaert, 2015; Monaghan, Chang, 

Welbourne, & Brysbaert, 2017; Spieler & Balota, 1997; Yap & Balota, 2009). Yet, in tasks such 

as naming and semantic categorization, research has shown that that the effects of frequency are 

somewhat small (e.g., Balota & Chumbley, 1984). Such results are often interpreted as evidence 

that decision processes in different experimental paradigms emphasize the use of different kinds 

of information to complete the task, even when the same manipulation is being used, for 

example, masked semantic priming (e.g., de Wit & Kinoshita, 2014a, 2014b, 2015). Extending 

this notion to factors which affect the ease of access to the lexical or semantic representations of 

primes, then, implies that it would not be surprising if the factors and language processing skills 

required to effectively use the prime to drive decisions on the target also differed across tasks. 

In a task such as lexical decision, where subjects need to differentiate between words and 

nonwords, one factor that may affect translation priming performance is a knowledge of the 
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nuances of the English language, and being able to use English to communicate and articulate 

ideas in a precise manner. This notion is very similar to Swain’s (1995, 2000) Output 

Hypothesis. Swain argued that producing language, whether in the written or spoken modality, 

forces learners to process a language more deeply than required for inputting language, because 

it requires actively constructing the forms and meanings of the language. Undertaking a 

production task then, causes learners to notice gaps in their ability to express the precise 

meanings of things they wish to communicate. As a result, when trying to produce language, 

speakers/writers learn how to fill in gaps in their knowledge.  

Given the orthographic nature of the lexical decision task, one would thus expect performance in 

such a task to be related to the knowledge of orthographic forms in one’s L2, and in their L2 

vocabulary. One skill which has been linked to L2 vocabulary knowledge is L2 writing 

competency (e.g., Coxhead, 2011, 2018; Johnson, Acevedo, & Mercado, 2016; Laufer & Nation, 

1995; Staehr, 2008; Zhong, 2016). To express oneself competently in one’s L2 in writing, a 

writer must not only know what words can be used in a sentence, but also how to use these 

words appropriately. Thus, understanding the range and constraints of word meanings leads not 

only to stronger productive abilities in text within a language, but also an enriched representation 

of certain aspects of the language in memory (see also Perfetti, 2007).  

In a task such as semantic categorization, on the other hand, the task is typically characterized as 

being one that emphasizes semantic coding to a great extent (e.g., Hino, Lupker, & Pexman, 

2002). It may be the case that, beyond any self-reported reading, writing, speaking, or listening 

skills in English, the acquisition of greater semantic knowledge is associated with the extent of 

usage of the language in everyday life, as one acquires greater knowledge of the meaning of 

words through real-world interactions with not only other individuals, but also with the objects 

and concepts associated with their L2 labels, creating a more enriched and crystallized 

understanding of what these labels mean. 

Beyond accounting for how subject-specific differences in L2 proficiency contribute to 

translation priming, another issue that must be considered is the item-specific factors that 

contribute to the ease of access to the prime in masked translation priming tasks. One of the most 

testable predictions of the BIA+ model (Dijkstra & van Heuven, 2002), for example, is that the 
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temporal delay of L2 activation is related to the resting-level activation of the word 

representations in the language. Such resting-level activity is affected by not only the learner’s 

knowledge of their L2, but also by the characteristics of the words themselves. Some words are 

used more frequently in an L2 than others, and, as a result, would have a higher resting-level 

activation than lower-frequency words. It follows that such word-level differences would have 

an impact on the prime’s ability to preactivate the target’s representation. The frequency of the 

targets used in an experiment is another factor that would affect the size of priming effects 

produced, with recent research showing evidence that priming effects are larger when low-

frequency targets are used than when high-frequency targets are used, and when bilinguals are 

less proficient in the target language than when they are more proficient in the target language 

(e.g., Nakayama, Sears, Hino, & Lupker, 2012, 2013; see also Nakayama et al., 2016). Such 

results are consistent with the idea that the facilitation that is associated with translation priming 

is larger when the processing of targets is more difficult. What is unknown from prior research, 

however, is whether item-based factors play the same role in mediating translation priming in 

different tasks, such as semantic categorization and episodic recognition, given that research has 

shown that the decision processes associated with different tasks emphasize the use of different 

types of information (e.g., Balota & Chumbley, 1984; de Wit & Kinoshita, 2014a, 2014b, 2015). 

While much of what has been discussed in this review has focused on the translation priming 

asymmetry, the primary focus of the present research is instead on why the translation priming 

effect differs as a function of the task. It is clear that there is a quantitative difference in the 

priming effects that one obtains in a semantic categorization task versus a lexical decision task. 

The question becomes whether this quantitative difference is the result of a qualitative difference 

in the factors that predict L2-L1 priming in each task. Understanding what processes drive the 

L2-L1 translation priming effect in each of these tasks could provide valuable insights into why 

these overall patterns of effects emerge in the extant literature.  

The present research addressed these types of issues by examining the impact of subject-based 

and item-based factors on masked translation priming effects in three tasks: a lexical decision 

task, a semantic categorization task, and a speeded episodic recognition task. Subject-based 

factors included English and Chinese proficiency and the use of English in daily living, while 

item-based factors included prime and target frequency, length, and stroke count. Because few, if 
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any, studies have systematically examined the specific subject- and item-based predictors of 

translation priming effects, in this research I chose the factors that were the most obvious starting 

points for several reasons. First, for the subject-based predictors, these predictors would 

encompass a broad set of language skills in both L1 and L2, and represent skills that are 

measured by most standardized measures of language proficiency. While L2 skills were of 

primary interest in understanding what factors drive efficient access of meaning from masked L2 

primes, the possibility that translation priming effects were affected by target language 

proficiency also needed to be considered. Second, it was desirable to gain an understanding of 

the patterns of language use of each subject, as the improvement in L2 skills is predictably 

related to the frequency of use of the L2 in daily life. Third, given the generally robust nature of 

word frequency effects in behavioural studies, tracking the frequency of both the prime and the 

target could provide insights into factors that drive translation priming on an item-by-item basis. 

Fourth, prime length and target stroke count were included to account for the orthographic 

complexity of the primes and targets. While it is likely that other factors affect translation 

priming on a subject- and item-level basis, these factors were not included to keep the study 

design more parsimonious, as it was deemed more important to gain an understanding of how 

these fundamental skills and characteristics contribute to driving performance before further 

work can be done to elaborate on other contributing factors.   

The primary goal was to expand the current understanding of the underlying mechanisms that 

drive masked translation priming effects, how these processes differ across task contexts, and 

whether these different tasks also differ in the linguistic skills and item characteristics that affect 

L2-L1 priming in them. A second goal was to provide empirical information concerning how 

bilingual word recognition processes differ across different stages and facets of L2 development, 

and how the structure of bilingual memory changes as proficiency across different dimensions 

increases. Examining how proficiency changes the nature of L2-L1 priming effects should 

provide insight into how proficiency alters the structure and organization of bilingual memory 

over time as the L2 continues to develop.  

While the issue of the nature of L2 representations has been directly addressed in models such as 

the RHM, it has not been developed to the same degree in the BIA+ model (e.g., van Hell, 2002; 

Jacquet & French, 2002; however, see Dijkstra, Haga, Bijsterveld, & Sprinkhuizen-Kuyper, 
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2012). Further, the notion that proficiency plays an important role in L2-L1 priming appears to 

run contrary to the core assumptions of the Sense Model, as well as the Episodic L2 Hypothesis, 

which both assume that the lack of L2-L1 priming is a consistent phenomenon across all 

proficiency levels for unbalanced bilinguals. However, at least in the case of the Episodic L2 

Hypothesis, Forster (personal correspondence) has suggested that that model could be amended 

to include the assumption that, with greater proficiency, L2 representations migrate from 

episodic to lexical memory. As Forster further suggested, this idea has an interesting prediction. 

As bilinguals gain more proficiency in their L2, their priming effects in the speeded episodic 

recognition task should, in fact, diminish because many L2 representations would have 

“migrated” from episodic memory to lexical memory. 

In addition to providing an overall framework for understanding task differences in translation 

priming, there were three general ideas concerning the three tasks in question (lexical decision, 

semantic categorization, speeded episodic recognition) that were investigated. First, if the reason 

one often obtains null priming effects in the L2-L1 direction in lexical decision is because prior 

research has not accounted for subjects’ L2 orthographic knowledge and proficiency, subjects 

who report having high receptive and/or expressive competency in written English should 

produce a significant L2-L1 priming effect, while subjects who report having poor receptive 

and/or expressive abilities in written English should not produce a L2-L1 priming effect. In 

addition, the priming effects should be impacted by the relative frequency of the primes and 

targets. Priming effects should be larger for targets preceded by high-frequency primes than low-

frequency primes, and should also be larger for low-frequency targets than high-frequency 

targets. These predictions were tested in Experiment 1.  

Second, if the degree of priming obtained in a semantic categorization task is based on subjects’ 

semantic knowledge, it should be found that habits and behaviours which would lead to greater 

acquisition of L2 semantic knowledge should lead to priming in semantic categorization. 

Specifically, the extent to which subjects use English across different social contexts, and, to a 

lesser extent, their expressive abilities in written and spoken English should be key factors. 

Whether prime and target frequency would mediate translation priming in semantic 

categorization in the same way that it would in lexical decision, however, is less clear. These 

predictions were examined in Experiments 2 and 3.  
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Finally, as stated above, if L2 representations start off represented in episodic memory, but then 

transition to lexical memory as speakers gain greater proficiency in their L2, then subjects who 

are less proficient in their L2 across all domains should produce a significant priming effect in 

the speeded episodic recognition task, whereas subjects who are highly proficient in their L2 

across all domains should produce a smaller or null priming effect in the speeded episodic 

recognition task. Additionally, one should observe an effect of prime and target frequency. 

Because high-frequency L2 words are more likely to gain established representations in lexical 

memory, the priming effect in the speeded episodic recognition task should be more likely to 

occur with low-frequency primes than high-frequency primes. These predictions were tested in 

Experiment 4. 

These research questions were addressed using Chinese-English bilinguals as the target 

population. Chinese-English bilinguals were used for two reasons. First, most of the research that 

has reported a translation priming asymmetry effect has been done with bilinguals whose 

languages use different scripts (e.g., Finkbeiner et al., 2004; Gollan et al., 1997). Different script 

bilinguals were of greater interest due to this fact, as many of the task-specific differences that 

have been reported have been obtained under this circumstance (however, see Grainger & 

Frenck-Mestre, 1998). There are several critical differences between English and Chinese 

orthography which may influence the amount of translation priming produced by these 

languages. Most obviously, English uses an alphabetic orthographic system, while Chinese uses 

a logographic system. One of the critical differences between alphabetic and logographic 

systems is the way in which semantics maps onto orthography. For alphabetic languages such as 

English, the relationship between form and meaning is highly opaque, in that the individual 

graphemes within the system do not carry meaning, and there is only a weak overlap between 

orthography and morphology. As Yan, Zhou, Shu, and Kliegl (2012) have argued, this opaque 

mapping between orthography and semantics can mean that information about word meaning 

only becomes available at a later stage of lexical processing, and would have to be mediated by 

phonology. For logographic systems such as Chinese, however, each orthographic unit contains 

morphosemantic information. The mapping between orthography and semantics in Chinese is 

arguably closer than the mapping between orthography and phonology. As a result, accessing the 

phonology of a word is not necessary when accessing semantics.  
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A second reason that Chinese-English (as opposed to, for example, Japanese-English or Hebrew-

English) subjects were used was for convenience. Chinese-English bilingual students represented 

arguably the largest population of multilinguals that were available, which made acquiring a 

sample of subjects quicker and more efficient than if a different cross-script bilingual population  

had been used. 
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Chapter 2 

2  Experiment 1 

2.1  Method 

2.1.1  Subjects 

One-hundred-and-three undergraduate students (76 female, 27 male) at the University of 

Western Ontario participated in Experiment 1 for course credit. Of these participants, 97 were 

right-handed, three were left-handed, one was ambidextrous, and two failed to disclose their 

handedness. Subjects ranged in age from 18 to 34 years old (M = 19.29, SD = 1.69). Five 

subjects were excluded from the analyses due to not filling out their Language Experience 

Questionnaires (LEQs) properly (4.85% of the total data), leaving a total of 98 subjects. Of these 

98 subjects, 78 subjects reported speaking Mandarin and English as their two languages, while 

one subject reported speaking Cantonese and English, but knew simplified Chinese script. 

Nineteen subjects reported being trilingual. Three subjects reported speaking Mandarin, English, 

and Japanese, and were familiar with Japanese Kana and Kanji in addition to English and 

simplified Chinese. Thirteen subjects reported speaking Mandarin, Cantonese, and English, and 

were thus familiar with both simplified and traditional Chinese, as well as English orthography. 

Two subjects reported speaking Mandarin, English, and occasionally French. Finally, one subject 

reported speaking Mandarin, English, and Korean, and was thus familiar with simplified Chinese 

script, English orthography, and Korean Hangul. All subjects had normal or corrected-to-normal 

vision. 

2.1.2  Stimuli  

Experiment 1 involved a set of 100 word and 100 nonword Chinese targets, which were paired 

with 200 English word primes. All words and nonwords were composed of two Chinese 

characters. For the nonwords, the combination of characters was such that, while each character 

could have been a word on its own, the combination of the two characters was not (e.g., 石虎, or 

“rocktiger”). Word targets were primed by either an English translation prime or an unrelated 
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prime, resulting in 50 items per cell for each subject. The unrelated primes consisted of English 

words which were translation equivalents of other targets in the experiment, that is, the pairs 

were created by re-pairing the unrelated primes and targets (e.g., game-衬套, bush-游戏). Two 

lists of primes and targets were created to ensure that each target appeared in each prime 

condition across all lists. Words and nonwords were matched on stroke count. Mean ratings for 

stroke count and log frequency for all targets, as derived from the Chinese Lexicon Project (Tse 

et al., 2017), can be found in Table 1. Every target used in Experiment 1 can be found in 

Appendix B, which also shows the translation and control primes which were paired with it. 

Table 1. Means and Standard Deviations for Prime CELEX, Prime Length, Target Log-

Transformed Google Frequency, and Target Stroke Count for Words, Experiments 1-4. 

  Experiment 

  LDT  SCT  sERT 

Factor  M  SD  M  SD  M  SD 

Prime CELEX  36.30  121.98  30.74  68.51  50.55  59.29 

Prime Length  5.81  1.41  5.76  2.07  5.76  1.42 

Target Google Frequency  5.84  0.55  5.45  0.41  5.78  0.36 

Target Stroke Count  22.57  6.90  22.33  7.09  20.91  5.27 

Note: LDT = Lexical Decision Task; SCT = Semantic Categorization Task; sERT = Speeded Episodic Recognition task. 

2.1.3  Apparatus 

Stimuli were presented on an LG Flatron W2242TQ-BF LCD monitor, which had a refresh rate 

of approximately 60 Hz. Recording of response latencies and accuracies was done using DMDX 

software (Forster & Forster, 2003), with responses being made by pressing keys on a keyboard. 

 

 



36 
 

 
 

2.1.4  Procedure 

Subjects read a detailed letter of information about the study, and then provided their informed 

consent. Information about the subject’s background – including their age, the amount of time 

spent living in Canada, and their IELTS score – was then obtained. Subjects then completed a 

questionnaire to assess their self-reported level of proficiency, and the contexts in which they 

have used and acquired English. Subjects then sat in front of a computer. Subjects completed 

both the LDT for Experiment 1, and the SCT for Experiment 2 (the details of which will be 

presented subsequently). Half of the subjects completed the LDT first, and half completed the 

SCT first. Verbal instructions were either given in English if the experimenter was an English 

monolingual, or in Chinese if the experimenter was a native Chinese speaker. Letters of 

information, consent, and questionnaires were also conducted in English. The instructions for 

each experiment were exclusively written in simplified Chinese script. 

For Experiment 1, subjects were instructed to decide whether each target was a Chinese word or 

nonword as quickly and as accurately as possible, pressing the right Shift key for a word, or the 

left Shift key for a nonword. Subjects received 6 practice trials before beginning the experiment. 

The experiment itself consisted of a single block of 200 trials, with each trial beginning with a 

forward mask (############) for 500 ms, followed by the prime for 50 ms, then a backward 

mask (&&&&&&&&&&&&) for 150 ms, and finally the target to which they had to respond. 

As a result, the SOA was 200 ms, replicating the SOA used by Finkbeiner et al. (2004). All 

masks and primes were presented in 14-point Courier New font, while the Chinese targets were 

presented in 14-point DengXian font. 

2.1.5  Measures  

2.1.5.1 Background Information Questionnaire  

This questionnaire collected basic demographic information, including age, gender, whether the 

subject was born in Canada or came from abroad, as well as the number of years that the subject 

had been living in Canada. 
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2.1.5.2 The Language Experience Questionnaire (LEQ) 

This questionnaire was largely based on the Language Experience and Proficiency Questionnaire 

(LEAP-Q; Marian, Blumenfeld, & Kaushanskaya, 2007), which is a self-assessment measure 

involving several variables. The LEQ measures language exposure across several domains. First, 

subjects would indicate their native country, native language, and their second language, and 

then indicate at what age they moved to Canada if Canada was not their native country. 

Afterwards, subjects would indicate the order in which they learned their languages, and order 

the languages they know from most proficient to least proficient. Subjects were then asked about 

their use of English and Chinese in different environments and social contexts. Subjects gave 

estimates for the percentage of time that they used English and Chinese at home, at school, and 

in other social settings, and then rated their language proficiency across four domains: speaking, 

understanding, reading, and writing. Subjects also rated how proficient they were in both English 

and Chinese on a 10-point scale, ranging from 1 (very little proficiency in the language) to 10 

(highly proficient in the language). The questionnaire took approximately 5 minutes to complete, 

and consisted of 21 questions. The reliability of these measures was found to be good, as the 

self-rated speaking, understanding, reading, and writing measures were internally consistent in 

both English (Cronbach’s α = .92), and Chinese (Cronbach’s α = .83), while the use of English at 

home, school, and in other social settings was relatively poor (Cronbach’s α = .52). The mean 

values for the LEQ can be found in Table 2 for Experiments 1-3, and Table 3 for Experiment 4.  

 

 

  



38 
 

 
 

Table 2. Mean Language Experience Questionnaire Responses, IELTS, sPIP, iPIP, and PIP 

scores for Subjects, Experiments 1-3. 

  Experiment 

  Experiment 1  Experiment 2  Experiment 3 

Factor  M  SD  M  SD  M  SD 

PEH  9.10  13.69 (60)  9.10  13.69 (60)  6.45  7.61 (100) 

PES  65.53  25.41 (90)  65.53  25.41 (90)  70.07  22.82 (50) 

PEO  36.46  29.75 (100)  36.46  29.75 (100)  43.94  29.10 (85) 

ER  7.17  2.14 (7)  7.17  2.14 (7)  7.63  1.14 (5) 

EW  6.34  2.10 (7)  6.34  2.10 (7)  8.03  1.21 (5) 

EL  7.30  2.28 (7)  7.30  2.28 (7)  8.03  1.21 (5) 

ES  6.73  2.27 (7)  6.73  2.27 (7)  6.43  1.60 (6) 

CR  9.25  1.71 (3)  9.25  1.71 (3)  9.42  0.80 (4) 

CW  8.63  1.92 (5)  8.63  1.92 (5)  8.65  1.71 (6) 

CL  9.46  1.51 (4)  9.46  1.51 (4)  9.52  0.50 (1) 

CS  9.38  1.53 (3)  9.38  1.53 (3)  9.47  0.80 (3) 

IELTS  6.02  2.14 (5)  6.02  2.14 (5)  6.52  1.82 (4) 

sPIP  73.25  15.91 (111)  82.99  29.63 (144)  28.65  21.77 (101) 

iPIP  180.99  332.50 (1290)  71.13  97.80 (964)  40.68  106.43 (972) 

PIP  0.00  1.00 (9.45)  0.00  1.00 (7.58)  0.00  1.00 (7.05) 

Note: PEH = Percentage of time English is used at home; PES = Percentage of time English is used at school; PEO = Percentage of time English 

is used in other social settings; ER = Self-rated English reading proficiency; EW = Self-rated English writing proficiency; EL = Self-rated 
English listening proficiency; ES = Self-rated English speaking proficiency; CR = Self-rated Chinese reading proficiency; CW = Self-rated 

Chinese writing proficiency; CL = Self-rated Chinese listening proficiency; CS = Self-rated Chinese speaking proficiency; IELTS = International 

English Language Testing System; PC = Prime CELEX frequency; GF = Log-transformed target Google frequency; L = Prime length; NS = 
Target stroke count; sPIP = Subject Proficiency Impact on Priming; iPIP = Item Proficiency Impact on Priming; PIP = Proficiency Impact on 

Priming. The data reported for Experiment 3 use Experiment 2 coefficients. Ranges are shown in parentheses. 
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Table 3. Mean Language Experience Questionnaire Responses, IELTS, sPIP, iPIP, and PIP 

Scores for Subjects, Experiment 4. 

Factor  M  SD 

PEH  19.64  29.87 (100) 

PES  73.78  22.74 (80) 

PEO  48.27  31.30 (98) 

ER  7.73  1.16 (5) 

EW  6.87  1.33 (6) 

EL  7.90  1.14 (5) 

ES  6.81  1.68 (6) 

CR  9.27  0.95 (3) 

CW  8.44  1.72 (3) 

CL  9.47  0.75 (2) 

CS  9.38  1.00 (3) 

FL  9.33  4.66 (16) 

YL  11.69  5.48 (18) 

IELTS  6.43  1.92 (4) 

sPIP  62.53  29.96 (157) 

iPIP  -599.50  218.53 (1381) 

PIP  0.00  1.00 (5.20) 

Note: PEH = Percentage of time English is used at home; PES = Percentage of time English is used at school; PEO = Percentage of time English 

is used in other social settings; ER = Self-rated English reading proficiency; EW = Self-rated English writing proficiency; EL = Self-rated 

English listening proficiency; ES = Self-rated English speaking proficiency; CR = Self-rated Chinese reading proficiency; CW = Self-rated 
Chinese writing proficiency; CL = Self-rated Chinese listening proficiency; CS = Self-rated Chinese speaking proficiency; FL = Age at which 

subject first learned English; YL = Number of years subject has been learning English; IELTS = International English Language Testing System; 

PC = Prime CELEX frequency; GF = Log-transformed target Google frequency; L = Prime length; NS = Target stroke count; sPIP = Subject 
Proficiency Impact on Priming; iPIP = Item Proficiency Impact on Priming; PIP = Proficiency Impact on Priming. The data reported for 

Experiment 3 use Experiment 2 coefficients. Ranges are shown in parentheses. 

 

 

 











84 
 

 
 

4.2.4  Error Analysis, Experiment 2 Coefficients 

4.2.4.1 Prime x sPIP Analysis 

The additive model was favoured over the interactive model, BF = 45.32, θ = 2.55. None of the 

effects were significant in any of the analyses, zs < 1.29, ps > .1921. The mean error rates as a 

function of prime and sPIP tertile are shown in Figure 16. 

Figure 16. Mean error rates as a function of prime and sPIP tertile, Experiment 3 exemplars, 

Experiment 2 coefficients. Error bars represent 95% confidence intervals. 

                                                           
21 The effect of sPIP was significant when the screening criteria were loosened, z(2668) = -2.48, p = .013. 



89 
 

 
 

4.2.5.3 Prime x PIP Analysis 

The interactive model was favoured over the additive model, BF = 10.58, θ = 180.30. The main 

effect of prime, β = -15.51, SE = 6.54, t(2147) = -2.37, p = .018, and the two-way interaction 

between prime and PIP were significant, β = -25.38, SE = 7.00, t(2147) = -3.62, p = .0003, while 

the main effect of PIP was nonsignificant, β = 11.26, SE = 9.46, t(2147) = 1.19, p = .2324. The 

two-way interaction is shown in Figure 21. Overall, the combination of subject- and item-

specific factors that were used to compute the sPIP and iPIP scores, as derived from subjects in 

Experiment 3, predicted priming effects in Experiment 3. 

Figure 21. Response times as a function of prime and PIP, Experiment 3 exemplars, Experiment 

3 coefficients. Shaded areas represent 95% confidence intervals. 

                                                           
24 The effect of PIP was significant when the screening criteria were loosened, t(2401) = 2.36, p = .018. 
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4.2.5.4 Prime x Experiment Order Analysis 

The only significant effect in this analysis was the effect of prime, β = -39.46, SE = 17.01, 

t(2147) = -2.32, p = .01. Neither the effect of order, nor the two-way interaction was significant, 

ts < 1. 

4.2.5.4 Prime x List Analysis 

The effect of prime was once again significant in this analysis, β = 18.77, SE = 8.65, t(2147) = -

2.17, p = .015. In addition, the effect of list was significant, β = 71.46, SE = 20.27, t(2147) = 

3.52, p = .0004. Response latencies in List 1 (M = 619 ms) were significantly faster than 

latencies in List 2 (M = 672 ms). Most importantly, the two-way interaction between prime and 

list was nonsignificant, β = -18.86, SE = 14.66, t(2147) = -1.29, p = .20. There was no significant 

difference in the priming effect in List 1 (8 ms) and List 2 (10 ms). 

4.2.6  Error Analysis, Experiment 3 Coefficients 

4.2.6.1 Prime x sPIP Analysis 

The additive model was favoured over the interactive model, BF = 46.80, θ = 2.63. None of the 

effects were significant in any analysis, zs < 1.28, ps > .1925. The mean error rates as a function 

of prime and sPIP tertile are shown in Figure 22. 

                                                           
25 The effect of sPIP was significant when the screening criteria were loosened, z(2668) = -2.45, p = .014. 
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Figure 22. Mean error rates as a function of prime and sPIP tertile, Experiment 3 exemplars, 

Experiment 3 coefficients. Error bars represent 95% confidence intervals. 

4.2.6.2 Prime x iPIP Analysis 

The additive model was again favoured over the interactive model, BF = 47.69, θ = 2.68. None 

of the effects were significant in any analysis, zs < 1. The mean error rates as a function of prime 

and iPIP tertile are shown in Figure 23. 
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Figure 23. Mean error rates as a function of prime and iPIP tertile, Experiment 3 exemplars, 

Experiment 3 coefficients. Error bars represent 95% confidence intervals. 

4.2.6.3 Prime x PIP Analysis 

The additive model was again favoured over the interactive model, BF = 46.20, θ = 2.60. Again, 

none of the effects were significant in any analysis, zs < 1. The mean error rates as a function of 

prime and PIP tertile are shown in Figure 24. 
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Figure 24. Mean error rates as a function of prime and PIP tertile, Experiment 3 exemplars, 

Experiment 3 coefficients. Error bars represent 95% confidence intervals. 
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Chapter 5 

5  Combined Analysis of Experiments 2 and 3 

Before moving on to Experiment 4, a final series of analyses were conducted on the combined 

data from Experiments 2 and 3 to assess how well the coefficients derived from Experiment 2 

sufficiently account for the overall data from both experiments. One series used the coefficients 

from Experiment 2 whereas the other used the coefficients derived from the combined data of 

both experiments. Additionally, sPIP, iPIP and PIP scores were derived from the overall data to 

assess what factors best accounted for the priming data in the overall data. 

5.1  Results 

5.1.1  PIP 

The PIP coefficients derived from the combined data are shown in Table 8. The iPIP coefficients 

derived from the combined data with typicality accounted for are found in Table 10. 

Additionally, the means and standard deviations for the sPIP, iPIP, and PIP scores derived from 

the combined data are shown in Table 11. In the overall coefficients, the largest subject-based 

predictors were the use of English in other social contexts, the use of English at school, Chinese 

listening proficiency, English speaking proficiency, and English listening proficiency. Chinese 

reading proficiency was the only negative predictor for the full data. Without typicality, the 

largest facilitative item-based predictors were target frequency and prime length, while the 

number of strokes and prime frequency were the largest negative predictors. With typicality, the 

largest item-based predictors were target frequency and category typicality. Both prime length 

and frequency had a facilitative influence on priming, but the effect was relatively weak. The 

only inhibitory factor was the number of target strokes. 
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Table 10. iPIP coefficients for Experiment 3, typicality included, combined data from 

Experiments 2 and 3. 

Predictor  Experiment 3 Coefficients 

GF  6.12 

TYP  2.27 

L  0.70 

PCEL  0.63 

NS  -1.40 

Note: GF = Target Google frequency; TYP = Prime category typicality ratings; L = Prime length; PCEL = Prime CELEX frequency; NS = Target 

stroke count. 

Table 11. Means and Standard Deviations for sPIP, iPIP, and PIP Scores for the Combined 

Experiments 2 & 3 Data. 

Coefficients  M  SD 

Experiment 2 Coefficients     

sPIP  70.18  36.28 

iPIP  71.66  100.21 

PIP  0.00  1.00 

Combined Coefficients     

sPIP  30.97  22.88 

iPIP  -148.05  352.84 

PIP  0.00  1.00 

Typicality Included     

iPIP  0.82  5.63 

PIP  0.00  1.00 
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5.1.2  Reaction Time Analysis, Experiment 2 Coefficients 

5.1.2.1 Prime x sPIP Analysis 

As with Experiments 2 and 3, all analyses were conducted on the exemplar data. For the 

nonexemplar data, all analyses are described and shown in Appendix F. The interactive model 

was favoured over the additive model, BF = 1.77, θ = 63.15, and involved a significant main 

effect of prime, β = -10.43, SE = 3.05, t(9444) = -3.42, p = .0006. In the combined data, targets 

that were preceded by translation primes (M = 667 ms) produced faster latencies than targets that 

were preceded by control primes (M = 676 ms). While there was no significant effect of sPIP, t < 

126, there was a significant two-way interaction between prime and sPIP, β = -10.39, SE = 3.12, 

t(9444) = -3.32, p = .0009. The two-way interaction is shown in Figure 25. As shown in Figure 

25, priming effects were larger for subjects who reported using English more at school and in 

other social contexts, reported higher speaking and listening proficiency in English, and higher 

listening proficiency, but lower reading, writing, and speaking proficiency in Chinese. 

 

Figure 25. Response times as a function of prime and scaled sPIP, combined Experiments 2 and 

3 exemplar data, Experiment 2 coefficients. Shaded areas represent 95% confidence intervals. 

                                                           
26 The effect of sPIP was marginally significant when the screening criteria were loosened, t(10736) = 1.87, p = .06. 
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5.1.2.2 Prime x iPIP Analysis 

The interactive model with no random slopes was favoured over the interactive model that 

included iPIP as a random slope on items, BF = 347.64, θ = 0.27. The additive model with no 

slopes was favoured over this interactive model in the Bayes Factor analysis, BF = 6.06, but the 

interactive model was favoured in the relative likelihood analysis, θ = 5.90. While there was 

approximately six times greater likelihood that the data occurred under the assumptions of the 

additive model, there was almost an equal likelihood that excluding the interaction would result 

in significant data loss. The additive model involved a significant effect of prime, β = -10.27, SE 

= 2.96, t(9444) = -3.47, p = .0005, but a nonsignificant effect of iPIP, β = -2.93, SE = 2.67, 

t(9444) = -1.10, p = .27. Additionally, the interactive model involved a significant two-way 

interaction between prime and iPIP, β = -8.25, SE = 3.81, t(9444) = -2.17, p = .03, which is 

shown in Figure 26. As shown in Figure 26, priming effects were larger for high-frequency 

Chinese targets that were preceded by longer English primes. 

 

Figure 26. Response times as a function of prime and scaled iPIP, combined Experiment 2 and 3 

exemplar data, Experiment 2 coefficients. Shaded areas represent 95% confidence intervals. 



98 
 

 
 

5.1.2.3 Prime x PIP Analysis 

The interactive model was favoured over the additive model, BF = 22.32, θ = 797.82, and 

involved a significant main effect of prime, β = -10.31, SE = 3.16, t(9444) = -3.26, p = .0011, 

and a significant two-way interaction between prime and PIP, β = -13.74, SE = 3.38, t(9444) = -

4.06, p < .0001, but no effect of PIP, t < 1. As shown in Figure 27, the combination of subject- 

and item-specific factors that were used to compute the sPIP and iPIP scores, as derived from the 

Experiment 2 coefficients, significantly predicted priming effects in the combined data. 

 
Figure 27. Response times as a function of prime and PIP, combined Experiment 2 and 3 

exemplar data, Experiment 2 coefficients. Shaded areas represent 95% confidence intervals. 
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5.1.3  Reaction Time Analysis, Combined 

Coefficients 

5.1.3.1 Prime x sPIP Analysis 

The interactive model was favoured over the additive model, BF = 1.08, θ = 38.67, and involved 

a significant effect of prime, β = -10.35, SE = 2.94, t(9444) = -3.52, p = .0004, and a significant 

two-way interaction between prime and sPIP, β = -9.60, SE = 3.01, t(9444) = -3.19, p = .0014, 

while the effect of sPIP was nonsignificant, t < 1. The two-way interaction is shown in Figure 

28. Priming effects were larger for subjects who reported using English more at school and in 

other social contexts, reported higher speaking and listening proficiency in English, and higher 

listening proficiency, but lower reading proficiency in Chinese. 

 

Figure 28. Response times as a function of prime and scaled sPIP, combined Experiment 2 and 3 

exemplar data, combined Experiment 2 and 3 coefficients. Shaded areas represent 95% 

confidence intervals. 
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5.1.3.2 Prime x iPIP Analysis, Typicality Excluded 

The additive model was favoured over the interactive model in the Bayes Factor analysis, BF = 

2.85, but the interactive model was favoured over the additive model in the relative likelihood 

analysis, θ = 12.56. Because the likelihood that excluding the two-way interaction between prime 

and iPIP would result in significant data loss was considerably larger than the difference in the 

amount of evidence consistent with each model, the interactive model was selected. This analysis 

involved a significant effect of prime, β = -10.70, SE = 3.00, t(9444) = -3.57, p = .0004, and a 

significant two-way interaction between prime and iPIP, β = -9.80, SE = 3.54, t(9444) = -2.77, p 

= .0056. The effect of iPIP was nonsignificant, β = 3.18, SE = 2.38, t(9444) = 1.34, p = .1827. 

The two-way interaction is shown in Figure 29. Priming effects were larger for higher frequency 

Chinese targets that had fewer strokes, and which were preceded by longer, lower-frequency 

English primes. 

 

Figure 29. Response times as a function of prime and scaled iPIP, category typicality excluded, 

combined Experiment 2 and 3 exemplar data, combined Experiment 2 and 3 coefficients. Shaded 

areas represent 95% confidence intervals. 

                                                           
27 The effect of iPIP was significant when the screening criteria were loosened, t(10798) = 2.26, p = .024. 
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5.1.3.2 Prime x iPIP Analysis, Typicality Included 

The additive model was favoured over the interactive model, BF = 32.51, θ = 0.96. The effect of 

prime was significant in this analysis, β = -10.66, SE = 3.20, t(8550) = -3.35, p = .0009. 

Exemplar targets that were preceded by a translation prime (M = 662 ms) produced faster 

latencies than targets that were preceded by a control prime (M = 674 ms). Neither the effect of 

iPIP, t < 1, nor the two-way interaction were significant, β = -6.73, SE = 4.38, t(8550) = -1.54, p 

= .1228. The effects of prime and iPIP on RTs are shown in Figure 30. As shown in Figure 30, 

the joint effects of prime and iPIP trended towards an interaction, with larger priming effects 

being produced by high-frequency items that were more typical of the target category. This trend 

did not reach significance in the data, however. 

 
Figure 30. Response times as a function of prime and iPIP, category typicality included, 

combined Experiment 2 and 3 data, combined Experiment 2 and 3 coefficients. Shaded areas 

represent 95% confidence intervals. 

                                                           
28 The two-way interaction between prime and iPIP was significant when the screening criteria were loosened, 

t(9565) = -2.04, p = .041. 
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5.1.3.3 Prime x PIP Analysis, Typicality Excluded 

The interactive model was favoured over the additive model, BF = 10.72, θ = 383.24. This model 

involved a significant main effect of prime, β = -9.81, SE = 3.09, t(9444) = -3.17, p = .0015, and 

a two-way interaction between prime and PIP, β = -13.19, SE = 3.36, t(9444) = -3.92, p < .0001, 

which is shown in Figure 31. As shown in Figure 31, the combination of subject- and item-

specific factors that were used to compute the sPIP and iPIP scores, as derived from the 

combined Experiment 2 and Experiment 3 data, significantly predicted priming effects in this 

combined data. Lower PIP scores were associated with an inhibitory effect of prime, while 

higher PIP scores were associated with a facilitative effect of prime. 

 

Figure 31. Response times as a function of prime and PIP, category typicality excluded, 

combined Experiment 2 and 3 exemplar data, combined Experiment 2 and 3 coefficients. Shaded 

areas represent 95% confidence intervals. 
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5.1.3.4 Prime x PIP Analysis, Typicality Included 

The additive model was favoured by the Bayes factor, BF = 1.67, but not the relative likelihood, 

θ = 0.05, meaning that the additive model was 1.67 times more likely to account for the data, but 

the interactive model was 20 times more likely to minimize the loss of information. The 

interactive model was thus favoured over the additive model, and involved a significant effect of 

prime, β = -8.74, SE = 3.17, t(8550) = -2.76, p = .0058. While the effect of PIP was 

nonsignificant, β = -11.45, SE = 7.64, t(8550) = -1.50, p = .1329, the two-way interaction between 

prime and PIP was significant, β = -10.76, SE = 3.51, t(8550) = -3.06, p = .0022. This interaction 

is shown in Figure 32. Lower PIP scores were associated with an inhibitory effect of prime, 

while higher PIP scores were associated with a facilitative effect of prime. 

 

Figure 32. Response times as a function of prime and PIP, category typicality included, 

combined Experiment 2 and 3 data, combined Experiment 2 and 3 coefficients. Shaded areas 

represent 95% confidence intervals. 

                                                           
29 The effect of PIP reached significance when the screening criteria were loosened, t(9565) = -2.37, p = .018. 
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5.1.3.5 Prime x List Analysis 

The effect of prime was significant in this analysis, β = -25.23, SE = 8.71, t(9444) = -2.90, p = 

.0038, while the effect of list approached significance, β = 25.72, SE = 13.48, t = 1.91, p = .056. 

Response times were faster in List 1 (M = 669 ms) than they were in List 2 (M = 678 ms). Most 

importantly, the two-way interaction between prime and list was nonsignificant, t < 1. The 

priming effect was no larger in List 1 (11 ms) than it was in list 2 (9 ms). 

5.1.4  Error Analysis, Experiment 2 Coefficients 

5.1.4.1 Prime x sPIP Analysis 

The additive model was favoured over the interactive model, BF = 87.68, θ = 2.36. None of the 

effects were significant in any analysis, zs < 1.47, ps > .14. Mean error rates as a function of 

prime and sPIP tertile are shown in Figure 33. 

 

Figure 33. Mean error rates as a function of prime and sPIP tertile, combined Experiment 2 and 

3 exemplar data, Experiment 2 coefficients. Error bars represent 95% confidence intervals. 
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5.1.4.2 Prime x iPIP Analysis 

The additive model was favoured over the interactive model, BF = 88.64, θ = 2.38, but again, 

none of the effects were significant in any analysis, zs < 1.20, ps > .23. Mean error rates as a 

function of prime and iPIP tertile are shown in Figure 34. 

 

Figure 34. Mean error rates as a function of prime and iPIP tertile, combined Experiment 2 and 

3 exemplar data, Experiment 2 coefficients. Error bars represent 95% confidence intervals. 
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5.1.4.3 Prime x PIP Analysis 

The additive model was favoured over the interactive model, BF = 75.77, θ = 2.04, and none of 

the effects were significant in any analysis, zs < 1. Mean error rates as a function of prime and 

PIP tertile are shown in Figure 35.  

 

Figure 35. Mean error rates as a function of prime and PIP tertile, combined Experiment 2 and 3 

exemplar data, Experiment 2 coefficients. Error bars represent 95% confidence intervals. 
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5.1.5  Error Analysis, Combined Coefficients 

5.1.5.1 Prime x sPIP Analysis 

The additive model was favoured over the interactive model, BF = 69.02, θ = 1.85, but none of 

the effects were significant in any analysis, zs < 1. Mean error rates as a function of prime and 

sPIP tertile are shown in Figure 36. 

 
Figure 36. Mean error rates as a function of prime and sPIP tertile, combined Experiment 2 and 

3 exemplar data, combined Experiment 2 and 3 coefficients. Error bars represent 95% 

confidence intervals. 
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5.1.5.2 Prime x iPIP Analysis, Typicality Excluded 

The additive model was favoured over the interactive model, BF = 84.58, θ = 2.27, but again, 

none of the effects were significant in any analysis, zs < 1. Mean error rates as a function of 

prime and iPIP tertile are shown in Figure 37. 

 

Figure 37. Mean error rates as a function of prime and iPIP tertile, category typicality excluded, 

combined Experiment 2 and 3 exemplar data, combined Experiment 2 and 3 coefficients. Error 

bars represent 95% confidence intervals. 
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5.1.5.3 Prime x iPIP Analysis, Typicality Included 

The additive model was favoured over the interactive model, BF = 63.99, θ = 1.80. The only 

effect that approached significance was the effect of iPIP, β = 0.16, SE = 0.096, z(9296) = 1.70, p 

= .09. All other effects were nonsignificant, z < 1. Mean error rates as a function of prime and 

iPIP tertile for this analysis are shown in Figure 38. 

 

Figure 38. Mean error rates as a function of prime and iPIP tertile, category typicality included, 

combined Experiment 2 and 3 exemplar data, combined Experiment 2 and 3 coefficients. Error 

bars represent 95% confidence intervals. 
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5.1.5.4 Prime x PIP Analysis, Typicality Excluded 

The additive model was again favoured over the interactive model, BF = 59.47, θ = 1.60, but 

again, none of the effects were significant in any analysis, ts < 1.08, ps > .28. Mean error rates as 

a function of prime and PIP tertile are shown in Figure 39. 

 

Figure 39. Mean error rates as a function of prime and PIP tertile, category typicality excluded, 

combined Experiment 2 and 3 exemplar data, combined Experiment 2 and 3 coefficients. Error 

bars represent 95% confidence intervals. 
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5.1.5.5 Prime x PIP Analysis, Typicality Included 

The additive model was favoured over the interactive model, BF = 64.96, θ = 1.63, but again, 

none of the effects were significant, zs < 1.09, ps > .27. Mean error rates as a function of prime 

and PIP tertile are shown in Figure 40. 

 

Figure 40. Mean error rates as a function of prime and PIP tertile, category typicality included, 

combined Experiment 2 and 3 exemplar data, combined Experiment 2 and 3 coefficients. Error 

bars represent 95% confidence intervals. 
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5.2  Discussion 

Experiment 3 was conducted to test whether the results of Experiment 2 would be successfully 

replicated on a sample of subjects that were not used to construct the Experiment 2 PIP scores, 

that is, to test whether PIP predictions based on the Experiment 2 sample would generalize to 

other subjects. The findings of Experiment 3 have several implications. First, as with Experiment 

2, Experiment 3 successfully replicated the significant effect of prime on RTs in semantic 

categorization that has been reported in prior research (e.g., Finkbeiner et al., 2004; Grainger & 

Frenck-Mestre, 1998; Wang & Forster, 2010; Xia & Andrews, 2015). Second, Experiment 3 

successfully demonstrated that the sPIP, iPIP, and PIP scores derived from Experiment 2 

subjects could be used to make reasonable predictions for a new sample. Even when the 

coefficients derived from Experiment 2 were used, Experiment 3 still produced interactions 

between prime, sPIP, iPIP, and PIP in the exemplar RT data, indicating that a number of factors 

implicated in the sPIP and iPIP scores derived from Experiment 2 also predicted priming effects 

in new subjects. Deriving a new set of coefficients specifically from Experiment 3 data revealed 

several predictors that consistently predicted stronger priming effects in both Experiments 2 and 

3. For sPIP, Experiment 3 implicated the percentage of English use in other social settings and at 

school as factors that predicted stronger priming effects, as well as English speaking proficiency, 

and Chinese listening proficiency, which directly replicated the sPIP coefficients derived from 

Experiment 2. Negatively associated with priming effects was Chinese reading proficiency, 

which was again replicated in Experiment 3. For iPIP, both Experiment 2 and Experiment 3 

implicated the target’s Google frequency (Tse et al., 2017), as well as the length of the prime. 

There were a few differences in the variable coefficients derived from Experiments 2 and 3, 

however. In Experiment 2, English reading proficiency was not a significant predictive factor. In 

Experiment 3, this factor was a significant positive predictor. Further, in Experiment 2, the 

effects of English listening proficiency were positive, while the effects of Chinese writing 

proficiency were negative. The coefficients in Experiment 3 were in a different direction, as 

listening proficiency in English was a negative predictor, and writing proficiency in Chinese was 

a positive predictor. Overall, these findings suggest that there are individual differences in how 

these factors influenced processing in semantic categorization, and they were less reliable 

predictors overall than the use of English at school and other social contexts. In the item-based 
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data, while Experiment 2 found a weak impact of prime CELEX frequency (higher frequency 

primes producing larger priming effects), this finding was not replicated by Experiment 3’s 

results, which found that high-frequency L2 primes produced smaller priming effects than low-

frequency L2 primes.  

The overall analysis of the combined data confirmed that the most important facilitative subject-

based factors in predicting priming effects were the percentage of time subjects used English at 

school and in other social contexts, while Chinese reading proficiency was the most reliable 

negative subject-based predictor of priming effects. The combined analysis also confirmed that 

target frequency was the most important positive item-based factor in predicting priming effects. 

Priming effects were larger for high-frequency targets than they were for low-frequency targets 

in Experiments 2 and 3. Prime CELEX frequency and target stroke count were negative 

predictors, in that priming effects were smaller for targets preceded by high-frequency English 

translation primes, and when the targets had a large number of strokes, replicating the results of 

Experiment 3. Once again, the combined analysis of Experiments 2 and 3 demonstrate that the 

effect of factors such as target frequency on translation priming is task-dependent. In lexical 

decision, priming effects were smaller for high-frequency targets than low-frequency targets, 

while in semantic categorization, priming effects were larger for high-frequency targets than 

low-frequency targets. 

Finally, the combined analysis of Experiments 2 and 3 found that L2-L1 translation priming was 

affected by the typicality of the English exemplar prime. Priming effects tended to be larger 

when the translation prime was a more typical representation of the category than when the 

prime was an atypical member of the category. This effect did not reach significance when the 

initial screening criteria were set, but still trended towards an interaction. When the screening 

criteria were loosened, however, this interaction reached significance. 

Overall, the results of Experiments 2 and 3 are consistent with the notion that priming effects in 

the semantic categorization task are largely predicted by the extent to which bilinguals actively 

use their L2 in the social environments that they encounter on a daily basis, and the effect is 

larger when the exemplar targets are high frequency, and their English translation equivalents are 

highly typical members of the category, perhaps suggesting that the targets need to be more 
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frequently encountered and more typical members of the category. A full discussion of the 

interpretations and implications of these results can be found in the General Discussion. 
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Chapter 6 

6  Experiment 4 

An additional purpose of the present research was to address the discrepancy between the 

assumptions of the Episodic L2 Hypothesis (Jiang & Forster, 2001), and the empirical results 

from prior studies that have shown significant L2-L1 translation priming effects in tasks that are 

assumed to tap into lexical and semantic (as opposed to episodic) memory, in particular, the 

semantic categorization task (e.g., Finkbeiner et al., 2004; Grainger & Frenck-Mestre, 1998; 

Wang & Forster, 2010; Xia & Andrews, 2015), and the lexical decision task for highly proficient 

bilinguals (e.g., Nakayama et al., 2016). As was discussed previously, if L2 primes cannot 

activate lexical or semantic representations of L1 targets because L2 words are represented in a 

different memory system than L1 words, then one would not expect to find priming effects in 

either task, and yet empirical results from both the present research and from prior research have 

produced evidence contrary to this prediction. However, as was also discussed, the Episodic L2 

Hypothesis could be amended to account for these apparently contradictory results if its 

assumptions were changed slightly. First, consistent with the original account, it is assumed that 

L2 words are initially represented in episodic memory rather than lexical memory. However, 

over the course of acquiring greater knowledge about one’s L2 and becoming more proficient in 

the language, the locus of representation qualitatively shifts from an episodic representation to a 

lexical representation, as processing in L2 becomes more efficient and automatized. This shift 

can be proposed to be affected by both learner- and word-level factors. Learner-level factors 

would include factors such as global L2 proficiency, as well as subfactors such as speaking, 

reading, writing, listening proficiency, vocabulary size, the age at which learners acquired their 

L2, and the amount of time that the learner has been learning their L2. Word-level factors would 

include factors such as word frequency and familiarity. Such an amendment could potentially 

account for at least some of the contradicting findings of prior research, while providing a 

plausible account of how the memory systems used in processing language change over the 

course of knowledge acquisition. 

To examine these ideas, a speeded episodic recognition task was used. If L2 knowledge is 

initially represented in episodic memory, but shifts to lexical memory, potentially on a word-by-
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word basis, over the course of acquiring greater knowledge and skill in one’s L2, then two 

predictions can be made. First, for subjects who are less proficient in their L2, a significant 

priming effect should arise in this task. However, for subjects that are highly proficient, one 

consequence of acquiring more L2 proficiency would be that the translation prime would no 

longer reliably facilitate the recognition of old items. In fact, having a high degree of L2 

proficiency may make the task more difficult by increasing the feeling of familiarity for primed 

new items, and cause an inhibitory effect to arise.  

Under the circumstance where no priming effect is obtained in Experiment 4, follow-up analyses 

were conducted to test whether the null priming effect was due to fatigue effects from doing a 

long, taxing experiment. Experiment 4 used a large number of stimuli to achieve statistical 

power, and the task was divided into multiple blocks. Because this task was longer than the task 

used by Forster and colleagues (Jiang & Forster, 2001; Witzel & Forster, 2012), the risk of 

fatigue effects was higher. Such fatigue effects should not occur in the first block of the 

experiment, however. As such, follow-up analyses were conducted on the first block of the 

experiment in circumstances where the priming effect was nonsignificant. 

6.1  Method 

6.1.1  Subjects 

Subjects were 44 students (28 female, 16 male) at the University of Western Ontario. Thirty of 

these subjects completed the study for course credit, while the remaining 14 subjects were 

provided monetary compensation. Subjects ranged between 18 to 30 years of age (M = 21.13, SD 

= 3.34). Forty-three of these subjects were right-handed, and only one subject reported being 

left-handed. All subjects had normal or corrected-to-normal vision. Out of the 44 subjects that 

participated, 37 reported speaking Mandarin and English. In addition, seven subjects reported 

being trilingual, with one participant speaking Mandarin, English, and Japanese, one participant 

speaking Mandarin, English, and Spanish, and five participants speaking Cantonese, Mandarin, 

and English. Thus, six of the 44 participants in this experiment could read in additional 

orthographic systems, with five participants being able to read Traditional Chinese script, and 

one participant being able to read Japanese kana and Kanji. 
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6.1.2  Stimuli 

A set of 480 words were used in Experiment 4. Some of these words were derived from 

Experiment 1’s stimulus set. All words were composed of two characters, and targets were either 

primed by a translation prime, or by an unrelated prime. Experiment 4 was counterbalanced 

using eight lists. The purpose of using eight lists was to use a large sample of stimuli for testing. 

However, having 480 stimuli on a single list was very time-consuming, so the stimuli that 

participants were presented varied by list. Half of the words appeared on Lists 1-4, while the 

other 240 words appeared on Lists 5-8. On each list, half of the words appeared during the initial 

study phase, and half of the targets appeared as new targets. In addition, half of the targets in 

both the Old and New conditions were preceded by a translation prime, and half were preceded 

by a control prime. Each word appeared both as an old and a new target, and with both a control 

and translation prime across all lists. The mean Google frequency and stroke count of the targets 

can be found in Table 2. All words used in Lists 1-4 of Experiment 4 can be found in Appendix 

D, while all words used in Lists 5-8 of Experiment 4 can be found in Appendix E. 

6.1.3  Measures 

The same measures that were used in Experiments 1-3 were included in Experiment 4, with a 

few additions. First, subjects were also assessed on what age they first acquired English. Second, 

based on this information, the approximate amount of time that subjects had been learning 

English was estimated. Both of these factors were included in the computation of sPIP, iPIP, and 

PIP for Experiment 4. 

6.1.4  Procedure 

The procedure was a modified version of Jiang and Forster’s (2001) speeded episodic 

recognition task, using three training-testing phases as opposed to one. This task involved two 

phases. First, in a study phase, subjects were presented 40 Chinese words to study and memorize. 

At first, each word was presented individually on a computer screen for 2 seconds, with a 1 

second interval between presentations. The 40 words were cycled through twice in this manner, 

so subjects saw each word twice. Afterwards, the words were then presented in five sets of eight 
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words. Subjects were given the opportunity to take as long as they wanted to memorize the 

words in each set, and then they could press the spacebar to advance to the next set. After 

completing every set, all of the words were presented together once more for a final review. 

Subjects could review these words for as long as they wanted to before advancing to the testing 

phase. Subjects were then told that a memory test would be given, and they were asked to 

remember as many of the words that they were presented as possible. 

During the testing phase, subjects were instructed to decide as quickly but as accurately as 

possible whether the word presented on the screen was one of the words that they had studied 

during the training phase by either pressing the ? key if the target was a word that was presented 

during the training phase, or the z key if the word was not studied previously. Each testing phase 

consisted of 80 words, half of which were presented during the training phase, and half of which 

were new. Upon the completion of a testing phase, subjects were given the opportunity to take a 

break. Once they were ready, they began another training-testing cycle, which included a new set 

of 40 words for them to memorize. In total, subjects completed three training-testing phases. 

6.2  Results 

6.2.1  Data Trimming 

The data were trimmed using the same method as in Experiments 1-3. In the first phase of the 

trimming, one item (0.20% of the total data) and two subjects (4.54% of the total data) were 

removed. In the second phase, 11 items (2.05% of the total data), and three subjects (6.80% of 

the total data) were removed. Finally, errors (9.62% of the total data), and response times that 

exceeded 3.5 standard deviations from each subject’s mean, or were faster than 250 ms and 

slower than 2000 ms were removed (1.57% of the total data). In total, 24.77% of the data was 

removed in Experiment 430. 

                                                           
30 In follow-up analyses with loosened criteria, the Mahalanobis distance criterion was loosened to .001 and outliers 

were screened if they deviated from each subject’s mean by 3 standard deviations, or were faster than 200 ms and 

slower than 3000 ms (2.33% of the data). Doing so resulted in no subjects or items being screened as multivariate 

outliers. All other data loss was due to participants and items being excluded for having error rates exceeding 50% 

(4.73% of the data) and from the exclusion of errors (12.09% of the data). Eighty-one percent of the data was 

retained in this analysis using these screening criteria. 
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6.2.2  PIP 

The PIP coefficients for Experiment 4 can be found in Table 12. For Experiment 4, positive sPIP 

coefficients included English writing, speaking reading, and listening proficiency, Chinese 

writing and speaking proficiency, the percentage of English use in other social contexts, and the 

number of years that the subject has been learning English. Negative sPIP coefficients included 

Chinese reading and listening proficiency, and the age at which the subject first learned English. 

For iPIP, there were no positive coefficients. The predictor with the largest negative effect on 

priming effects was the number of strokes that the target was composed of, followed by the 

target’s frequency, and the prime’s CELEX frequency and length. 

Table 12. PIP Coefficients for Experiment 4. 

  PIP Coefficient Values 

sPIP   

CR  -3.39 

FL  -2.23 

CL  -1.81 

EL  1.32 

CS  2.04 

ER  2.07 

YL  2.45 

ES  2.46 

PEO  2.57 

CW  2.57 

EW  2.86 

iPIP   

L  -2.02 

PCEL  -3.57 

GF  -9.68 

NS  -16.97 
Note: CR = Self-reported Chinese reading proficiency; FL = Age at which subject first learned English; CL = Self-reported Chinese listening 
proficiency; EL = Self-reported English listening proficiency; CS = Self-reported Chinese speaking proficiency; ER = Self-reported English 

reading proficiency; YL = Number of years that subject has been learning English; ES = Self-reported English speaking proficiency; PEO = 

Percentage of time English is spoken in social settings outside of the home and school; CW = self-reported Chinese writing proficiency; EW = 
Self-reported English writing proficiency; L = Prime length; PCEL = Prime CELEX frequency; GF = Target Google frequency; NS = Number of 

strokes.  
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6.2.3  Reaction Time Analysis, Full Data 

6.2.3.1 Old Trials Analysis 

6.2.3.1.1 Prime x sPIP Analysis 

While the additive model was favoured over the interactive model in the Bayes Factor analysis, 

BF = 10.87, the interactive model was favoured over the additive model in the relative likelihood 

analysis, θ = 2.06. When compared to a restricted model which excluded the main effect of 

prime, and retained the effect of sPIP and the two-way interaction, however, the restricted model 

was favoured over the additive model in both analyses, BF = 5.52, θ = 5.52, indicating that the 

reason the additive model was favoured over the interactive model was because of the inclusion 

of prime as a main effect, not because of the inclusion of the two-way interaction. As such, the 

interactive model was selected over the additive model. This model found no main effect of 

prime, t < 1. Targets that were preceded by a translation prime (M = 696 ms) and targets that 

were preceded by a control prime (M = 690 ms) produced similar latencies. While the effect of 

sPIP was nonsignificant, ts < 1, there was a marginally significant two-way interaction between 

prime and sPIP, β = 4.71, SE = 2.54, t(3709) = 1.85, p = .064, which is shown in Figure 41. The 

effect of sPIP on RTs varied as a function of the prime which preceded the target. When the 

prime was a translation prime, higher sPIP scores were associated with faster RTs than lower 

sPIP scores. When the prime was a control prime, however, sPIP had no effect on RTs. The 

result was an interaction. Overall, priming effects were larger for subjects who reported higher 

global proficiency in English, reported using English more in other social contexts, reported 

learning English for a longer period of time and acquired English at a younger age, and who had 

higher writing and speaking proficiency, but relatively lower reading and listening proficiency in 

Chinese. 
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Figure 41. Response times as a function of prime and scaled sPIP, Experiment 4 Old trials. 

Shaded areas represent 95% confidence intervals. 

6.2.3.1.2 Prime x iPIP Analysis 

The additive model was favoured over the interactive model, BF = 20.06, θ = 0.90, and involved 

a significant effect of iPIP, β = -14.30, SE = 5.10, t(3709) = -2.80, p = .0051, but neither the 

effect of the prime, t < 1, nor the two-way interaction were significant, β = 3.16, SE = 2.44, 
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t(3709) = 1.29, p = .2031. As seen Figure 42, higher iPIP scores were associated with faster RTs 

overall, but priming had little impact on RTs overall. Numerically, priming effects were larger 

for low-frequency Chinese targets with relatively fewer strokes, which were preceded by shorter, 

lower-frequency English primes, but this trend was nonsignificant. 

 

Figure 42. Response times as a function of prime and scaled iPIP, Experiment 4 Old trials. 

Shaded areas represent 95% confidence intervals. 

                                                           
31 The effect of iPIP was nonsignificant when the screening criteria were loosened, t(4015) = -1.31, p = .19, and the 

two-way interaction between prime and iPIP was marginally significant when the screening criteria were loosened, 

t(4015) = -178, p = .075. 
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6.2.3.1.3 Prime x PIP Analysis 

While the additive model was favoured over the interactive model in the Bayes Factor analysis, 

BF = 10.54, the interactive model was favoured over the additive model in the relative likelihood 

analysis, θ = 2.13. A follow-up comparison using a restricted model which excluded the effect of 

the prime, and retained the effect of PIP and the two-way interaction between prime and PIP 

showed that this model was favoured over the additive model in both analyses, BF = 5.71, θ = 

5.71, indicating that the reason that the additive model was favoured over the interactive model 

was because the interactive model included the main effect of the prime, not because the 

interactive model included the interaction term. As such, the interactive model was selected over 

the additive model. While the main effect of the prime was nonsignificant in this analysis, t < 1, 

both the effect of PIP, β = -16.92, SE = 8.83, t(3709) = -1.92, p = .055, and the two-way 

interaction between prime and PIP approached significance, β = 4.67, SE = 2.48, t(3709) = 1.88, 

p = .0632. As shown in Figure 43, the effect of PIP on RTs varied as a function of the prime that 

the target was preceded by. When preceded by a translation prime, larger PIP scores were 

associated with faster RTs. When preceded by a control prime, the effects of PIP on RTs were 

relatively smaller. As a result, an inhibitory effect of the prime emerges at lower PIP scores, and 

a facilitative effect of the prime emerges at higher PIP scores. In sum, the combined subject- and 

item-specific factors that were included in the computation of the sPIP and iPIP scores predicted 

larger priming effects in Experiment 4. 

                                                           
32 The effect of PIP was nonsignificant when the screening criteria were loosened, t(4015) = -1.21, p = .23, and the 

two-way interaction between prime and PIP was significant, t(4015) = -2.17, p = .03. 
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Figure 43. Response times as a function of prime and PIP, Experiment 4 Old trials. Shaded areas 

represent 95% confidence intervals. 

6.2.3.1.4 Prime x Order Analysis 

None of the effects were significant in this analysis, ts < 1.02, ps > .3033. 

                                                           
33 The prime x list analyses would not converge, likely because the number of items per cell across 8 lists was 

relatively small. 
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6.2.3.2 New Trials Analysis 

6.2.3.2.1 Prime x sPIP Analysis 

The additive model was favoured over the interactive model, BF = 62.93, θ = 2.68, but none of 

the effects were significant in any analysis, ts < 1. The effects of prime and sPIP on the RTs of 

New trials are shown in Figure 44. 

 

Figure 44. Response times as a function of prime and scaled sPIP, Experiment 4 New trials. 

Shaded areas represent 95% confidence intervals. 
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6.2.3.2.2 Prime x iPIP Analysis 

The additive model was again favoured over the interactive model, BF = 44.24, θ = 1.88. Again, 

none of the effects were significant in any analysis, ts < 1.16, ps > .24. The effects of prime and 

iPIP on the RTs of New trials are shown in Figure 45. 

 

Figure 45. Response times as a function of prime and scaled iPIP, Experiment 4 New trials. 

Shaded areas represent 95% confidence intervals. 

6.2.3.2.3 Prime x PIP Analysis 

The additive model was once again favoured over the interactive model, BF = 48.71, θ = 2.07. 

Again, none of the effects were significant in any analysis, ts < 1.21, ps > .22. The effects of 

prime and PIP on the RTs of New trials are shown in Figure 46. 
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Figure 46. Response times as a function of prime and PIP, Experiment 4 New trials. Shaded 

areas represent 95% confidence intervals. 

6.2.3.2.4 Prime x Order Analysis 

None of the effects were significant in this analysis, ts < 1.38, ps > .16. 

6.2.4  Reaction Time Analysis, Block 1 Only 

6.2.4.1 Old Trials 

Due to models being unable to converge when sPIP, iPIP, or PIP were included as fixed effects 

in any analysis, the effect of prime was assessed in the first block to test whether a priming effect 

was produced during the initial phase of the task, but then was lost in blocks 2 and 3. However, 
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the effect of prime in the first block was nonsignificant, t < 1. Targets that were preceded by a 

translation prime (M = 694 ms) produced identical latencies to targets that were preceded by a 

control prime (M = 695 ms). 

6.2.4.2 New Trials 

Once again, there was no effect of prime in the first block for new trials, t < 1. Targets that were 

preceded by a control prime (M = 694 ms) produced identical response times to targets that were 

preceded by a translation prime (M = 697 ms). 

6.2.5  Error Analysis, Full Data 

6.2.5.1 Old Trial Analysis 

6.2.5.1.1 Prime x sPIP Analysis 

The additive model was favoured over the interactive model, BF = 47.88, θ = 1.93. This model 

involved a nonsignificant effect of the prime on error rates, z < 1. This model involved a 

significant effect of sPIP on error rates, β = 0.46, SE = 0.22, z(4565) = 2.10, p = .035, which is 

shown in Figure 47, but the two-way interaction was nonsignificant, zs < 1. In particular, 

subjects in Tertile 1 (M = 7.75%) produced significantly smaller error rates than subjects in 

Tertile 2 (M = 21.76%) and Tertile 3 (M = 20.51%). 



129 
 

 
 

 

Figure 47. Mean error rates as a function of prime and sPIP tertile, Experiment 4 Old trials. 

Error bars represent 95% confidence intervals. 

6.2.5.1.2 Prime x iPIP Analysis 

The additive model was once again favoured over the interactive model, BF = 62.42, θ = 2.51. 

None of the effects were significant in any analysis, zs < 1.19, ps > .23. The mean error rates for 

Old trials as a function of prime and iPIP tertile are shown in Figure 48. 
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Figure 48. Mean response times as a function of prime and iPIP tertile, Experiment 4 Old trials. 

Error bars represent 95% confidence intervals. 

6.2.5.1.3 Prime x PIP Analysis 

The additive model was again favoured over the interactive model, BF = 64.95, θ = 2.61, which 

involved a significant effect of PIP on error rates, β = 0.16, SE = 0.07, z(4565) = 2.39, p = .017, 

as shown in Figure 49. Error rates in Tertile 1 (M = 9.26%) were lower than error rates in Tertile 

2 (M = 20.25%) and Tertile 3 (M = 20.51%). 
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Figure 49. Mean error rates as a function of prime and PIP tertile, Experiment 4 Old trials. Error 

bars represent 95% confidence intervals. 

6.2.5.2 New Trials Analysis 

6.2.5.2.1 Prime x sPIP Analysis 

For all analyses with New trials, the models would not converge unless random slopes were 

included. For the prime and sPIP analysis, sPIP was included as a random slope on items. The 

additive model was favoured over the interactive model in the Bayes Factor analysis, BF = 1.81, 

but the interactive model was favoured in the relative likelihood analysis, θ = 13.72. When the 

effect of prime was excluded from a restricted model, this restricted model was favoured over the 

additive model in both analyses, BF = 22.02, θ = 22.02, indicating that the reason that the 
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additive model was favoured over the interactive model was because the interactive model 

included the effect of prime, not because the interactive model included the interaction. This 

model did not involve a significant effect of prime, z < 1.03, p > .30. Targets that were preceded 

by translation primes (M = 9.03%) and targets that were preceded by control primes (M = 8.60%) 

produced comparable error rates. Although the effect of prime was nonsignificant, there was a 

marginally significant effect of sPIP, β = 0.48, SE = 0.26, z(4561) = 1.81, p = .0734, and a 

significant two-way interaction between prime and sPIP, β = .17, SE = 0..06, z(4561) = 2.66, p = 

.0079, which is shown in Figure 50. Error rates were smaller in Tertile 1 (M = 4.28%) than they 

were in either Tertile 2 (M = 12.30%) or Tertile 3 (M = 9.80%). While the effect of the prime 

was nonsignificant overall, the effect of the prime on error rates significantly differed between 

Tertile 1 (2.23% inhibitory effect), Tertile 2 (0.89% inhibitory effect), and Tertile 3 (1.93% 

facilitory effect). 

 

Figure 50. Mean error rates as a function of prime and sPIP tertile, Experiment 4 New trials. 

Error bars represent 95% confidence intervals. 

                                                           
34 The effect of sPIP was significant when the screening criteria were loosened, z(5030) = 2.74, p = .006. 
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6.2.5.2.2 Prime x iPIP Analysis 

For these analyses, iPIP was included as a random slope on subjects. The additive model was 

favoured over the interactive model, BF = 41.40, θ = 1.67. None of the effects were significant in 

this analysis, zs < 1.22, ps > .2135. The effects of prime and iPIP on the error rates of New trials 

are shown in Figure 51. 

 

Figure 51. Mean error rates as a function of prime and iPIP tertile, Experiment 4 New trials. 

Error bars represent 95% confidence intervals. 

                                                           
35 The effect of iPIP was marginally significant when the screening criteria were loosened, z(5030) = 1.73, p = .084. 
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6.2.5.2.3 Prime x PIP Analysis 

The additive model was favoured over the interactive model, BF = 28.64, θ = 1.15, which 

involved a significant effect of PIP on error rates, β = 0.65, SE = 0.16, z(4561) = 4.04, p < .0001. 

Neither the effect of prime, z < 1, nor the two-way interaction were significant, z < 1.32, p > .18. 

The effects of prime and PIP on the error rates of New trials are shown in Figure 52. Errors in 

Tertile 1 (M = 4.67%) were smaller than errors in either Tertile 2 (M = 11.91%) or Tertile 3 (M = 

9.80%). 

 

Figure 52. Mean error rates as a function of prime and PIP tertile, Experiment 4 New trials. 

Error bars represent 95% confidence intervals. 
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6.2.6  Error Analysis, Block 1 Only 

6.2.6.1 Old Trials 

The effect of prime was not significant in this analysis, z < 1. There was no significant difference 

in the error rates for targets preceded by translation primes (M = 16.09%) and control primes (M 

= 14.75%). 

6.2.6.2 New Trials 

The effect of prime was not significant in this analysis, z < 1. There was no difference in the 

error rates for targets preceded by translation primes (M = 7.83%) and for targets preceded by a 

control prime (M = 7.10%). 

6.3  Discussion 

Experiment 4 was conducted to test whether the assumptions of the Episodic L2 Hypothesis 

(e.g., Jiang & Forster, 2001) have some viability in terms of helping to understand the nature of 

bilingual language representations. In its present state, the Episodic L2 Hypothesis does not 

provide any theoretical mechanism that can explain why tasks that are assumed to rely on lexical 

and semantic processing would be sensitive to factors such as L2 proficiency, or sensitive to 

factors that presumably have a lexical locus of their effect, such as the frequency of L2 primes in 

lexical decision. One possible mechanism that could help to integrate the findings of 

Experiments 1-3 into the framework of the Episodic L2 Hypothesis would be to assume that L2 

representations are initially episodic, but the locus of representation in memory changes over the 

time course of L2 acquisition, as learners become more familiarized with the language, and 

processing in L2 becomes more automatized. The transition away from episodic representations 

occurs as learners become highly familiarized with their L2, and acquire a deeper and broader 

level of understanding of words in their L2, and could occur at a faster rate for words that 

learners encounter more frequently in their use of L2. It was predicted, then, that if 

representations for words migrate from episodic to lexical memory, that priming effects in 

episodic recognition should be inversely related to learner-level factors such as L2 proficiency, 
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age of initial acquisition, and the time that the subject has spent learning the L2, and word-level 

factors such as word frequency. 

These predictions were not supported by the data. First, there was no overall effect of prime on 

RTs in Experiment 4, contrary to prior studies (e.g., Jiang & Forster, 2001; Witzel & Forster, 

2012). The null effect of prime could not be attributed to fatigue effects, as the priming effect 

was null even when only the first block of data was analyzed, nor was there any difference in the 

priming effect when subjects completed Experiment 4 before Experiment 3 than when subjects 

completed Experiment 3 before Experiment 4. Second, many of the factors that predicted larger 

priming effects were contrary to these predictions. Subjects who reported higher global 

proficiency in English, who reported using English more often in other social environments 

outside of school and at home, and who reported learning English for a longer period of time and 

at a younger age tended to be more prone to producing facilitative priming effects in episodic 

recognition than subjects who were less proficient in English, reported using English less in daily 

life, and who reported learning English later in life. This trend was specific to Old trials, as there 

was no systematic relationship between the sPIP, iPIP, or PIP coefficients and priming effects in 

New trials. What these data suggest, instead, is that L2-L1 translation priming in episodic 

recognition is also facilitated by subjects’ proficiency in their L2, much as it is in lexical decision 

and semantic categorization. A more complete overview of how these results could be accounted 

for is provided in the General Discussion.  
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Chapter 7 

7  General Discussion 

The present research was an attempt to examine L2-L1 masked translation priming effects under 

the assumption that it is a task-specific process and to understand what skills and linguistic 

behaviours were predictive of priming in each task. In part, the purpose of examining what skills 

and linguistic behaviours predicted translation priming across tasks was to test whether the 

results in these tasks can be accommodated by current theories of bilingual memory, such as the 

BIA+ (Dijkstra & van Heuven, 2002), the RHM (Kroll & Stewart, 1994), the Sense Model 

(Finkbeiner et al., 2004), and the Episodic L2 Hypothesis (Jiang & Forster, 2001). However, 

another reason for examining the skills and behaviours that predict priming was to understand 

why a dissociation has occurred between lexical decision, semantic categorization, and episodic 

recognition in general and, in particular, why translation priming effects arise consistently in 

semantic categorization tasks (e.g., Grainger & Frenck-Mestre, 1998; Wang & Forster, 2010; Xia 

& Andrews, 2015), but not in the lexical decision task (e.g., Gollan et al., 1997). 

The present research has produced several insights. First, all three tasks showed an interaction 

between prime and proficiency, as measured by the sPIP score. Subjects to whom could be 

attributed higher sPIP scores tended to produce larger priming effects than subjects to whom 

could be attributed lower sPIP scores in each task with these scores being largely computed on 

the basis of subjects’ competency with their L2 across different domains, and their use of their 

L2 in daily life. Finding that the sPIP score interacted with priming, then, provides good 

evidence that the priming effect is sensitive to L2 proficiency. Further, the results have shown 

that priming effects are also sensitive to item-specific factors, specific to both the prime and the 

target, as measured by the iPIP score. With the exception of Experiment 4, items to which could 

be attributed higher iPIP scores also tended to produce larger priming effects than items to which 

could be attributed lower iPIP scores.  

Second, there appears to be a dissociation between the skills, behaviours, and item-specific 

factors that predict L2-L1 priming across different tasks. In lexical decision, rather than any 

objective, standardized measure of English proficiency, the largest subject-based predictors were 

subjects’ self-rated listening and writing abilities in English, and the self-rated reading and 
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listening abilities in Chinese, while the largest item-based predictor was the CELEX frequency 

of the English prime. Subjects who reported having better spoken comprehension abilities in 

English, and better expressive writing abilities in English produced larger priming effects than 

subjects who reported being weaker in these domains. Targets that were primed by high-

frequency translation primes produced larger priming effects than targets that were primed by 

low-frequency translation primes.  

In semantic categorization, the largest subject-based predictor was the amount of time English 

was used by subjects across different social contexts, specifically, the use of English at school, 

and in other social contexts. The largest item-based predictor was the Chinese target’s frequency. 

Subjects who reported using their L2 more in day-to-day life across a wider range of social 

contexts produced a larger priming effect in the semantic categorization task than subjects who 

used their L1 more heavily outside of the home, and high-frequency exemplar targets produced 

larger priming effects than low-frequency targets. There was also an effect of prime typicality. 

Targets with translation equivalents that are more typical members of the target category tended 

to produce larger priming effects than targets that had atypical translation equivalents and, hence, 

were more likely atypical themselves). Finally, in the speeded episodic recognition task, the 

largest predictors of priming were self-rated writing, reading, speaking, and listening proficiency 

in English, the number of years subjects had been learning English, and self-rated writing and 

listening proficiency in Chinese. Subjects who reported being more proficient in English 

produced larger priming effects. The implications of these findings are discussed below. 

7.1  Translation Priming In Lexical Decision 

With respect to the lexical decision task, these results contribute to a mounting body of recent 

evidence that priming in the lexical decision task is related to subjects’ competency in their L2 

(e.g., Nakayama et al., 2016). These results also provide the first evidence that masked 

translation priming effects in lexical decision are sensitive to individual differences in specific 

domains of L2 knowledge and proficiency, rather than global proficiency levels. Specifically, 

these results show that translation priming in lexical decision depends on subjects’ writing 

abilities in English, and is negatively associated with subjects’ reading and writing abilities in 

Chinese.  
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These results also provide some of the first evidence that masked translation priming effects are 

sensitive to the frequency of both the prime and the target. Priming effects were larger for targets 

that were preceded by high-frequency translation primes than targets that were preceded by low-

frequency translation primes, and priming effects were larger when the target was low-frequency 

than when the target was high-frequency. These results are very similar to the results of 

Nakayama et al.’s (2012, 2013) studies, which found that L1-L2 priming effects are larger when 

the subjects are less proficient in their target language. Experiment 1’s results suggest that this 

pattern is also true in the L2-L1 direction, when subjects are less proficient in their L1. These 

results additionally show that L2-L1 masked translation priming in lexical decision is sensitive to 

the frequency of both the prime and the target. Priming effects were larger when the frequency of 

the target was lower, and the frequency of the prime was higher. Again, these results bear 

similarities to the results of Nakayama et al.’s studies, which found the same effect of target 

frequency. Overall, such results are consistent with the notion that the facilitation associated with 

translation priming in lexical decision is dependent on the difficulty associated with the 

processing of targets. The more difficult it is for subjects to process the targets, the more 

influence a prime can exert in driving decisions in the task.  

Models such as the Sense Model (Finkbeiner et al., 2004), which assume that the priming 

asymmetry in lexical decision is due to asymmetries in the semantic representations of L1 and 

L2 words, would require several assumptions to account for these findings. With respect to the 

findings with sPIP, the Sense Model would have to assume that, as bilinguals become more 

proficient in their L2, the L2 senses that bilinguals acquire are largely shared with their L1 

translation equivalent, and that the acquisition of these overlapping senses would be sufficient to 

produce facilitative effects. Only senses that are shared across languages would contribute to 

larger priming effects, as the acquisition of L2-specific senses would have no impact. With 

respect to iPIP,  the Sense Model would have to account for why priming effects were also 

influenced by the frequency of the prime and target. It could be argued that the number of senses 

associated with words is correlated with word frequency, and argue that the effect of prime 

frequency observed in the iPIP score was actually due to the primes having more senses36, but it 

                                                           
36 There was a weak positive correlation between number of senses and prime frequency, r(98) = .18, p < .08, R2 = 

.031. 


