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Abstract

Preclinical cancer research could benefit from quantitative, non-invasive measure­

ments of tum our growth provided by three-dimensional high-frequency ultrasound 

imaging. High-frequency ultrasound has been shown to  be appropriate for tracking 

experim ental liver m etastases from a variety of cell fines w ithout exogenous contrast 

agents. Tumour growth over tim e can be monitored on an individual tum our basis, 

allowing a growth curve to  be constructed and the tum our to  act as its own control 

in a treatm ent study.

In order to  quantify tum our volume and growth, the measurement variability 

m ust be known. Inter- and intra-observer variability was determined for tum ours in 

four size ranges w ith average volume from 0.43 mm3 to  60.42 mm3. Intrarobserver 

variability was as low as 4% for mid-sized tum ours averaging 2.39 mm3, while the 

inter-observer variability for the smallest and largest tum ours measured had the high­

est variability a t 25% and 15%, respectively. Breathing motion did not significantly 

effect the volume measurements, however, having the region of interest beyond the 

geometric focus resulted in significantly different measured volumes.

Measurement variability is one factor th a t influences how well growth data  can be 

characterized m athem atically through curve fitting. Simulations of tum our growth 

were performed to  relate experim ental imaging param eters, such as intervals between 

acquiring images, minimum and maximum volume recorded and length of tim e over 

which data  is acquired, to  the quality of curve fitting  results. Simulations show that 

improving the ability of the ultrasound system to  image small (<1 mm diameter) 

tum ours would improve the ability to  draw conclusions from growth parameters.

The spatially variant point-spread function influences lesion-size measurement 

variability and consequently growth curve fitting. The transducer employed is tightly 

focused, so spatial image resolution is high a t the focus but rapidly degrades away 

from the focus. Synthetic aperture focusing was employed w ith a variety of weight­

ing techniques to  retrospectively focus the images through a range of depths. The
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improvement in focusing was measured using point-like targets and the effect on mea­

surement variability was evaluated using lesion phantom images. Synthetic aperture 

focusing did not produce a  significant reduction in lesion-size measurement variability 

but did diminish the sensitivity of the measured size to  lesion depth.

K eyw ords: high-frequency ultrasound, three-dimensional ultrasound, mouse mod­

els, preclinical cancer, measurement variability, tum our growth, synthetic aperture 

focusing
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Chapter 1
I

Introduction

1.1 Overview

Clinical trials for therapeutic oncology drugs suffer from one of the highest rates

of drug failure of in y  disease [1, 2]. Additionally, conventional endpoint analyses in 

preclinical cancer research provide limited information about tum our growth, due to 

lim itations in measurement precision or an inability to  measure tum ours within some

organs. These lim itations suggest additional information may be required to  assess 

d ie efficacy of novfi therapeutics in the predjnical modela. Three-dimenafonal (3D)

high-frequency ultrasound imaging offers a  non-invasive method to  monitor tum our 

growth through tube and provide quantitative information on tum our growth.

This thesis exainines the use of three-dimensioned (3D) high-frequency ultrasound
. . . I - ' , .  - . , . . . . ,• : ..

imaging to  measure tum our volumes in preclinical cancer models over time. To ensure

th a t the data  can be appropriately interpreted and changes in volume quantified, it is 

im perative to  quantify measurement variability. W ithin th is thesis, a  liver m etastasis 

model is imaged tcj validate th a t tum ours could be imaged w ith ultrasound and show

sufficient contrast to  make measurements. The measurement variability of the tum our
;

volumes was evaluated for m ultiple observers and varied experimental factors. The 

measurement variability is a  fonction of tum our size and therefore will have an effect

1
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on curve fitting of! growth data.* Therefore, this inform ation was subsequently used 

in a  study on theoretical growth curves and curve fitting to  aid in the plum ing of 

imaging experiments. Lastly, since the measurement variability was shown to  be a 

function Of lesion depth w ithin the image, a  technique to  improve the  image focusing 

was implemented jto determ ine the effects on the  measurement variability and the  

spatial variance ofithe variability within the image.

In order to  provide some context for the subsequent chapters, th is chapter first 

discusses the  shortcomings of clinical cancer drug trials and some of the  lim itations 

of the current anim al models. C urrent techniques for measuring outcomes, including 

caliper and endpoint analysis, are discussed including how precisé, longitudinal mesh 

surements could improve upon the current endpoints. Options for in vivo imaging are 

briefly presented followed by more detailed information on the use of high-frequency 

ultrasound for longitudinal imaging. Information on focusing of ultrasound beams 

and the u seo f transducer a ita y sis  included as background^ on the lim itations of the 

ultrasound system used. Previous work on high-frequency imagfog of cancer models 

is presented followed by a  more details outline of the thesis chapters. ,

1.2 Preclinical Cancer Studies and Animal Models

Preclinical cancer research employs a  range of in vivo and in vitro techniques to 

study the fundam ental biology of cancer and the response to  current or new therapies. 

Techniques range from in vitro cell culture to  in vivo animal models with implanted 

cells to  genetically modified animals.

1.2.1 Failure of cancer drugs at the clinical trial level

A ll new therapeutic agents go through extensive testing in the lahoratocy before 

they ever reach a  clinical trial. A lthough an enormous amount of tim e and resources 

are spent on researching, developing and testing new therapeutics, cancer drugs see
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a high ra te  of failure a t clinical trials (9 out of every 10 drugs fail) [1, 2]. This 

results in a much lower percentage of drugs th a t s ta rt trials making it through to 

the clinical compared to  other disease models. In fact as few as half as many drugs 

compared to  therapeutics for other diseases such as cardiovascular and arthritis {2}. 

Lim itations in thej preclinical models and evaluation of treatm ent response endpoints 

reduce their predictive potential in clinical trials. It is the predictive potential of 

these models to  select effective drugs th a t is considered to  be the m ost im portant 

concept when dealing w ith animal models [3]. The mechanism of action as well as 

the toxicity profiles often differ between the preclinical and clinical trials [2]. Such 

vast differences in results make it difficult to  use preclinical results to  determine an 

appropriate route of adm inistration, initial dosing and type of cancer to  target when 

these drugs reach the clinic.

1.2.2 Limitations of current animal models

To begin to  understand the reasons for the discrepancies between preclinical trial 

outcomes and clinilcal trial results, it is necessary to  look a t the types of animal models 

employed in the preclinical studies and how they differ from the disease in humans 

A large number of different preclinical models are employed in cancer research, as 

each has advantage and none have shown a  superior predictive valué over the others. 

Xenograft models,1 where cells are grown in culture then injected into the mouse, 

or small tum our masses are transplanted from one animal to  another, are the most 

commonly used mouse model, due to  the ease of use. For a ll xenografts, the resulting 

disruption in the cellular micro-environment due to  creating the xenograft means that 

many molecular pathways are no longer intact [3], which has the potential to  change

Subcutaneous l(s.c.) tum ours are one of the most commonly used xenografts,

where cancer cells1 are injected beneath the skin to  form a tum our. Although tu ­

mours form and develop a blood supply th a t can b e  studied, they lack an organ
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microenvironment land many of the constraints th a t arise for tum ours in their natural 

state  growing within an organ such as limited space.

O rthograft models, a  xenograft where cancer cells are implanted into their native 

host organ (ie. melanoma cells info the skin, prostate canoer cells into the  prostate), 

exhibit some of the  tum our-host interactions more appropriately including invading 

the normal tissue and recruiting a  blood supply from w ithin the organ. However, 

it is typical to  inject a  large number of cancer cells in one location compared to 

a  naturally arising' tum our starting from m utations on the level of individual cells. 

Genetically modified mouse models offer a  more realistic model of some aspects of 

tum our development as tum ours initiate spontaneously due to  genetic modifications 

making the  mice susceptible to  particular cancers. The benefit of these models is th a t 

the natural h istoryof th e  tum ours more closely relate to  naturally occulting tumours; 

However, if the genetic modifications are not representative of those found in human 

cancers, it is difficult to  interpret how the rem its m ay relate to  the  human form bf 

the disease from their results [5]. In many cases, these animals exhibit a  m utation 

in every cell in their body rather than  having a  m utated cell arise among normal 

cells and thus these models more closely resemble familial cancers, which are rare 

compared to  th e  sporadically arising tum ours found in humans [4, 5]. Monitoring 

and comparing animals in different treatm ent groups also poses challenges since each 

tum our will develop" a t a  different time* point and often develop multifocally, making 

them  both more cijmbersome as well as more expensive than  xenograft models [5].

The process of cancer cells shedding from the prim ary tum our, travelling through 

the blood vessels or lym phatic system to  distant organs where they can form tumours 

is called metastasis, [6]. M etastases, not the prim ary tum ours, are responsible for most 

cancer, deaths, making then} an im portant area of study. In order to  study metas­

tases, both spontaneous models and experimental models are employed. Spontaneous 

models use xenograft or genetically modified tum our models and allow the m etastatic 

process to  proceed naturally. In experimental models cancer cells are injected directly
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into veins or lym phatics to  target a  particular organ. The tum our cells travel to  that 

organ and a  num ber of them  will extravásate from the vessels into the tissue and have 

the  potential to  form m etastases. ,

Outcomes of clinical trials may be poor due to  the fact th a t precllnical models 

are not representing the diversity of the  true disease of cancer. Often positive results 

achieved in a  very sn a il number of models, for only a  small number of cell lines, are 

used as a  positive indication to  pursue the drug into clinical trials [7]. W hen the 

models showing positive results have no positive correlation w ith how human cancers 

will respond, th is lim its their usefulness. R ather than simply knowing th a t a  drug 

has an effect on some cells, it would be more valuable to  know w hat characteristic of 

the cells are im portant in achieving a  response to  the  drug [1]. This would in turn 

allow the clinical trials to  be conducted using the most appropriate type of cancer for 

the drug to  show an effect.

Although there are lim itations to  the different preclinical models, they provide 

valuable tools for cancer research and show clinical predictive value for some cases. 

Vo8koglou-Nomikoe etal. [7] have shown, by m e tad a ta  analysis, th a t some orthotopic 

models show correlation w ith phase II clinical trial outcomes particularly when panels 

of xenografts were used preclinically.

1.2.3 Current Endpoints for Analysis >

In order to  assess experimental outcomes for growth and especially treatm ent stud­

ies, specified endpoints and metrics to  compare groups are required. Currently, the 

most common analyses in cancer models are caliper measurements of subcutaneous 

or other superficial tum ours or sacrifice a t the experimental endpoint to  allow gross 

pathological and histological comparisons [§]. Caliper measurements are subject to a 

high level of error and variability as there is no way to  consistently measure a single 

dimension of a  three-dimensional object. In vivo caliper measurements will always 

include the skin on top of the tum our and potentially additional layers of tissue or
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fat. W hile th is additional thickness is often assumed to  be consistent across all mea­

surements, there is no w ay to  know if there are changes in the amount of normal 

tissue present in addition to  the  solid tum our mass. There is also the  possibility that 

the widest part of the tum our is not a t the surface but buried deeper and not being 

measured a t all, thereby introducing more errors.

To compare tum our sizes over tim e and across groups, th e  volume is typically 

assumed to  be an ellipsoid and estim ated by measuring the longest dimension of the

tum our, the perpendicular diam eter to  this initial measurement and setting the third 

depth dimension ¡equal to  tb s  perpendicular diam eter, iand calculating the volume of 

an ellipsoid based on these three one-dimensional measurements [8J. Diameter mea­

surements rarely provide a  reliable estim ate of the tum our volume as the true shape 

is often more complex than  an ellipsoid. These assumptions and lim itations severely 

limit, the ability to  compare tum our volumes over tim e and to  construct meaningful 

growth curves. Average tum our measurements obtained from caliper measurements 

can be used to  evaluate changes in growth between control and treated grpups at 

each tim e point and to  construct average growth curves, though the compounding 

effect of the measurement errors is difficult to  assess. The high variability in these 

measurements makes comparing individual growth curves and even changes in volume 

of the same tum our over tim e unreliable.

Feu* models which do not allow for external caliper measurements, analysis is pften 

lim ited to  ex-vivo endpoint analysis. As a result, to  analyse multiple tim e points, 

m ultiple cohorts of animals are required to  allow a, cohort to  be sacrificed a t each 

tim e point of interest. This cap be costly in term s of number of animals and work 

required to  create th a t number of animal models and process the data. In addition, 

variations between the growth of individual tum ours in individual animals increases 

the experim ental variability and lim its the ability to  interpret the results and detect 

significant differences between treatm ent groups. A variety of endpoints can be used, 

including tum our size, tum our weight or to tal tum our burden. Animals th a t fail to
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develop tum ours can skew the results ami lim it the data interpretation, especially if 

a  control animal does not develop a tumour.

In the  case of jgenetically modified animals w ith spontaneously arising tumours 

th a t are not readily visible or palpated, it can be difficult to  determine an appro­

priate endpoint to  allow comparison across multiple animate and to  tim e treatm ent 

experiments. As a* result, theie ¿an be a  large range of tum our sizes or burden a t the 

endpoint or a t the point of treatm ent initiation.

1.2.4 Opportunity to Improve Preclinicai Studies

In order to  obtain additional information regarding tum our growth, the ability to 

evaluate all tum ours in vivo is necessary. This would open the possibility of obtain­

ing time-series data to  assess growth over tim e of different tumours, tum our models 

and treatm ents. Longitudinal monitoring could provide information on how a treat­

ment alters tum our growth - whether tum ours regress, stabilize or merely grow more 

slowly. This information cannot be obtained from endpoint analysis alone. Although 

caliper measurements can be obtain in vivo, the lim itations discussed above mean an 

improved method is still required for subcutaneous tumours.

Additionally, growth data  from each tum our would allow each tum our to  act 

as its own control to  compare pre- and post-treatm ent growth or change in size. 

Many cancer therapies are effective on proliferating tum ours but show little effect 

on non-proliferating tum ours. Obtaining pre-treatm ent growth estim ates has been 

recommended [8] to  aid in obtaining the desired data and allow an evaluation of 

the post-treatm ent results. If there is a wide range in the response to a particular 

treatm ent, it can still be observed if tum our growth is observed on a  tum our by 

tum our basis.

Non-invasive in vivo imaging would allow for this type of monitoring and data ac­

quisition and can be performed on a micro-imaging scale to  allow for the visualization 

of tum ours in small-animal models. The additional ability to  visualize tum ours in vivo



8

is becoming necessary as models and treatm ents become more sophisticated [4].

1.3 In vivo Mièrô-Iniâgliig

Non-invasive imaging of preclinical cancer models enables tum ours to  .be repeat­

edly imaged a t different tim e points, allowing longitudinal measurements of the same 

tum our. For each model of interest, an appropriate imaging modality is required to 

perform these measurements. The criteria required of the imaging modality include
. , ( .  t », a*i - ;  i  ‘ . Ì ; ■

high resolution to  obtain accurate and precise tum our measurements. Additionally, 

appropriate qoptrjaet to  visualize tire depired .tqm qurs if m quired,, ^pdqgenous çpür 

tra st simplifies the imaging procedure making it the first choice. If there is insufficient 

contrast due to  the natural tissue properties, it may be possible to  use an exogenous 

contrast agents which could provide the necessary contrast to  differentiate tum ours 

from health tissue. Being able to  minimize the úse o f contrast agents leads to  more 

rapid throughput for imaging and less potential for bioeffects düe to  contrast agents.

If repeated measurements are dèsffed over a short period of time, it is préférable 

to  avoid techniques w ith cum ulative exposure effects and potential biological effects 

from high exposure as this m ay lim it the scans th a t can be performed. M odalities that 

can lim it thé scan tim é per animal aìre also desirable as th is will minimize anesthetic 

exposure for each animal and allow for larger cohorts of animals to  be evaluated òn 

a h ‘ongoing basis. 1 ’ ‘ • ■ ‘i;,> '

The ability to  measúre tum our volumes over tim e is necessary for all tumours. 

Measurements of tum ours conducive to  caliper measurements will benefit from im­

proved measurement accúraey and variability, while other turnouts wifi benefit from 

longitudinal measurement of the  same tum ours over tim e;

There are imaging modalities scalecHfor preclinical imaging, frequently referred
:

to  asm icro-im aging, analogous tó  Clinical imaging modalities, w ith the addition of 

fluorescence and lumineScetícé optical imaging techniques, which are not currently
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used in the clinic. As these modalities have been scale to  reduce the resolution making 

them  appropriate for preclinical studies, small animal anatom y can be visualized with 

comparable detail to  clinical images in patients, w ith typical resolution on the order 

of 100 nm. W hile there are often imaging modalities th a t can be used for a  given 

experim ent, there’ are a  number of advantages and disadvantages to every m odality 

th a t need to  be evaluated for the  particular experiments.

1.4 Ultrasound

1.4.1 Comparison of High-Frequency Ultrasound to Other
. , , . . i . . . . , .

Micro-Imaging Modalities ^

Ultrasound has inherent soft-tissue contrast, w ithout requiring exogenous con­

tra st agents, making it a practical option for soft-tissue tum our imaging- However, 

ultrasound cannot be used for lung and bone imaging therefore preventing its use for 

prim ary and m etastatic tum ours in those organs. Ultrasound offers many benefits 

for in-vivo imaging of mouse models, including real-time 2D imaging capabilities (up 

to  100 frapaes per second),,3D im f# ag  capabilities pqrtabiUty ^ d  cqi^piUftively 

low equipment and operational costs [9]. However, ultrasound has some distinct 

lim itations compared to  other modalities, including a relatively small field of view, 

lim itations bn imaging where there is an appropriate acoustic window, and inability 

to  image bone and lung tissue.

X-ray computed tomography (CT) allows for entire body scans to  be acquired, 

which is particularly useful when examining mouse phenotypes. CT provides excellent 

contrast for bone and lung imaging; however, it does not provide soft-tissue contrast 

w ithout the úse of exogenous contrast agents.

M agnetic resonant imaging (MRI) provides high spatial resolution and contrast in 

soft-tissue, as well as full-body scans. However, the equipment arid operational costs
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are very high for MRI [9]. Both CT and MRI scan tim es can vary depending on the 

protocol and imaging system from being fairly rapid to  very long (on the order of 

hours for MRI). Even w ith fast scans, the reconstruction tim es can be very long so 

th a t th e  images of the anim al are often not available until long after they have been 

scanned. Although th e  scaiming and reconstruction tim es are long, the  segmentation 

step often requires very little  tim e as autom ated segmentation algorithms can be 

used. In ultrasound imaging, manual segmentation is typically required which takes 

a  considerable amount of tim e, especially in3D  images [10]

Nuclear medicine scans, including positron emission tomography (PET) and single 

photon emission computed tomography (SPECT) provide functional information re­

garding tum our activity; however, they suffer from low spatial resolution and require 

the use of radioisotopes to  provide contrast increasing cost and dose to  the animal [9].

Recently high-frequency ultrasound has been used a  wide variety of application, 

including cardiac [11,12], embryonic [13], vascular [14] and image guided interventions

[15]. The high frame rates are particularly useful in many of these applications as it 

allows for real tim e monitoring of the changes in vivo.

1.4.2 High-Frequency Compared to Clinical Ultrasound

There are a  number of notable differences between high-frequency and Clinical ul­

trasound imaging. Clinical imaging is typically performed in  the range of 5 to  12 MHz 

w ith the high end being a t 15 MHz, compared to  20 MHz to  60 MHz for high-frequency 

ultrasound [16]. The increased frequency improves the resolution (approximately 40 

x 80 fitn a t 40 MHz), allowing smaller objects to  be imaged, while sacrificing the 

depth o$ penetration (approxim ately10 mm a t 40 MHz). High-frequency ultrasound 

has reduced penetration compared to  clinical ultrasound due to  th e  increased atten­

uation a t higher frequencies which reduces the energy in the  ultrasound pulse as it 

p ropagate. These trade-offs make it appropriate as a  micro-imaging modality for 

small animal imaging where the  increased resolution is required and limited field of
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view is still sufficient for the  subject size. Clinically, high-frequency u ltrasoundis 

restricted to  several specialized areas, including intravascular, ocular and derm ato­

logical imaging. <

High-frequency ultrasound produces signals from different scatterers [17} than is 

the case when employing lower (clinical) frequencies, meaning the ultrasound images 

provide information about different structural components in tissue.

1.4.3 Ultrasound Arrays and Focusing

W hile the axial resolution in ultrasound is determined by the transm itted pulse 

length, the lateral resolution (LR) depends on the focusing from the transducer. The 

lateral resolution a t the focus for a  transducer with a rectangular aperture is defined 

as LR — A |j where F  is the focal distance, D is the transducer aperture diam eter and 

A is the ultrasound wavelength. In the case of single-element transducers, they can 

be either unfocused or focused a t a fixed point in space. The lateral resolution a t the 

focus can be improved by moving the fixed focus towards the transducer or increasing 

the transducer diam eter. The focal depth is typically chosen based on the application 

and penetration depth a t the imaging frequency, which constrains how much it can 

be varied. The w idth of the transducer can be varied, but there are obvious practical 

lim itations on the side of a  transducer to  make it practical for imaging. Even if the 

lateral resolution a t the focal depth is acceptable, w ith tightiy focused transducers 

the lateral resolution rapidly degrades away from th e  fixed focus. To overcome those 

lim itations, transducer arrays can be employed and are used Clinically for imaging.

Arrays use multiple small elements to  send and receive sound. There is a range 

of designs of array transducers; however, they all allow the ultrasound beam to  be 

focused and in some cases also steered. Since there are many elements in an array 

(typically 128 to  256 individual elements), it is possible to  use a  varying number of 

elements to  send and receive thereby changing the transducer aperture width. The 

subset of elements used to  send and receive are referred to  as the subaperture. Having
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m ultiple dem ents additionally allows eSch dem erit f to  sa id  pulses a t difierenttim eSj 

which can« be used to  focus the ultrasound beam a t a  desired point in space. This is 

achieved by calculating how long it will take sound to  trav d  from each element to  the 

desired focal point. These delays are then used to  tim e when each element sends its 

pulse so th a t all pulses arrive a t the desired focal point a t the same time. T he same 

technique can be applied when the returned signals reach the transducer, appropriate 

delays can be applied to  the  received signals to  align all the signals from the desired 

focal point. Since the focal depth can be chosen and changed, it is possible to  focus 

a t multiple depths to  keep the image in focus instead of having the image in focus 

a t only one depth. Being able to  change both the focal depth and the subaperture 

size allows for the f-number to  be varied more readily than  in the case of fixed focus 

transducers, thereby allowing for the lateral resolution to  be maintained over a  larger 

region of the image.

Although arrays provide great improvement to  image quality over single element 

transducers, due to  a  number of physical lim itations, arrays are not yet commonly 

available for high-frequency ultrasound imaging. Linear and phased arrays require

an element spacing of less than A, the ultrasound wavelength, and A/2 respectively, 

to  prevent energy from the grating lobes being imaged [18]. If the beamsteering is 

restricted tfrsmaH &igles, th e  d& iiehtepaping can be relaxed slightly. As an example,

for a  40 MHz array an element spacing of less than 38.5 /¿m for a  linear array and 

19.3 nm for a  phased array would be required. C utting the piezoelectric m aterial 

alone can be technically difficult as elements this small are prone to  falling off the 

backing. Bonding an electronic channel to  the back of each array element can also be 

very technically challenging.

There are several groups euxrehtly working on developing arrays for high-frequency 

ultrasound including work on linear arfSys [19, 20} as well as annular arrays [21-23] 

which allow for depth focusing, but still require the transducer to  be swept to  produce 

an imsge.



13

1,4.4 Early Applications of High-Frequency Ultrasound to 

Cancer

One of the earliest applications of high-frequency ultrasound imaging was can­

cer. In 1987, Sherar et al. [24] dem onstrated the ability to  differentiate the internal 

structure of tum our spheroids (less than 1.5 mm diam eter) using a 100 MHz trans­

ducer. Subsequently, Turnbull et d . [10] were able to  monitor the growth of murine 

melanoma over tim e using 50 MHz and 62 MHz ultrasound. Tumours ranging in size 

from 1 to  4 mm diam eter were imaged in this study- Two-dimensional measurements 

were used to  measure tum our growth and several 3D images were reconstructed to  

provide proof of principle [10].

Recently high-frequency ultrasound has been employed in many preclinical on­

cology studies including growth, treatm ent and blood flow studies. In mouse mod­

els a  variety o f soft-tissue tum ours have been imaged including melanoma [25] and 

prostate carcinoma [26]. O ther animal models have also been successfidly imaged us­

ing high-frequency ultrasound, including a  chemically induced liver metastases model 

in Zebrafish [27].

1.5 Hypothesis and Objectives
It is hypothesized th a t the refinement of experimental design and focusing meth­

ods for high-frequency ultrasound will enable precise longitudinal analysis of tum our 

growth ranging from 0.1 to  10 mm diam eter in a  mouse model of liver metastasis. To 

test this hypothesis, several objectives were set:

1. To determ ine if longitudinal imaging of soft-tissue tum ours w ith high-frequency 

ultrasound can be performed w ithout the use of exogenous contrast agents, 

based solely on the inherent tissue contrast.

2. To quantify the volume measurement variability and use this information to  help
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plan longitudinal imaging experiment tim ing to  ensurei statistically significant 

changes in volume witt be observed.

3. To employ simulations of tum our growth as a  method to  determine appropriate 

imaging param eters th a t will enable a function more complex than an exponen­

tial to  be fitted and allow changes in growth rates to  be observed.

1 4. To apply synthetic aperture focusing techniques retrospectively to  acquired 

data  in order to  decrease the lesion-size measurement variability and determine 

whether adaptive or conventional apodization* is more effective a t reducing 

variability.

1.6 Thesis outline

This thesis examines how 3D high-frequency ultrasound can be employed to  pro­

vide quantitative information on tum our growth in mouse models. In particular, the 

above objectives are addressed, one in each of the following chapters.

1.6.1 Chapter 2

C hapter 2 dem onstrates the feasibility of using high-frequency ultrasound to mon­

itor the growth of tum ours in soft tissue by imaging using endogenous contrast in an 

experim ental liver m etastasis model. A liver m etastasis model was chosen as metas- 

tases cannot be tracked w ithout nori-invasive imaging due to their location. Liver

m etastases also tend to  be multifocal, thereby providing multiple tumours to  track 

growth on an individual tum our basis. A syngeneic melanoma model, as well as a 

human colon carcinoma, human breast carcinoma and mouse fibroblast model were

'L iterally meaning to ’remove the foot.’ The amplitude weighting of the aperture to reduce the 

side-lobes in the ultrasound beam. Typically a smooth function with the edges weighted less than

the centre.
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used to  establish th a t a  range of tum ours can be imaged w ith ultrasound. Even in this 

multifocal model, individual tum ours could be identified on different days to  allow 

each tum our to  be tracked independently. W here it was possible to  obtain volume 

measurements, growth curves over tim e were plotted and an example treatm ent study 

was conducted using the melanoma model.

1.6.2 Chapter 3

C hapter 3 evaluates th e  measurement variability of the  3D tum our volume to  en­

able more rigourous interpretation of the growth curves as obtained in  C hapter 2. An 

intra- and inter-observer variability study was conducted to  evaluate the measure­

ment variability as a  function of tum our size. The effects of breathing motion and 

the limited depth of field in the image were evaluated. The results are used to  deter­

mine the minimum detectable change in volume and consequently the lim itations on 

observing treatm ent effects. As a first approximation, the length of tim e required to 

wait between imaging sessions to  obtain a  change in volume th a t can be measured 

was plotted as a function of tum our volume and doubling time.

1.6.3 Chapter 4

To extend the planning of imaging sessions from the end of Chapter 3, Chapter 4 

presents simulations of tum our growth based on analysis of experimentally obtained

growth data, commonly used imaging param eters and the measurement variability.
r

The ability of an exponential or Gompertz functions to  fit the data was analyzed 

as a function of a  variety of param eters. The param eters examined fit into differ­

ent categories including biological characteristics of the animal model (ie. tum our 

growth rate), user selectable imaging param eters (ie. imaging schedule) and imag­

ing system param eters th a t could be improved upon (ie. measurement variability, 

minimum size of detection, maximum size from field of view.) The results provide
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inform ation on how to  structure experiments to  obtain the most data and indicate 

which improvements would provide the most benefit.

1.6.4 Chapter 5

To improve curve fitting o f tum our growth, one approach is to  reduce measurement 

variability. In  chapter 5, synthetic aperture focusing techniques were applied to  2D 

ultrasound linages to  assess the effect on measurement variability, Both conventional 

and adaptive weighting techniques were assessed, w ith adaptive techniques requiring 

more com putational power. Improved focusing has the potential to  decrease the 

measurement variability and increase tum our conspicuity for small tumours.
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Chapter 2

Three-Dimensional 
High-Frequency Ultrasound 
Imaging For Longitudinal 
Evaluation Of Liver Métastasés In 
Preclinical Models

The content of this chapter has been adapted from: “Three-dimensional high- 

frequency ultrasound imaging for longitudinal evaluation of liver metastases in pre­

clinical models”, published in Cancer Research, vol 65 (12) June 15 2005, by Kevin 

C. Graham, Lauren A. Wirtzfeld, Lisa T. MacKenzie, Carl 0. Postenka, Alan C. 

Groom, Ian C. MacDonald, Aaron Fenster, James C. Lacefield, and Ann F. Cham­

bers. This chapter has been included as it contains the background information around 

which the subsequent chapters are built- The liver metastasis images in this chapter 

are subsequently used in chapter S where the measurement variability is analysed. 

Chapter 4 bases the growth of the modeled tumours on the growth rates obtained from

21
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the tumours within this paper and uses the measurement from chapter S to make the 
values more realistic. Chapter h has some data from the liver metastasis model as 

well as phantoms made to have contrast similar to the in-vivo liver metastasis model 

with the aim of improving the, images within the liver- Although, this is a second au­

thor paper and also appears in Kevin Graham ’s thesis *, the Biomedical Engineering 

Graduate program approved the inclusion of this material in this thesis.

2.1 Introduction

M etastasis, the dissemination and growth of cancer cells in a secondary organ, 

is the leading cause of cancer mortality. The liver is a freq u en t m etastatic site for 

melanoma, colon and breast cancer, and therefore an im portant area of m etastasis 

research. Preclinical animal models, such as the mouse, are essential to  the study of 

liver m etastasis, yet their u tility  has been lim ited by difficulty in tracking the progres­

sion of m etastases through time. Noninvasive longitudinal imaging would decrease 

experim ental variability, provide a more accurate assessment of m etastatic progres­

sion and the efficacy of therapeutic interventions, and allow the study  of dynamic or 

tim e varying processes such aa tum our vascularization and dormancy.

Many preclinical imaging modalities are under development, including magnetic 

resonance imaging (M RI), x-ray computed tom ography(C T), positron emission to­

mography (PET), and fluorescent and bioluminescent imaging, yet no aingle modality 

should be considered a  comprehensive solution for cancer micro-imagingapplications. 

Each m odality possesses a  unique combination of strengths and weaknesses th a t im­

pact their selection for use in a  particular study. In general, desirable characteristics 

in a  noninvasive imaging m odality wouIcTbe high-resolution to  allow detection of min-
c

‘Graham, Kevin C. Nordmasive imaging for the study of preclmvxd liver metastasis models 
[Ph.D. dissertation]. Canada: The University of Western Ontario (Canada); 2007.
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imal disease, cost effectiveness and rapid image acquisition to  facilitate throughput, 

inherent contrast between the liver parenchyma and tum our to  avoid genetically en­

coded or endogenously admlnist&ed contrast agents,and  applicability to  a  range of 

liver m etastasis models. MR] offers high-resolution imaging yet may be tune consum­

ing and relatively expensive to  purchase and operate {1}. X-ray CT also offers high 

resolution, but poor soft tissue contrast necessitates th e  use of radio-opaque contrast 

agents and radiation dosage m ay'lim it longitudinal imaging flj. The resolution of 

PE T does not m atch th a t o f  MR] or CT, and the requirement for production and 

containm ent of radionuclides can make costa prohibitive [1]. Fluorescent and bio- 

luminescent imaging offer a  relatively cost effective way to  study liver m etastases, 

bu t suffer from poor resolution and th e  requirement to  transfect endogenous reporter 

genes into th e  cell line of interest {1, 2]. The expression of foreign reporter proteins 

may lead to  increased immunogenicity, and thus must be carefully examined for their 

im pact on the m etastatic model being studied [3-5].

. .■ ’ ■ . , •? I m  i  Y s  ■ '■ ■ . . -Y ■
Ultrasound is an attractive option for preclinical imaging due to  the cost and 

tim e efficiencies of this modality. Previous studies using high-frequency ultrasound 

imaging of murine cancer models dem onstrated the feasibility of this technique to 

track subcutaneous tum our progression [6]. T hat study concluded th a t further appli­

cation of ultrasound imaging would require a  fast method for generating 3D images. 

A new high-frequency scanner th a t employs 3D image acquisition methods and re­

construction software developed in our laboratory has addressed this lim itation [7]. 

These developments raised the possibility of using high-frequency ultrasound in the 

evaluation of clinically relevant m etastatic models, which are difficult to  study in a 

noninvasive fashion.

We report here the application of a  high-frequency (40 MHz) ultrasound system 

w ith three-dimensional imaging capabilities to  the study of murine liver metastasis.
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We dem onstrated th a t the resolution of high-frequency ultrasound allowed detection 

of liver m étastasés a t a  minimum size tb à t compared favourably to  th a t of MRI, 

CT or optical methods [8-11]. The applicability of this technique was dem onstrated 

by identifying and tracking liver m étastasés from four tumour cell lines of different 

tum our origins. The im portance of 3D volumetric imaging to  reduce uncertainty in 

volume determ ination was established by comparison of 3D segmented volumes with 

the commonly assumed ellipsoidal volume calculated from diam eter measurements. 

The utility  o f 3D high-frequency ultrasound in the evaluatibh of chemotherapeutics 

was shown in a  preclinical tria l w ith doxorubicin. These results dem onstrate th a t the 

cost and tim e efficiencies of traditional ultrasound coupled w ith the  3D capabilities 

mid high resolution of th is high-frequency ultrasound system make this m odality 

particularly well-suited to  th e  study of liver m etastasis in a  wide range of preclinical 

models.

2.2 Materials and Methods

2.2.1 Cell Culture and Experimental Metastasis Models

B16F1 [12] and HT-29 cdHs (C a t#  CRL-6323 and HTB-38, respectively; Ameri­

can Type C ulture Collection, Manassas, VA, USA) were m aintained inaM E M  with 

L-glutamine, ribonudeoeides anddeoxyribonucleosides (Invitirogen, Carlsbad, CA, 

USA) supplemented w ith 10% FIBS (Sigma, Mississauga, ON. C anida). PAP2 

cells {13,14] Were m aintained in DMEM (Irndtrogenj supplemented w ith 10% FCS (In- 

vitrogen). MDA-MB-435/HAL cells were maffitained in EMEM (Invitrogen) supple­

mented w ith 2 mM L-glutamine, 100 p4M non-essential amino acids, 25 mM HEPES 

buffer, 1 mM sodium pyruvate (Invitrogen) and IX  MEM Vitamin solution (Sigma). 

The MDA-MB-435/HAL line Was derived from the MDA-MB-435 cell line by an 

in vivo selection procedure for increased m etastafic potential [15]. AU animals were
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cared for in accordance to  the Canadian Council on Animal Care guideline«, under 

a  protocol approved by the University of W estern O ntario Council cm Animal Care. 

For experim ental m etastasiaassays, mice wane anesthetized w ith an intraperitoneal 

injection of xylazine/ketam ine (2.6 mg ketamine and €.13 mg xylazine per 20 g body 

mass). A s. described previously, anesthetized mice received mesenteric injections of 

0.1 mL of oells suspended in their respective growth media to  target the  liver [26], For
I

B16F1 cells, a  suspension of 3 x  105 cells was injected into G57BL/6 mice (Harlan, 

Indianapolis, IN, UBA). For HT-29 cells, asuspension of 2 x  106 cells was injected into 

NIH III mice (Charles River, W ilmington, MA, USA). For PAP2 cells, a suspension
i

of 2 x 105 cells was injected into SCID mice (Charles River). For MDA-MB-435/HAL 

bells, a  suspension lof 3 be 10s ceils was injected into SCID mice (Charles River). All 

mice were female aind 7-11 weeks old a t the tim e of cell injection.

2.2.2 Ultrasound Imaging

For ultrasound i imaging the  Vevo 660 high-frequency ultrasound system (Visual- 

Sonics Inc. Toronto, ON, Canada) was used. T he Vevo 660 ia  the second generation 

of a  system  described previously [17]. The Vevo 660 ultrasound probe has a  40 MHz
j

centre frequency w ith a  6 mm fodal depth. The spatial resolution a t the focus is 40 

x 80 x  80 fjab3. Prior to  the first imaging session the  mouse’s abdom en w as depilated 

w ith commercial h a ir removal cream. During imaging the  mouse was kept under 

anesthesia w ith l.$%  isofluraaae in oxygen and restrained on a heated stage. During 

im aging w ith the immunodeficient NIH III and SCID mice the animals were handled 

and imaged in a  HJSPA filtered workstation (Microzone Corp. O ttawa, ON, Canada). 

U ltrasound is strofigly reflected by the ribcage, which hinders imaging of any tissue 

located beneath the ribs, such as the lungs and a portion of the liver. Thus, the 

volume of liver tissue accessible for ultrasound imaging may vary among animals and 

between imaging sessions for the same animals. In general, we found th a t a  signifi­

cant volume of the left lateral, left medial and right medial liver lobes were routinely
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accessible for imaging. D aring imaging two-dimensional images were acquired in the

sagittal plane ultrasound contact gel was applied to  the abdomen. For three-

dimensional imaging, parallel two-dimensional Images were acquired by stepping the 

transducer in 30 pm  intervals in the opt of plane dimension. Using software devel­

oped in our laboratory, two-dimensional images were interpolated and reconstructed 

on-line to  create a  3D volumetric image [7]. The system can acquire and produce 

a  typical three-dimensional image in less than 20 seconds. The 3D reconstruction 

software is available through VisualSonics Inc., or through the authors for research 

purposes.

1
2.2.3 Volume Measurements

To determ ine ttunour volume, the boundaries of a  m etastasis were outlined within 

parallel planes separated by 50 pm  in the volumetric image. The to tal m etastasis 

volume was calculated by summing the outlined areas and multiplying by the interslice 

distance [18). Segmented volumes were compared to  ellipsoid volumes estim ated using 

the formula V =  j[7rabc)/6. The measurements for diam eters ‘a’, ‘b’, and ‘c’, were 

obtained from the 3D volumetric images. The sagittal plane showing the greatest 

tum our diam eter Was selected, and the greatest diam eter ‘a ’ measured. The diam eter 

‘b ’, perpendicular;to (a ’ was then measured. The volume was then rotated and the 

transverse plane showing the largest tum our diam eter was selected. The diam eter ‘c \ 

perpendicular to  tjoth ‘a ’ and ‘b’ was then measured. To detennine the % difference 

between the ellipsoid and 3D segmented volumes the following formula was used

lb p y  x volume) -  (segmented volume) (21)
(ellipsoid volume +  segmented volum e)/2‘ '
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2.2.4 Longitudinal Growth Measurements

For longitudinal imaging, th e  initial imaging tim epoint was based on previous 

indications of when m icrometastases couM first be detected by ultrasound. Individual 

liver m étastasés wére identified and &3D image recorded. Individual liver m étastasés 

were identified on successive imaging datés by their particular liver lobe location,

tum our shape, and proximity to  landm ark structures such as m ajor blood vessels or 

the liver edges. Landmarks were all internal to  the liver, since the liver lobes move in 

relation to  any extjernal landmarks, such as the ribs. Animals were sacrificed due to  

escalating tum our burden, as assessed by ultrasound imaging, or when a t least four 

imaging tim e points had been acquired to  construct a  growth curve. Approximately 

5 minutes, were required to  locate, identify and image the liver m etastases of each 

mouse. If the tim e spent on set-up* animal handling, anesthesia, and recovery is 

included, the average duration of an Imaging session was 15 minutes per mouse.

2.2.5 Treatment Protocols

The B16F1 liver m etastasis model was used to  assess the ability qf high-frequency 

ultrasound to  detect response to  cytotoxic chemotherapeutic agents. At day 7 post

cell iqjection the first treatm ent w ith doxorubicin was administered. Doxorubicin 

(Pharm acia, Mississauga, ON, Canada) was given a t a  previously described treatm ent 

schedule (1 m g/kg, 0.1 mL, i.p.) every second day until day 17 post cell injection, 

for a  to ta l of 6 treatm ents [19]. Control animals received spline control injections 

(0,1 mL, i.p.). U ltrasound imaging was performed from day 8 post cell injection, the 

earliest tim e B16F1 liver m étastasés could be detected in the images, until the end 

of the experiment.
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2.2.6 H istology

At sacrifice the mouse liver was excised and fixed in 10% neutral buffered forma­

lin. Visual inspection validated the tumour size and location depicted by ultrasound 

imaging. For histological confirmation of tumour size, formalin fixed paraffin embed­

ded livers were sectioned (4 //m slice thickness) and stained with hematoxylin and 

eosin.

2.3 R esu lts

2.3.1 Identification o f murine liver m étastasés using high- 

frequency ultrasound

To validate ultrasound imaging for the detection of murine liver métastasés, mice 

were noninvasively imaged and, once suspected métastasés were detected with ultra­

sound, the animal was sacrificed. Gross pathology and histological sections verified 

the presence of a tumour, its size and location. Ultrasound reliably detected murine 

liver métastasés from the four tumour cell lines tested, B16F1, HT-29, MDA-MB- 

435/HAL and PAP2, with excellent agreement between ultrasound images, gross 

pathology and histological sections (Fig. 2.1). Ultrasound imaging proved highly 

sensitive to small métastasés with a minimum detection size (maximum diameter —► 

segmented volume) of 0.22 mm —» 0.01 mm3, 0.47 mm —► 0.03 mm3, 0.66 mm —► 

0.08 mm3, and 0.78 mm —► 0.17 mm3 for B16F1, HT 29, MDA-MB-435/HAL and 

PAP2 tumours respectively. As a point of reference, a volume of 0.01 mm3 would be 

produced by approximately 6000 cells, based on the assumption of a spherical cell 

volume and a cell diameter of 15 /xm.
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Fig. 2.1: Identification of B16F1 (A, E), HT-29 (B), MDA-MB-435/HAL (C), and 
PAP2 (D) liver métastasés by noninvasive ultrasound imaging. Two dimensional 
ultrasound images are shown with corresponding histological sections. The location 
of each metastasis in the ultrasound image is denoted with yellow arrows, in the 
histological section with black arrows. The maximum diameter of the metastasis 
shown in the ultrasound image is 1.56 mm (A), 0.47 mm (B), 0.66 mm (C), 2.33 
mm (D), and 5.01 mm (E). The scale bars on the ultrasound images are 1.00 mm. 
The scale bars on the histological sections are 1.00 mm (A, D, E) or 0.10 mm (B, 
C). In panel E, necrotic areas (N) depicted by ultrasound imaging and confirmed by 
histology are labelled.
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2.3.2 High-frequency ultrasound can identify areas of lique- 
factive necrosis within métastasés

During imaging of B16F1 liver m étastasés it was noted that, although the metas- 

tases were always clearly delineated from the surrounding parenchyma, the m étastasés 

showed a  large amount of heterogeneity in their ultrasound backscatter. In a  num­

ber of m étastasés distinct anechoic regions (no texture, appears dark) were evident. 

Histological examination of these anechoic regions revealed th a t they are regions of 

liquefactive necrosis (Fig. 2.1 E). Liquefactive necrosis is expected to  be anechoic, 

since the breakdown of necrotic cells eliminates the m ajority of ultrasound scattering 

structures from th a t region of the tum our.

2.3.3 Tracking the growth of individual liver métastasés by 

noninvasive ultrasound imaging

To dem onstrate the u tility  of ultrasound imaging in the longitudinal study of liver 

m étastasés, mice were noninvasively imaged a t 2-3 day intervals. At sacrifice, gross 

pathology and histological sections verified tum our sizes and locations depicted dur­

ing ultrasound imaging. The B16F1 m étastasés developed rapidly, forming detectable 

m étastasés as early as 10 days post cell injection in this experiment (Fig. 2.2 A). The 

B16FÍ m étastasés showed exponential growth with an average volume doubling time
\ i ■ • N  ̂ . . . .

of 1.2 + /-  0.2 (mean + /-  SD) days. The mean correlation coefficient for fitting an 

exponential curve was 0.966 + /-  0.047. The HT-29 and MDA-MB-435/HAL liver 

m étastasés were much slower to develop, forming detectable m étastasés a t a  mini­

mum of 33 days post cell injection (Fig 2.2 B). The HT-29 and MDÀ-MB-435/HÀL 

m étastasés also showed exponential growth w ith doubling times ranging from 3.7 - 

4.8 days for the HT-29 m étastasés and 5.7 -10.4  days for MDA-MB-435/HAL metas- 

tases. The correlation coefficients ranged between 0.972 - 0.993 for HT-29, and 0.635 

- 0.889 for MDA-MB-435/HAL. The m etastasis HT-29 - 4 was not included in the
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range of doubling times because its volume did not increase over the 10-day interval 

that it was imaged. Representative two-dimensional images from the longitudinal 

imaging of an individual B16F1 metastasis, B16F1 - E, are shown (Fig 2.2 C). Indi­

vidual PAP2 liver métastasés could not be evaluated for longitudinal growth because 

in this highly aggressive model numerous métastasés form and quickly fuse. In such 

cases, ultrasound could be used to monitor increasing tumour burden, instead of the 

growth of individual métastasés, as an indicator of tumour progression.

2.3.4 2D m easurem ent provides frequent overestim ation or 

underestim ation of tum our volum e as com pared to  3D  

m easurem ent

Tumours are often assumed to have an ellipsoid shape, which allows a volume to 

be calculated from the maximum widths and length in 2D images. Tumour volumes 

calculated from this 2D method and from 3D segmentation were compared to deter­

mine if the assumption of an ellipsoid shape was valid for liver métastasés. In the 

liver metastasis models examined here, there were large differences in the measured 

tumour volumes between the 3D and 2D methods. The mean percent difference for 

B16F1 liver métastasés was -8.8 + /-  23.5% (range 90.1% to 53.2%) (Fig 2.3 A). The 

negative mean indicates that the ellipsoid volume was on average smaller than the 

3D segmented volume. For the MDA MB-435/HAL métastasés the mean percent dif­

ference was -15.0 + /-  25.3% (range -45.2% to 23.1%) and for the HT-29 métastasés 

-7.9 + /-  43.8% (range 106.5% to 80.5%). Three-dimensional surface rendering of the 

liver métastasés allowed visualization of the irregular shapes of some tumours (Fig 

2.3 B-C).
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A B

Day 10 Day 14 Day 18

Fig. 2.2: Tracking the growth of individual liver inetastases by noninvasive ultrasound 
imaging. (A) Growth curves of B16F1 liver metastases, plotted on a semi-logarithmic 
scale. (B) Growth curves of HT-29 and MDA-MB-435/HAL liver metastases, plotted 
on a semi-logarithmic scale. (C) Representative two dimensional ultrasound images 
of B16F1 - E. Size of B16F1 - E (maximum diameter —> segmented volume) is 0.50 
mm —> 0.06 mm3 (Day 10), 1.07 mm —► 0.61 mm3 (Day 14), and 2.09 mm —► 3.79 
mm3 (Day 18). The scale bars on the ultrasound images are 1.00 mm.
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A

Fig. 2.3: Discrepancy between tumour volumes obtained from 3D segmentation or 
diameter measurement with the assumption of an ellipsoid shape. (A) The % differ­
ence between the ellipsoid volume and the 3D segmented volume (equation 2.1) for 
individual B16F1 metastases is plotted versus the mean volume of those two mea­
surements. The solid bars indicate the mean + /-  2 SD. (B) 3D surface rendering of 
a B16F1 metastasis in which the ellipsoid and 3D segmented volumes are in close 
agreement (ellipsoid =  5.58 mm3, 3D =  5.79 mm3, % difference =  -3.70%). (C) 3D 
surface rendering of a B16F1 metastasis in which the ellipsoid and 3D segmented vol­
umes are not in close agreement (ellipsoid =  3.51 mm3, 3D =  5.03 mm3, % difference 
=  -35.6%).
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2.3.5 3D ultrasound can be used to  m onitor therapeutic re­

sponse o f individual m etastases

To assess the ability of high-frequency ultrasound to evaluate the efficacy of cy­

totoxic chemotherapeutic agents, the B16F1 liver metastasis model was used. By 

noninvasively tracking the development of individual liver metastases it was shown 

that doxorubicin significantly increased the doubling time of B16F1 metastases from 

(mean ±  SD) 1.4 ±  0.4 days to 1.7 ±  0.4 days (t-test, p =  0.038) (Fig 2.4 A-B). The 

increased doubling time is apparent in the significant difference between the average 

tumour volumes of doxorubicin treated metastases and the control metastases (Fig

2.4 C).

2.4 D iscu ssion

The importance of preclinical animal models in oncological research has supported 

the development of small animal imaging modalities including MRI, x-ray CT, PET, 

and fluorescent and bioluminescent based systems. Each of these modalities occupies 

a niche in noninvasive imaging, based on the unique requirements and constraints 

of a particular research study. Important factors in choosing the appropriate imag­

ing modality for a particular study may include the anatomical site being imaged, 

the desired resolution and animal throughput, availability of targeted contrast agents 

and cost. In this report we describe the use of high-frequency ultrasound imaging for 

the detection and longitudinal tracking of murine liver metastases. High-frequency 

ultrasound offers distinct advantages as a cost effective, rapid, high-resolution and 

noninvasive imaging system. The ultrasound imaging described here was performed 

without exogenous contrast agents or genetic manipulation of the cell lines being 

studied. This offers significant advantages both in terms of animal throughput and 

in the number of animal models able to be studied.
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C

Fig. 2.4: A longitudinal ultrasound study shows that doxorubicin (DXR) decreases 
tumour growth rate and tumour volume in the B16F1 liver metastasis model. (A) The 
growth of 9 B16F1 liver métastasés, from 5 mice, was tracked longitudinally in the 
control group. (B) The growth of 24 B16F1 liver métastasés, from 8 mice, was tracked 
longitudinally in the doxorubicin treatment group. (C) The mean metastasis volume 
(mean + /-  SE) for each imaging timepoint is shown for the control and doxorubicin 
treatment groups. The asterisk (*) denotes a significant difference in tumour volume 
(rank sum test, p < 0.05) at the indicated timepoint.
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As dem onstrated in this report, all four cell lines tested in experim ental liver 

m etastasis models, B16F1, HT-29, MDA-MB-435/HAL and PAP2, showed inherent 

ultrasound contrast relative to  the  surrounding liver parenchyma. These cell lines are 

derived from different prim ary tum our types, murine melanoma, human colon carci­

noma, human breast carcinoma and oncogene-transformed murine fibroblasts, which 

dem onstrates the wide applicability of th is technique. In all cases the liver metas­

tases were hypoechoic, appearing darker than the surrounding tissue on ultrasound 

images. U ltrasound imaging was shown to  be highly sensitive, w ith metastases from 

all four tum our models detected with maximum diam eters less than 0.78 mm. The 

consistent background image texture of normal liver parenchyma likely contributed 

to  the  detection of small tum ours, so ultrasound appears particularly well-suited for 

imaging liver m etastasis models. To determine the absolute detection lim it for any 

particular cell line, more frequent imaging on a  greater num ber of mice would need 

to  be performed.

The ability to  track the growth of individual liver m etastases over tim e was demon­

strated  for B16F1, HT-29 and MDA-MB-435/HAL tum our cell fines. The use of the 

human cell lines HT-29 and MDA-MB-435/HAL is particularly noteworthy since im- 

munodeficient animals, which must be protected from infection, are used for these 

m etastasis models. The ultrasound system was easily adapted to this requirement 

by restricting the mice and ultrasound probe to  a  HEPA filtered environment. This 

process would not be possible w ith largo:, less portable imaging modalities.

The longitudinal imaging trials dem onstrated the im portance of noninvasive imag­

ing in allowing analysis on a  per m etastasis instead of a  per mouse basis;. For ex­

ample, in contrast w ith th e  exponential growth seen w ith other fiver m etastases in 

the same animal, the m etastasis HT-29 - 4 did not show a significant increase in
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tum our volume during the 10 days it was imaged. The volume of this m etastasis 

was constant a t 0.03 mm3 (0.3 mm diam eter). The identification of m étastasés w ith 

variable growth patterns would allow further investigation, such as microdissection 

and microarray analyste, to  elucidate the molecular basis of such variations. The 

monitoring of dorm ant m étastasas would also perm it the study of host-tum our inter­

actions, such as th e  role of angiogenesis in the  switch from a  dorm ant to  progressive 

tum our phenotype (20). The detection sensitivity of high-frequency ultrasound allows 

the investigation of processes, such as tum our dormancy and autogenesis, which may 

occur very early in the m etastatic process.

The longitudinal imaging of B16F1 liver m étastasés revealed striking changes in 

ultrasound image texture during tum our development. The most obvious of these 

changes was the development o f distinct anechoic regions th a t were shown to  be 

areas of liquefactive necrosis. The ability to  detect the formation of necrosis may 

be useful in th e  assessment of vascular targeting agents and anti-angiogenic com­

pounds [21, 22]. Incorporating Doppler blood flow imaging into studies utilizing the 

high-frequency ultrasound system may further enhance th e  assessment of tum our vas­

culature and hemodynamics [23]. The cellular or structural characteristics th a t cause 

the more subtle changes in ultrasound backseatter are currently under investigation 

in several laboratories [24-26]. ^

These studies have focused on imaging the development of individual métastasés 

because of the unique research opportunities th a t th is approach presents. In time, 

the models used here will form large coalescing m étastasés, which can no longer be 

monitored for individual growth characteristics. A t th is stage, ultrasound imaging 

could be used to  measure relative tum om  burden between animals. This application 

will require further study to  determ ine how tum our burden in acoustically accessible 

liver areas represent the state  of the entire liver.
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Since subcutaneous tum our growth is frequently monitored by caliper measure­

ment and calculation of an èllipsoid volume, we sought to  determine if the approxi­

m ation of an ellipsoid volume was sufficient for monitoring the growth of liver métas­

tasés. I t  was dem onstrated th a t tum our volumes calculated from 3D and 2D methods 

yielded vastly différait results for many métastasés. For B16F1 m étastasés the mean 

percent volume difference between the two methods was -8.8 + /-  23.5%. The large 

standard deviation indicates th a t the 2D method often gives large over- or underesti­

mations of tum our volume when compared to  the 3D method. Since th e  true volume 

of the m étastasés could not be determined it cannot be definitely stated  th a t one 

method is more accurate than  the other. However, it is reasonable to  suggest th a t 

the 3D method is more accurate since there is no assum ption of a  defined shape, 

and a 3D image allows the operator greater tim e and control when defining tum our 

borders. Definition of tum our borders can be done off-line w ith a  3D image, while 

the operator of a  2D system must identify maximum tum our diameters during imag­

ing. Furtherm ore, previous work w ith a clinical ultrasound system has shown th a t 

the 3D method is more accurate than the 2 D method when measuring the volume 

of regular and irregular shaped phantoms [18, 27]. The inaccuracy and variability 

brought about by assuming a defined shape could hinder the ability to  track volume 

changes in slowly growing m etastatic models, the ability to  track subtle responses to 

therapeutic treatm ent, and the ability to  determine if a  m etastasis is going through 

a  period of dormancy. The elimination of this uncertainty presents a compelling case 

for using an imaging m odality with 3D imaging capabilities.

The utility  of longitudinal ultrasound imaging in preclinical trials was demon­

strated  with the anthracycline chemotherapeutic, doxorubicin. Longitudinal assess­

ment of individual liver m étastasés showed th a t doxorubicin significantly decreased 

tum our growth rate and tum our volume in the B16F1 liver m etastasis model. Signifi­
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cant differences in tum our volume were evident a t day 12 post cell injection, after only 

three doxorubicin treatm ents, when the average tum our volume in the control group 

was less than  1.00 mm3, and in the treated group less than 0.25 mm3. The ability of 

high-frequency ultrasound to  track the progression of micrometastases noninvasively 

allows the evaluation of therapeutic efficacy on sequential stages of tum our develop­

ment, from early formation to  the development of large vascularized m etastases, in a 

single experiment.

In summary, this report is the first to  describe the use of 3D high-frequency (40 

MHz) ultrasound imaging in the noninvasive detection and longitudinal evaluation 

of murine liver m etastases. This development is significant in th a t ultrasound offers 

rapid, cost effective, high-resolution imaging th a t can be applied to  a  wide range of 

liver m etastasis models w ithout the requirement for contrast agents. Compared to 

traditional histological methods, ultrasound imaging may provide a  more accurate 

assessment of tum our progression and chemotherapeutic response, while opening new 

avenues of investigation into dynamic processes such as tum our vascularization and 

tum our dormancy.
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Chapter 3

Volume Measurement Variability 
In Three-Dimensional 
High-Frequency Ultrasound Images 
Of Murine Liver Metastases

The content of this chapter has been adapted from: “Volume measurement vari­

ability in three-dimensional high-frequency ultrasound images of murine liver metas­

tases”, published in Physics in Medicine and Biology, vol 51 (10) May 21 2006, by 

Lauren A. Wirtzfeld, Kevin C. Graham, Alan C. Groom, Ian C. Macdonald, Ann F. 

Chambers, Aaron Fenster and James C. Lacefield.

3.1 Introduction

Pre-clinical mouse models of cancer have proven valuable for research and devel­

opment of new cancer therapies. They serve as an interm ediate step between in vitro 

cell culture experiments and clinical trials in humans [1], for example, allowing for 

the evaluation of different stages of cancer including prim ary or m etastatic tumours.

44
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The mouse models provide a  3D geometry and a realistic micro-environment in which 

to  study tum our growth and treatm ent response before translation to  humans.

Historically, most sm all animal cancer research has relied on subcutaneous tu ­

mour models. These models allow for external measurements of tum our diameter 

using calipers to  determ ine tum our growth and treatm ent response. However, caliper 

measurements of tum our diam eter may not be an accurate indicator of tum our growth 

because the skin and inflammation are included in the measurements [2]. Further­

more, there is a  growing realisation th a t orthotopic, m etastatic, and spontaneously 

developing tum ours in transgenic models may more closely approximate human dis­

ease [3]. For these models, the development of tum ours in internal organs precludes 

the use of caliper measurement and often necessitates the  use of endpoint analysis 

of tum our burden and structure to  evaluate tum our development. This approach is 

costly and is susceptible to  the inherent variability in the rate  of tum our development 

in anim al models. For endpoint analysis, the researcher is unaware of the current 

stage of tum our development when initiating a  therapeutic regimen or when consid­

ering sacrificing the animal for further analysis. The development of in vivo imaging 

for pre-clinical models has allowed for non-invasive longitudinal study of tum our pro­

gression and assessment of tum our response to  therapy.

High-frequency ultrasound is an attractive option for non-invasive longitudinal 

imaging of pre-clinical models [4, 5]. In particular, high-frequency ultrasound can 

be used to  detect and longitudinally evaluate tum our progression in pre-clinical soft- 

tissue tum our models, including liver m etastases [6], transgenic prostate tum ours [7] 

and intra-derm al tum ours [8,9]. Ultrasound is also useful for other tum our models, as 

dem onstrated by results obtained a t lower frequencies in orthotopic Madder tumours 

[10], spontaneous mammary tum ours [11] and orthotopic hepatocellular carcinomas 

[12].

W hile ultrasound does not pose a  risk to the animal w ith repeated imaging, every 

tim e point imaged requires an investment of machine and technician tim e and a
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risk to  the animal from anaesthesia, which should be minimized. These factors add 

to  the cost of the study. Repeated imaging before a  significant change in volume 

occurs provides no additional information about tum our growth; therefore, imaging 

tim e points should be carefully chosen to  maximize the u tility  of the data. Tumour 

volume measurement variability, which determines the minimum observable change 

in size, must be known to  plan these longitudinal experiments. Thus, it is critical 

to  both quantify the magnitude and identify sources of measurement variability, in 

order to reduce their im pact during image acquisition and analysis.

This study focuses on murine melanoma liver m etastases as an example model be­

cause tum ours growing in internal organs, such as the liver, cannot be evaluated lon­

gitudinally w ithout the use of non-invasive imaging. Experim ental m etastasis models, 

in which cells are injected directly into the circulation, enable the investigator to  con­

trol the numbers of potential tum ours in an organ and the tim e frame in which they 

will develop [3]. In th is paper, sources of variability in th e  volume measurements for 

this model are evaluated and quantified. F irst, intrarobserver variability, t.e., the vari­

ability of repeated volume measurements of a  single tum our performed by the same 

observer, and inter-observer variability, t.e., the variability of repeated measurements 

by different observers, are analyzed as functions of tum our volume. Second, since 

the segmentation is performed in parallel planes through the 3D image, the distance 

between the segmented planes will affect the measurement variability and estim ated 

volume. Therefore, we determ ined the most appropriate spacing between segmen­

tation  planes to  minimize the tim e required to  segment a tum our without changing 

the volume estim ate by more than the intrarobserver variability. Finally, the impact 

on the variability of experim ental factors including breathing motion, the depth of 

field of the image, and the repeatability of imaging a  specific tum our is also assessed. 

These observations enable minimization of the measurement variability from sources 

th a t can be controlled. The procedures described here for measuring variability will 

be applicable to  other pre-clinical cancer models.
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3.2 Methods

3.2.1 Animal Model

An experimental liver m etastasis model, previously described in [13] and [6], was 

used. B16F1 murine melanoma cells [14] (O at#  CRL-6323; American Type Culture 

Collection, M anassas, VA, USA) were m aintained in a+M EM  (Invitrogen, Carlsbad, 

QA, USA) supplemented w ith 10% FIBS (Sigma, Mississauga, ON, Canada). All 

animals were cared for in accordance to the Canadian Council on Animal Care under 

a  protocol approved by the University of W estern Ontario Council on Animal Care. 

To produce experimental liver m étastasés, mice were anaesthetized w ith au intraperi­

toneal injection of xylazine/ketam ine (2.6 mg ketamine and 0.13 mg xylazine per 

20 g body mass). As described previously [13], anaesthetized female C57BL/6 mice 

(Harlan, Indianapolis, IN, USA) received mesenteric vein injections of 3 x 105 cells 

suspended in 0.1 mL of growth media to  target the liver. All mice were 7 to  11 weeks 

old a t the tim e of cell injection.

Prior to  the first imaging session, the mouse’s abdomen was depilated w ith com­

mercial hair removal cream. During imaging, the mouse was kept under anaesthesia 

w ith 1.5% isoflurane in oxygen and restrained on a  heated stage. For longitudinal 

experiments, animals were imaged every two to  three days.

3.2.2 Image Acquisition

All images were acquired w ith a  Vevo 660 (VisualSonics, Toronto, Canada) high- 

frequency ultrasound system. A 40 MHz centre frequency transducer with a mechan­

ically scanned, single-element aperture was employed. A t the 6-mm focal distance, 

the resolution was 40 x 80 x 80 ¿¿m3 with a  1.5 mm depth of field (m anufacturer’s 

specifications). Two-dimensional (2D) images were acquired w ith a 8 x 8 mm2 field 

of view a t 30 frames per second. Three-dimensional (3D) images were produced by
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translating the transducer in the elevation dimension and acquiring 2D images every 

30 /mi using the algorithm described in [15]. Three-dimensional images of 8 x 8 x 6 

mm3 regions of interest were acquired in approximately 20 seconds.

3.2.3 Tumour Volum e M easurem ent

Tumour volumes were measured by manual segmentation of parallel planes through 

the 3D images using software developed in our laboratory [16-18]. The observer was 

able to rotate the 3D image and cut through the volume in any plane to familiarize 

themselves with the 3D image. Once familiar with the image, the observer began 

manual segmentation on an initial plane, typically near the middle of the tumour, 

that was pre-selected by one of the investigators (L.A.W.). After the observer out­

lined the tumour in the visible plane by placing points around the tumour edge, the 

segmentation plane was moved by a 50 /mi step and the tumour was outlined on the 

new plane. Once the edge of the tumour was reached in one direction, the observer 

returned to the centre of the image and segmented the other half of the tumour. Any 

observed errors could be corrected by moving, adding or deleting selected points on 

the outline. Figure 3.1 shows an example of the stages in segmentation of a 4.7-mm3 

tumour. Once the tumour was completely segmented, the volume of the tumour was 

automatically calculated using a method analagous to the familiar trapezoidal rule 

for ID integration, where the volume between two slices is calculated as the average 

of the two outlined areas multiplied by the inter-slice distance, and the inter-slice vol­

umes summed to obtain the total tumour volume [16]. All observers’ tumour outlines 

were saved for later analysis.
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Fig. 3.1: Stages in segmentation of a 4.7-mm3 tumour, a) The red outline of the 
tumour shows the manual segmentation of a 2D plane from a 3D image, b) A 3D image 
showing the locations of segmented planes in red. The arrows indicate breathing 
artifacts, c) A surface rendered view of the segmented tumour with perpendicular 
planes through the image volume. Scale bar in (a) is 1 mm.
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3.2.4 Analysis of Volume Measurement Variability

3.2.4.1 Inter- and Intra-Observer Variability

A multi-observer study was performed to  assess the inter- and intrarobserver vari­

ability of tum our volume measurement. The desired number of repeat measurements 

per image (n) was determ ined by a conventional sample size calculation [19] with 

significance level 0.05 and power 0.80. The calculation used an estim ate of the stan­

dard deviation of repeated volume measurements (a  — 0.04 mm3) th a t was obtained 

from a previous study [20] w ith a single observer and tum ours with a volume less 

than 2 m m 3. The calculation indicated th a t 16 repeated measurements per image 

were necessary to  obtain an observable difference in volume of 0.04 mm3, which was 

slightly smaller than the smallest tum our in the multi-observer study. A minimum 

of three repeated measurements per person enabled calculation of statistics for each 

observer, so three repeated measurements by seven observers (n =  3 x 7 =  21) were 

chosen to  ensure sufficient significance and power if the observer standard deviations 

were higher than  estim ated.

Seven trained observers segmented thirteen 3D ultrasound images of B16F1 liver 

m étastasés from a longitudinal study [6]. As outlined in table 3.1, 13 images were 

included in the study, comprised of 10 unique tum ours, and 3 cases where images 

of the same tum our, but a t different tim e points over the longitudinal study, were 

included. Each observer segmented each image three times, at one-week intervals, to 

minimize the effects of the observers remembering images. Images were randomized 

for each repeated segmentation and numbered, then the observers performed the 

segmentation on the images in sequential order. Two viewing locations were used for 

image segmentation. All other environmental conditions remained the same between 

all observers and images. The computer, m onitor (including the settings) and lighting 

conditions were kept constant for all images and observers. The image magnification, 

image contrast and brightness settings, and starting plane for segmentation were kept
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constant for each image. Predeterm ined start planes were used for all observers.

Table 3.1: Tumour images analyzed. The tum our volume listed is the average volume 
over all 21 measurements from the multi-observer study. The mean volume column is 
the average volume of the tum ours included in the tum our volume range bin. The day 
column lists the numbers of days after injections of the B16F1 cells th a t the image 
was acquired. The same tum ours are noted w ith *,** and ***

Bin Mean Volume (mm3) Day Volume (mm3)
A 0.43 lo 0.07

12 0.45
18 0.76

B 2.39 15 1.15***
15 1.58
18 2.85***
18 3.98

C 06.26 17 4.71*
■v : 17 04.90**

18 7.46**
18 7.98*

D 60.42 24 47.68
22 73.16

The standard deviations of the repeated volume measurements were calculated 

for each tum our and for each observer. The pooled measurements of all the observers 

were used to  determ ine the  relationship between the standard deviation and volume 

by linear regression of log-scaled data  (GraphPad Prism  version 4.00 for Windows, 

GraphPad Software, San Diego California USA, www.graphpad.com).

Intra- and inter-observer reliability coefficients were calculated using the method 

described in [21]. The reliability coefficients range from 0 to  1 and indicate the 

agreement within or between groups. Based on a  preliminary segmentation, the tu­

mours were grouped by size as shown in table 3.1 and a two-way analysis of variance 

(ANOVA) was performed on each subset of the data. The inter- and intra-observer 

standard error of measurements (SEMinter and SEM<ntra respectively) were calcu­

lated using a  two-way ANOVA following the procedure described by [21] and [22].

http://www.graphpad.com
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The inter- and intra-observer minimum detectable change in volume (Aum<„) was cal­

culated from the SEM using equation 3.1 [21],

A tw  > za -y/2- SEM, (3.1)

where a significance level of a — 0.05 was used, giving za =  1.96.

3.2.4.2 Variability Due to Segmentation Inter-Slice Distance

The tum our outlines from the three segmentations of each tum our from one ob­

server were used to  determ ine the effect on volume estim ation of inter-slice distance 

(ISD), i.e., the spacing between parallel segmentation planes. Since manual segmen­

tation  was performed w ith a  50 fan ISD, a  volume could be calculated for an ISD 

equal to  any integer m ultiple of 50 fan by applying the trapezoid rule to outlined 

contours from a subset of the  segmented planes. As the s tart plane was constrained 

and kept the same for each repeated tum our measurement, the start plane was also 

kept constant when analyzing the effect of ISD on volume estimation.

The coefficient of variation (COV, (SEM /mean volume)) for the repeated segmen­

tations a t each ISD for each tum our was calculated and used in a one-way ANOVA. 

ISD over the range from 50 to  450 fim were used as this was the range where volumes 

for all tum ours could be calculated. If there was a significant result from the ANOVA 

(p <  0.05), D unnett post-hoc tests were performed. The D unnett tests compared 

all data  sets to  the 50 fan data  as a  control to  determ ine if there were any group 

differences in the COV obtained a t different ISD.

For each segmentation of each tum our, the volumes obtained a t all ISD were 

normalized by dividing by the volumes obtained a t 50 fan. The average and standard 

deviation of the normalized volumes for idl tum ours in each bin were then calculated. 

For each bin, the normalized volume and standard deviation were plotted against the 

ISD. In order to keep the effects of ISD lower than the intrarobserver measurement 

variability, the largest ISD where the mean plus or minus the standard deviation did
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not extend beyond the mean plus or minus the intra-observer SEM for th a t volume 

bin was chosen as the preferred ISD.

3.2.4.3 Variability Due to Experimental Factors

A separate cohort of mice was used to  evaluate imaging repeatability and the 

effects of breathing motion and depth of field on volume estimation. Three mice 

w ith a to ta l of 13 isolated m étastasés were imaged on day 15 after injection of B16F1 

cells. To determ ine the scan-rescan repeatability, each tum our was imaged three times 

w ithout moving the mouse and a fourth tim e after removing and replacing the mouse 

on the imaging stage.

Due to  the lim ited (1.5 mm) ultrasound depth of field, the tum our can extend 

outside of the focal zone. The variability in the volume estim ate due to  the depth of 

field was evaluated by imaging each tum our after it had been raised or lowered 1 mm 

within the image, resulting in images w ith the centre of the tum our above and below 

the ultrasound focal zone.

Breathing artifacts result from motion between the acquisition of parallel planes 

in the 3D image. Four images of each tum our were acquired asynchronously with 

the respiratory cycle. To obtain an image w ith no breathing artifacts, each mouse 

underwent a  tracheotomy. Mice were ventilated (Harvard Model 687 Small Animal 

Ventilator, Harvard A pparatus, MA) a t 119 breaths per m inute w ith 0.65 mL tidal 

volume. An image was acquired w ith ventilated breathing and a second image with 

the breathing halted for the duration of the image acquisition.

All the images were randomized and segmented by a single blinded observer as 

described above. This analysis yielded eight sets of volume data obtained under 

different experimental conditions. Pearson’s correlation coefficients were calculated 

to  determine if the volume measurements from the different imaging conditions were 

correlated. An ANOVA was performed to  determ ine if there were any differences in 

volume means between the different imaging conditions. If the ANOVA identified
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a difference in means at the a  =  0.05 significance level, post-hoc paired t-test tests 

with a Bonferroni correction were performed. As the Bonferroni correction was used 

to avoid Type I errors and there were a total of 28 pairs, p <  0.05/28 =  0.002 was 

considered statistically significant.

3.3 R esu lts

3.3.1 Inter- and Intra-O bserver Variability

The standard deviation (S D ) of each observer’s measurement of each tumour ver­

sus volume (V) is shown in figure 3.2. Linear regression was performed on log scaled 

data, which gave the following relationship:

logl0SD  =  0.925logl0V -  1.40. (3.2)

The range of tumour volumes were not normally distributed; however, no trans­

formation was applied as volumes were analyzed in small number for each volume 

bin which did not allow for evaluation of the distribution. The reliability coefficients 

for each bin of tumour sizes are shown in table 3.2. High reliability coefficients are 

seen for all bins, expect bin D (table 3.1) for the inter-observer variability, which was 

slightly less than 0.80. The high value for the coefficients indicates good agreement, 

between repeated measurements by one observer and slightly lower reliability between 

different observers.

The intra-observer standard errors of measurement (SEMinira) for the four bins 

were lower than the inter-observer (SEMinier) and are summarized in table 3.2. The 

coefficients of variation (COV, ie., SEM divided by the average tumour volume) for 

each volume bin are plotted in figure 3.3.' The lowest COV values are seen for the 

medium volume range of tumours (bins B and C) and is as low as 4% for the intra­

observer variability in the 1 to 4 mm3 bin. The largest (bin D) and smallest (bin
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Fig. 3.2: Standard deviation of three measurements made by an observer for each 
tumour plotted against the mean volume of the three measurements. Data from all 
seven observers are presented. The solid line indicates the linear regression of the 
logged data. Data are plotted on a log-log scale.

Table 3.2: Inter- and intra-observer reliability coefficients, standard errors of mea­
surement (SEM) and minimum detectable change in volume (Avmin) for each volume 
bin.
Volume Bin
(mean volume (mm3))

Reliability Coefficient 
Intra- Inter-

SEM ( 
Intra-

mm3)
Inter- Intra-

(mm3)
Inter-

A (0.43) 0.97 0.92 0.06 0.10 0.17 0.29
B (2.39) 0.99 0.98 0.09 0.18 0.26 0.49
C (6.26) 0.96 0.85 0.37 0.72 1.03 2.00
D (60.42) 0.93 0.79 5.46 9.13 15.16 25.32
All 0.99 0.97
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A) tumours have the highest COV at 9% and 14% respectively. The highest COV, 

approximately 24%, was obtained for the inter-observer results in the under 1 mm3 

tumour bin.

25

Bin A (0.43) Bin B (2.39) Bin C (6.26) Bin D (60.42) 
Bin (mean volume in mm3)

Fig. 3.3: The coefficient of variation (COV: standard error of measurement divided by 
the average volume in each bin) is plotted for the intra- and inter-observer variability 
over four different size ranges of tumours.

Minimum detectable changes in volume were calculated from the SEM using equa­

tion 3.1 and are shown in table 3.2. The inter-observer Avmin is larger than the 

intra-observer value due to the higher SEM for all size bins. In all cases, the Avmin 

is smaller than the average tumour volume being assessed. For the smallest tumours 

(bin A), Avmin is approximately 40% of the average tumour volume, whereas for 

larger tumours, Avmin is a smaller percentage of the tumour volume. This arises 

because small variations in measurement for small tumours can correspond to a large
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percentage change in volume.

3.3.2 Variability due to  Segm entation Inter-Slice D istance

The one-way ANOVA of the COV at different ISD was significant (p =  0.001). 

Dunnett’s post-hoc tests showed significant differences between COV at ISD of 50 

/mi and the COV at all ISD greater than or equal to 300 pm (p <  0.05).

Figure 3.4 shows the volumes obtained with different slice thicknesses normalized 

by the volume determined with a 50-/xm inter-slice distance for each tumour volume 

bin. As the ISD is increased, the volume calculated begins to deviate from the 

estimate obtained with the smallest ISD. The largest ISD that yielded a mean ±  

standard deviation volume within the SEMinira bounds were 100, 150, 200 and 600 

pm for bin A, B, C and D respectively. The maximum desired ISD monotonically 

increases with increasing tumour size. As the tumours in bin D are substantially 

larger than the rest, there is also a considerable jump in maximum ISD up to 600

pm.

3.3.3 Variability due to  Experim ental Factors

The imaging repeatability and the effects of respiratory motion and ultrasound 

depth of field on volume measurement were evaluated using a second set of tumours 

that ranged in size from 0.38 inm3 to 7.0 mm3. Since the distributions of tumour 

volumes analyzed were not normally distributed, the volumes were log transformed 

to give normal distributions as judged by the Shapiro-Wilk test for normality (p >  

0.29 for all data sets). The transformed data were used for all statistical analyses. A 

significant result (p <  0.01) was obtained from the one-way ANOVA and therefore 

the post-hoc tests were performed. The results of the correlation and significance of 

the t-tests are summarized in table 3.3 and show a comparison of the volumes of the 

12 tumours measured in focus with halted breathing compared to each of the other
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•> b)

ISD (nm) ISD (nm)

Fig. 3.4: Average normalized volume versus inter-slice distance (ISD) for tumour sizes 
of (a) less than 1 mm3, (b) 1 to 4 mm3, (c) 4 to 8 mm3 and (d) greater than 8 mm3, 
up to 70 mm3. The solid lines indicate the relative intra-observer standard error of 
measurement (SEMinira) for each of the volume ranges and the dotted line indicates 
a relative volume of 1. Data points are the mean volume for three measurements ±  
the standard deviation.
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Table 3.3: Comparison of image volumes obtained from 12 images acquired repeatedly 
while animal was breathing freely, while ventilated and with halted breathing and also 
for images with the tumour above and below the focus and after moving the animal. 
The correlation coefficients and t-tests are performed against the ideal case with the 
tumour at the focus and the breathing halted.

Correlation Coefficient (p) Paired t-test p-value
Free breathing 1 0.986 0.191
Free breathing 2 0.988 0.055
Free breathing 3 0.990 0.149
Re-scan 0.975 0.247
Tumour above focus 0.976 0.103
Tumour below focus 0.980 0.001
Ventilated breathing 0.996 0.325

conditions. Mean volumes were not statistically different from the in-focus halted- 

breathing data with the exception of the data from free-breathing mice imaged with 

the tumour below the focus. The halted breathing case gave the highest average 

volume and the tumour below the focus gave the lowest average volume. All the 

correlation coefficients were 0.975 or higher. All correlations were significant with p 

less than 0.0001.

3.4 D iscu ssion

3.4.1 Inter- and Intra-O bserver Variability

The trends shown in the intra- and inter- observer variability follow those seen 

in clinical studies as demonstrated by Xiong et al. [23] in liver tumours, in that the 

inter-observer variability is higher than the intra-observer variability. One difference 

between clinical ultrasound data and the high-frequency system is the relationship 

between the variability and the volume, ft has been shown using data at clinical 

ultrasound frequencies [24] that, as the volume increases, the coefficient of variation 

(COV) decreases monotonically. For volumes measured in high-frequency images, the 

COY decreases with increasing volume for small tumours, but increases as a function
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of volume for larger tumours. One potential reason for this increase at larger volumes 

is that these tumours now extend outside of the depth of field of the fixed-focus 

imaging system. Therefore, much of the boundary of the tumour is no longer in 

focus, leading to difficulty in identifying the location of the boundary. This effect can 

be seen in figure 3.5.

Fig. 3.5: 47.7 mm3 tumour. Image shows depth of focus artefact (narrow arrow), out 
of focus boundary (wide arrows) and rapid attenuation beyond the focus. Scale bar 
indicates 1 mm.

The intra-observer values for the SEM, COV, and Avmin are all lower than the 

inter-observer values. This is the same trend that has been reported in clinical imaging 

studies, as repeated measurements by the same person are more likely to agree than 

measurements by different individuals. The highest COV is just under 24% for the 

inter-observer variability and just under 14% for the intra-observer variability for the 

smallest tumours. Since the typical volume doubling time for B16F1 liver metastasis 

is 1.2 days, [6] the intra-observer and inter-observer COV are both sufficiently low to 

permit daily tumour volume measurements in this model.

The measurement variability is most important for longitudinal imaging studies as 

it will dictate the detectable change in volume as the tumours grow. The high inter­

observer reliability coefficients indicate that different observers could be used during 

a longitudinal study. To be conservative, if the same observer always segmented the
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same tum our a t each imaging tim e point, any bias introduced by the observer would 

apply to  the entire growth curve, Tips would allow the segmentation to  be shared 

between several observers.

In addition, the use of semi-automated segmentation techniques would signifi­

cantly reduce the tim e required to  measure tum our volumes. The data  presented 

on the variability in manual segmentation could be used for the comparison of any 

sem i-autom ated segmentation results to  ensure the volume variability is the same or
: . i ' ; ' ‘

improved w ith the semi-automated technique.

3.4.2 Variability due to Segmentation Inter-Slice Distance

Significant differences in the COV are seen as the ISD increases, indicating th a t 

the variability in the volume estím ate changes w ith ISD. The suggested maximum 

ISD increases monotomcally w ith increasing volume. At th e  recommended ISD, the 

number of slices through the average tum our in each size range varied from t .6 to  12. 

Using th e  maximum acceptable ISD will reduce the to tal num ber of planes segmented 

for each tum our and therefore reduce the amount of tim e required to  analyze the data. 

For larger experiments where many tum ours are followed, th e  tim e spent segmenting 

the tum ours can be prohibitive if every acquired image plane is analyzed.

In this study, the evaluation of ISD was constrained solely to  varying the distances 

between planes bu t not the initial plane. In  cu r segm entation method, the volume 

outside the last segmented píeme a t each end of the tum our is om itted from the 

volume com putation. W ith the s ta rt plane fixed, differences in the volume om itted 

a t the ends of the tum our are the prim ary source of discrepancies between volumes 

estim ated a t different ISD- If the s tart plane is allowed to  vary, the number of planes 

segmented can also vary, which could introduce an additional source of variability in 

the volume estim ate.
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3.4.3 Variability due to Experimental Factors

Our results dem onstrate th a t breathing motion does not substantially change the 

measured tum our volume. The breathing rate of an anaesthetized mouse is approxi­

m ately one to  three breaths per second. The ultrasound system acquires a single 2D 

image plane in 1/30 second, so respiratory motion is not apparent in the 2D images. 

During 3D image acquisition, ten 2D planes are acquired in one second, which perm its 

acquisition of several 2D planes per respiratory cycle. W hile the breathing cycle is 

periodic, there is a plateau a t end expiration w ith minimal organ motion. As a result, 

few 2D planes show the active part of the respiratory cycle. This effect can be seen 

in figure 3.1b.

Since the estim ated tum our volumes were smaller when the images were acquired 

when the tum our was located in the far field, below the focus, it is advisable to  avoid 

having any data  of interest in this region. Significant differences in tum our volume 

were not observed when the tum our was located in the near field, above the focus, 

suggesting th a t larger lesions th a t do not fit w ithin th e  depth of field should preferably 

extend above the focal zone rather than below it. The tight focus of th e  single-element 

probe and high attenuation a t 40 MHz results in rapid signal loss beyond thé focal 

depth and consequent difficulties in segmenting these tumours.

3.4.4 Design of Longitudinal Imaging Studiés

If the equation to  describe tum our growth, the growth rate, and the variability of 

volume measurement are all known, then it is possible to  compute the tim e needed 

to  observe a significant change in volume. An example is presented hère for the 

spécifie case of exponential growth in volume, which we have shown to  be a good 

approximation to  the growth curves over-the range of volumes studied [6]. Exponential 

growth is a common model used in the literature.

The Avmin calculated from the intrarobserver SEMintra (table 3.2) were plotted
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versus the mean volume of each tum our size bin (table 3.1) on a log-log graph. The 

use of a  log-log graph is justified by figure 3.2, which shows a log-log relationship be­

tween the standard deviations of the observers’ measurements and the mean tum our 

volumes measured. Linear regression was performed to  interpolate the value of Avmin 

over the range of volumes studied, yielding the result

logwAvniniV) = 0.95logl0{V) -  0.65. (3.3)

Equation 3.3 can be used to  determine the change in volume a t which the tum our 

should next be imaged, Avmin(V), as a function of the current volume, V  (figure 

3.6a).

Figure 3.6a can be used to  compute the tim e needed to  observe a detectable change 

in volume. Exponential growth is described by the equation V(t) =  V(0)exp[(loge2/t2)t\, 

where the volume doubling time, ¿2> can be determined from two measurements that 

differ by more than Avmin. The exponential function can be rearranged to obtain 

an equation for t as a  function of volume and doubling tim e, which can be used to 

compute the times a t which the tum our reaches sizes V  and V + Avmin(V). Taking 

the difference of these tim es yields

A t m i n  —
h

loge 2 loge 1 + Atw(vy (3.4)

where A tmin is the tim e needed to  observe a detectable change in volume and Avmin{V) 

can be read from figure 3.6a. The specific equation will change with different m ath­

em atical growth models, bu t can always be derived from an equation like equation 

3.3.

Figure 3.6b shows Atmin versus the current tum our volume from equation 3.4. A 

series of curves are constructed for doubling times ranging from 1 to  13 days, which 

correspond to  our empirical data  for a variety of liver m étastasés and a transgenic
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Fig. 3.6: (a) Minimum detectable change in volume (Avmin) versus current volume 
(F ) . (b) Time needed to  observe a detectable change in volume for different doubling 
tim es (fa), assuming exponential growth. Doubling times range from I  to  13 days. 
Both graphs are based on the intra-observer minimum detectable change in volume 
Atw(n
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prostate cancer model [6, 7]. A tmin increases as doubling tim e increases and decreases 

as the tum our grows.

The estim ated A t*,^ could aid in the design of imaging schedules in both growth 

and treatm ent studies. Delaying imaging until a  significant change in  tum our volume 

is expected enables resources to  be used more efficiently and decreases the risks as­

sociated w ith anaesthetic exposure. The wide range of tim e intervals to  wait prior to 

re-imaging shows th a t imaging as frequently as possible may not always be advisable. 

FYom the initial set of curves shown in figure 3.6b, adaptations can be made for dif­

ferent treatm ent schedules w ith knowledge of the growth rates of untreated tum ours 

and how the treatm ent affects the tum ours, l b  evaluate a  novel therapeutic agent, 

a  small tried could be conducted to  estim ate the tum our growth rate, or imaging 

intervals based on tum our growth in the control animals could be used for the entire 

study.

3.5 Conclusions

The identification of the sources of measurement variability and the quantification 

of the m agnitude of this variability is im perative for the proper design of a longitudi­

nal imaging study. The measurement variability will dictate the minimum detectable 

volume change, which in tu rn  influences the scheduling of imaging sessions and the 

interpretation of results, such as an observed change in tum our volume or a  difference 

in tum our volume between treatm ent groups. In this study, we have quantified the 

measurement variability th a t arises from single or multiple-observer measurement, 

altering the segmentation inter-slice distance, varying the position of the tum our of 

interest in relation to  the ultrasound depth of field, and from allowing the anaes­

thetized animals to  m aintain a natural 'breathing cycle. There are numerous means 

by which measurement variability can be minimized. For each individual tum our 

being tracked longitudinally, one observer should be designated to  measure tum our
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volume throughout the experiment, although different observers can follow different 

Rumours w ithout im pacting measurement variability. The tum our of interest should 

always be kept w ithin, or above, the focal zone when acquiring three-dimensional 

images. W hen segmenting the tum our in parallel planes, the maximum inter-slice 

distance th a t yields a  measurement variability within the intra-observer measure­

ment variability should be used and will be a function of tum our size. Respiratory 

gating is not required to  control volume measurement variability. Since the inher­

ent contrast of liver m étastasés in ultrasound images is specific to  the tum our type 

being studied, the absolute value of the measurement variabilities will change with 

different tum our models, yet the  general guidelines outlined in this paper - desig­

nated observers, control of tum our position relative to  focal depth, proper calculation 

of inter-slice distance for segmenting, and absence of a requirement for respiratory 

breathing - are likely to  hold true for a  variety of models. These results are neces­

sary for the proper design of a longitudinal imaging study. The procedure outlined 

here will be applicable to  studies of measurement variability w ith other pre-clinical 

imaging modalities.
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Chapter 4

Monte Carlo Growth Curve 
Simulations for Planning 
Longitudinal Imaging Experiments 
with Mouse Cancer Models

The contents of this chapter are in preparation to be submitted as a paper with the 

author list: L. A. Wirtzfeld, A. Fenster and J. C. Lacefield

4.1 Introduction

Preclinical animal studies of cancer growth and treatm ent frequently rely on sin­

gle tim e-point endpoint analysis, or imprecise caliper measurements for subcutaneous 

tum ours, to  compare treatm ent groups and determine any effects. This method pro­

vides limited information on tum our growth or changes ih tum our growth as a  result 

of th e  treatm ents. For example, tiim otirs th a t respohd to  therapy initially but quickly 

regrow and those th a t see a reduction in growth rate for the duration of the trea t­

ment can easily be indistinguishable a t end point, yet suggest substantially different
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mechanisms and consequently differences in bow the treatm ent should be adminis­

tered [1}. High-frequency ultrasound has been employed to  trade growth in vivo in 

mouse models of soft-tissue tum ours [2, 3] and can aid in providing information on 

tum our growth, which could be used to  evaluate treatm ent effectiveness and deter­

mine appropriate treatm ent scheduling. To obtain as much information as possible 

from these experiments, they m ust be designed appropriately to  ensure th a t sufficient 

data  are collected for the appropriate analysis to  be applied.

Preclinical imaging will make it easier and consequently increasingly common to 

m onitor tum our growth through time, requiring appropriate analyses of the tum our 

growth. There is a  great deal, of literature examining tum our growth, appropriate 

m athem atical functions th a t can be used to  describe this growth and how treatm ents, 

along w ith their responses, can be modelled (4, 5].

A wide range of functions are used to  model tum our growth, ranging from sim­

ple exponential functions to  complex growth curves inducting stochastic param eter 

changes over tim e to  account for transitions between growing and dorm ant states 

[6, 7}. For this paper, the discussion will be constrained to  the exponential and Gom- 

pertz functions as they are two of the most frequently used functions. The exponential 

function has been used extensively, induding in the seminal paper by Skipper et al. [8] 

in a  leukemia model. The exponential function is defined as:

V(t) = V0eat, '  (4.1)

where V(t) is the  volume a t tim e t, V0 is the initial volume a t t =  0 and a is the growth 

rate which is related to  the doubling tim e, U =  &&. Due to  the  constant growth rate, 

the  exponential function increases w ithout bound and is unable to  take into account 

any growth lim iting factors such as lim ited nutrients and space. W hile the work by 

Skipper et al. [8] was applied to  leukemia and this model has been effective for many 

blood cancers, it has also been applied extensively to  solid tum ours [9].

The Gompertz function, which is also extensively used [5,9-11], has an additional
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param eter relative to  the exponential function th a t gives the Gompertz an exponen­

tially decaying rate constant which results in a decelerating growth rate over time. 

The Gompertz is a sigmoidal shaped function defined as:

V = V0e i(1~e~U), (4.2)

where b represents the rate  a t which growth slows down, |  =  /n(V ^,/K ) and is 

the maximum volume th a t the function approaches asymptotically. There is a  great 

deal of the literature on this model, especially by Larry Norton et al. {12, 13].

Figure 4.1 shows example exponential and Gompertz functions with the same 

instantaneous growth rate a t tim e zero. There is a lim ited period of time around 

t  =  0 where there is very little  difference between the exponential and Gompertz 

functions; however, they diverge quite substantially over time. For many of the 

analyses performed on fitted growth data, the differences between these two functions 

would give different results and interpretations, including different estim ated tum our 

initiation times and different tim e to  reach a lethal tum our burden.

In the literature, many analyses are based on the functional form of growth being 

the same before and after treatm ent [8, 14]. Limited data  availability can make it 

difficult to  determine if two curves are the same or if they can be considered parallel 

w ith the same growth param eters but different initial volume a t t =  0. Parallel curves 

would allow for an offset in the initial volume param eter, which produces an offset 

in tim e such as what m ight arise from a treatm ent experiment. In a  study of rat 

brain tum our growth [15], exponential growth curves were fit to  pre-treatm ent and 

post-treatm ent growth d ata  w ithout the requirement for thé same growth rate post­

treatm ent. Ross et al. [15] found the growth rate to  be retarded after the treatm ent 

and backprojected this growth rate to  estim ate a  cell-kill, while being sure to  attribu te 

the appropriate portion of the growth delay to  the change in growth rate. This study 

clearly dem onstrated th a t assuming the growth is unchanged after a treatm ent can 

change the outcome measures. If the growth curve post-treatm ent is not the same as
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Fig. 4.1: An example of exponential (dotted line) and Gompertz (solid curve) func­
tions with the same growth rate at time zero (the theoretical time of tumour de­
tection). The Gompertz function has a higher growth rate prior to time zero and a 
decreased growth rate after time zero, compared to the exponential function which 
has a constant growth rate.
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pre-treatm ent, then how it changes should influence how results are interpreted.

Simulations of growth data  based on experimentally determined growth param­

eters enable curve fitting analysés to  be performed on a  large number of data sets 

and offer insight into how to  design preclinical imaging experiments to  maximize the 

chance of seeing the effect of a  treatm ent. W ithout this information, it is difficult to  

know how imaging experiments should be designed as it  is a  challenge to  determine 

how individual imaging and tumour-growth param eters influence the end results. If 

the tum our is imaged too frequently, there are risks to  the animals from anesthetic, 

tim e and costs for the imaging but no additional information gained. If the imaging 

is too infrequent, the analysis th a t can be done on th e  growth curves will be limited 

and potentially result in failed experiments and wasted tim e, money and animals.

This paper presents M onte Carlo simulations of tum our growth based on the range 

of param eters obtained from  curves fit to  measurements of actual B16F1 liver m étas­

tasés by three-dimensional high-frequency ultrasound [2]. Based on the simulated 

growth, a variety of param eters th a t contribute to  an imaging experiment are varied 

to  determ ine their influence the relative goodness of fit results for both exponential 

and Gompertz functions fitted to  the data. The param eters examined include ex­

perim ental design param eters (imaging frequency, initial and final imaging tim e and 

range of volume imaged), ultrasound system param eters (measurement variability, 

minimum and maximum size th a t can be imaged) and biological param eters (growth 

of the tum our model). Our study focuses on the experimental design and ultrasound 

system param eters as they are more readily controlled or improved upon.

Three sets of simulations were performed. In the first case, the fitting results of the 

exponential and Gompertz functions were compared to determine for what imaging 

param eters the Gompertz fits better than the exponential, given th a t it is known that 

the underlying function is more complex than the Gompertz or exponential.

In the second case, two different curves were generated and each fitted w ith Gom­

pertz functions individually and using a constrained fit to  generate parallel Gompertz
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functions to  the fitted two data  sets. The two fitted curves could be compared to 

determ ine if there was an advantage to  fitting the high«: degree-of-freedom, uncon­

strained Gompertz functions to  the data. If the individually fitted Gompertz offer no 

curve fitting advantage, th is implies the two data  sets are in fact dose to  parallel and 

consequently cannot be distinguished from each other in term s of growth parameters.

In the third case, each data  set was divided in half to  simulate a  before and 

after treatm ent scenario. Both unconstrained Gompertz and constrained Gompertz 

functions, where only the initial volume can be different between two data  sets, were 

fit to  the early and late halves of the simulated data sets. Given th a t the two halves 

of the data  set arise from the same growth curve, it would be expected th a t the 

constrained Gompertz function would fit the d a ta  as well as the unconstrained. If the 

parallel Gompertz functions offer an advantage, the im plication is th a t the two data 

sets are considered close to  parallel and therefore their growth param eters would be 

the same.

4,2 Materials and Methods

4.2.1 Simulations

All simulations and curve fitting were performed in M atlab (Mathworks, Nat­

ick, M assachusetts) using the built in statistical toolbox for non-linear least-Squares 

optim ization.

In order to  simulate a growth function which can be used to  generate actual 

tum our volume data, an appropriate growth model w ith an additional degree of Com­

plexity is necessary. The generalized logistic function [16} can be used to  simulate 

the actual tumoUr growth. The generalized logistic allows for the  pdint of inflection 

to  occur anywhere along the signioidal curve, whereas the logistic function exhibits 

a symmetry about th is inflection pdint, thus limiting its flexibility. The generalized
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logistic function is defined as:

V==d(v«+(e*-v0°)e-«) ’ (4'3)
where 6 is the carrying capacity, which the tum our volume approaches asymptotically, 

and a  determines how quickly or slowly the function readies the carrying capacity. 

The generalized logistic function can be simplified to  a Gompertz function in the case 

of a  -> 0+  [16] .

A simulated true growth function was generated by randomly selecting coefficients 

for the generalized logistic function. The distribution for thé coefficients was based on 

data  fitted to  tum our volume data obtained from imaging B16F1 (murine melànoma) 

liver m étastasés in a  syngeneic mouse model [2] to  allow for reasonable values to  be 

selected. In th a t study, tum ours were typically imaged from approximately 0:05 mm3 

to  300 mm3 and exponential growth curves indicated volume doubling times of 1.2 

days ±  0.2 days (mean ±  SD) and 1.4 ±  0.4 days for two experimental groups, a 

was selected from a uniform distribution between 0.2 days-1 and 0.5 days-1, which 

correspond to  doubling tim es of 3.7 days to  1.4 days since the B16F1 tum ours are a 

rapidly growing tum our line, a varies between 0 and 1 and was selected on a uniform 

distribution to  allow how rapidly the curve saturates to  vary. Vo was selected from 

a log-normal distribution between 10-57 mm3 and 10074 mm3, which corresponds to 

a range of 1 to  1000 cells w ith a  diam eter of 15 fim. M etastasis models would be 

expected to  s tart wfth a small number of cells, whereas orthotopic models often start 

w ith a  large number,of cells injected in one location. 6 was selected from a  log-normal 

distribution between IQ2 mm3 and 1010 mm3 based on values of 6 or 14o from the 

Gompertz function obtained from fitted actual tum our growth data. This function 

was considered the true growth of the simulated tum our, which was then sampled a t 

several different proposed imaging intervals and for several different minimum and 

maximum imaging tim e points. Sampled data  were obtained to  sim ulate imaging 

every 1, 2, 3, 4 and 6 days w ith sampling beginning between 0 and 25 days post
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injection (with 5 day step size) and ending between 35 and 60 days post injection (with 

5 day step size). Any sampled data sets w ith less than or equal to  five data points were 

discarded as there are insufficient degrees of freedom to  perform all the curve fitting. 

Variability, randomly selected from a normal distribution w ith standard deviation 

based on the experim entally determined intrarobserver variability [17], was added 

to  each simulated data  point. A summary of the param eters selected to  generate 

the growth function, run the simulations and sample the data  is outlined in table 4.1. 

Figure 4.2A shows an example function w ith the sampled points. The same simulated 

data  after including measurement variability are shown in figures 4.2B and 4.2C.

This set of data  points was used as the simulated experimental data. Exponential 

and Gompertz functions were both fit to  the data  sets, see figure 4.2D, using nonlinear 

least squares regression. The residuals were also calculated and used to compute the 

sum of squares between the data and fitted curve. From each simulation, the chosen 

param eters were recorded, as well as initial and final volumes, volume range, number 

of d a ta  points and duration of data collection. In order to  perform statistical analyses, 

param eters had to  be binned to  allow different levels of the variables to  be evaluated. 

Individual param eters were binned based either on linear or logarithmic distributions, 

depending on the individual param eter distribution, to  try  to  m aintain a consistent 

number of cases across all bins.

4.2.2 Statistical Methods

In order to  determ ine how well the exponential and Gompertz functions fit the 

simulated data, statistical analysis is required. An increase in the complexity of 

th e  function (from exponential to  Gompertz) typically results in a reduction in the 

sum-of-squares (the sum of the squaresjof the volume between the d a ta  and fitted 

curve); however, this is insufficient to  determine whether there is an improvement in 

fit [18]. There needs to  be a  sufficient improvement in the sum-of-squares to  justify 

the additional degrees of freedom in the more complex function.
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Fig. 4.2: Graphs show the steps in a simulation to generate data and perform the 
curve fitting. All graphs show the volume in mm3 versus time in days where day 0 
would be the beginning of the experiment. A) Shows the generalized logistic function 
used as the true growth function (dashed line) with the sampled data points (circles) 
to indicate the time points that would correspond to an imaging time point. Data 
points are acquired every 2 days from 5 to 55 days. B) Shows the data points (cross) 
that will be used in the curve fitting which were obtained by adding variability to the 
sample true growth. C) Shows the same curve and data points as in plot B but on 
a linear graph to allow the variability of the data points about the truth function to 
be seen. D) Shows the truth curve, data points and a fitted exponential (dash dot) 
and Gompertz function (dotted).
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Variable (units) Values

Randomly selected param eters for 
generalized logistic function

a
a (days-1) 
Vo (mm3) 
0 (mm3)

uniform distribution 0 to  1 
uniform distribution 0.2 to  0.5 
logarithmic distribution 10-8-7 to  100,74 
logarithmic distribution 102 to  1010

Factors varied in Simulations
Imaging interval (days) 
F irst imaging day (days) 
Last imaging day (days)

1, 2, 3, 4, 6
0, 5, 10, 15, 20, 25
35, 40, 45, 50, 55, 60

Factors employed in statistical analysis
Imaging interval (days) 
Volume range (mm3) 
Length of tim e (days) 
Minimum volume (mm3)

1, 2, 3, 4, 6
maximum volume - minimum volume
last - first imaging day
Volume of d ata  point on first imaging day

Table 41 : A variety of param eters are used for different aspects of the data  simulation 
and curve fitting. The distribution from which the param eters for the generalized 
logistic function are chosen is given. Three main factors were varied to  give a range 
of values of the imaging interval and first and last day for imaging to  determine bow 
these param eters would influence curve fitting. The last four param eters listed are 
those which were used in the statistical analysis of the curve fitting.
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Akaike developed a  m ethod for comparing fitted curves based on information 

theory and maximum likelihood th a t does not require functions to  be nested [18,19]. 

The Akaike method can also calculate the percentage chance each fitted function is 

correct, which allows a  group of results to  be compared since there is no hypothesis 

testing. The metric used is called the Akaike Information Criterion (AIC) and is 

calculated from the sum-of-squares of the fit (SS), the number of coefficients (K  - 1 )  

and the number of data points (N). For small values of N  the AIC is inaccurate [18], 

therefore a  correction has been applied to  improve the results:

AICc =  N  log ,, 0 0  + 2 K +  <4'4)

where the third term  is the correction. There is a requirement to  have a t least two 

more d ata  points (N) than  the number of fitted coefficients in thq function. The AICc 

values are difficult to  interpret individually, but the more useful value is the difference 

in AICe values for the two fitted functions of interest. The A AIC  is given by:

L A IC  =  A lC f  -  AIC? (4.5)

where B is a  more complex model and A is a  simpler model. The probability that 

one function is the better function to  choose is also known as the Akaike weight and

is calculated by:
' 0-O.SAAIC

a w  =  —-_________
1 +  g -0 .5 AAIC  ■ (4.6)

The Akaike weight, or probability, gives the likelihood the more complex model is 

more appropriate out of the two functions being compared.

Univariate ANOVA tests were performed to determine which factors (see table 4.1 

for a  list of variables included in analysis) had statistically significant effects on the 

Akaike weights. For all statistical tests, Jb e  analyses were performed in SPSS (SPSS 

Inc., Chicago, Illinois) and a  <  0.05 as considered significant.
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4.2.3 Gompertz Versus Exponential Functions

The goal of the first simulation was to  determine when the Gompertz function 

would fit the data  better than  the exponential function. D ata sets with fitting curves 

as shown in figure 4.2 were generated. Akaike weights were calculated for each data 

set to  allow the fit of both functions to be compared. Given th a t the data sets all 

arose from an underlying generalized logistic function, which is more complex than 

the functions being fitted, the goal is to  determine under w hat conditions it is possible 

to  tell th a t the tum our growth curve is more complex in shape than an exponential 

function.

A univariate ANOVA was performed on the Akaike weights for the imaging in­

terval, number of tim e points, minimum volume and range of volumes imaged. An 

a  <  0.05 was considered significant. Estim ated marginal means were! plotted for main 

effects and interaction to  determ ine the  trend in the Akaike weights as a  function of 

the variables. Based on the results of this simulation, if it is possible for the Gompertz 

function to  be the preferred model under a  range of conditions, subsequent analyses 

will be performed with only Gompertz functions, otherwise they will be performed 

w ith exponential functions.

4.2.4 Comparison of Two Different Growth Curves

Subsequently, two generalized logistic functions w ith different coefficients were 

generated. Gompertz functions were fit to  both data sets independently, and in 

addition, parallel Gompertz growth curve were fit to  each pair of data sets. For the 

parallel Gompertz functions, the a and 6 param eters were constrained to  be the same 

for the two curves find only V0 could differ. The fit of the constrained parallel curves 

versus the unconstrained curves were compared to  determine which method provides
U . ' ' • i , . V •

the better fit. If the constrained parallel curves fit better, a difference in growth 

between the two data  sets cannot be determined, although it is known th a t the two
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data  sets arose from different growth curves.

A univariate ANOVA was performed to  determine which param eters had signifi­

cant effects on the Akaike weighf for the two Unconstrained fitted curves compared to 

the two parallel curves. The equivalent analysis to  the previous section was performed, 

w ith the difference of comparing individual versus parallel Gompertz functions instead 

of two different functions.

4.2.5 Comparison of Early and Late Time Growth Curves

To determ ine the effect of fitting separate curves to  two non-overlapping tum our 

volume tim e series, the sim ulated data  sets were divided in half to  give an early 

and late set of data  points. The data  will be analyzed w ith the Gompertz function 

as determined to  be appropriate based on the results of section 4.2.3. Individual 

Gompertz functions were fit to  each of the data  sets w ithout constraint initially. 

Additionally, Gompertz functions were fit to  each data set w ith the constraint that 

the fitted functions m ust be parallel, w ith a and b the same between the two functions. 

This constraint allows only a  variation in the y-axis crossing and consequently can 

approxim ate a  growth delay th a t could potentially occur in the  case of a treatm ent 

study. The fitted results were then analyzed to  determine the conditions required for 

the parallel functions to  fit better than the individual functions (i.e., Akaike weight 

less than 0.50, as this is selecting the less complex solution) given th a t it is known 

they arise from the same underlying growth curve.

Univariate ANOVAs were performed on the Akaike weights for the individual ver­

sus parallel Gompertz functions. Variables had to  be analyzed in multiple ANOVAs 

due to  the  lim itations in the number of levels and factors SPSS could handle. One 

ANOVA was performed on the imaging interval and the number of tim e points in 

each d ata  set. A second ANOVA was performed on the imaging interval, minimum 

volume in the early and late growth curves and the volume range in the early and 

late growth curves.
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4.3 R esu lts

4.3.1 G om pertz Versus Exponential Functions

Figure 4.3 shows an example of a growth curve with both the exponential and 

Gompertz functions fitted to the data. In this case, at early time points both func­

tions deviate from the simulated growth and data points. The univariate ANOVA

Fig. 4.3: An example of a simulated tumour growth function (blue) with a Gompertz 
(red) and an exponential (green) function fitted to the data points. Although there 
are data points distributed evenly over the entire time range, neither the Gompertz 
nor the exponential function is able to maintain a good fit with the data over the 
entire duration.

showed significant main effects and all interactions between for the imaging interval,
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number of tim e points, minimum volume and range of volumes imaged. This means 

th a t the Akaike weights depend significantly on each variable, and th a t each variable 

has a relationship w ith all the other variables. This makes it difficult to  draw simple 

conclusions regarding w hat ranges of each variable would be required to see a  Gom- 

pertz fit as the preferred function, as th a t range would be depend on the values of 

other variables. Main effects indicate the value of the Akaike weight depends on the 

value of the different factors analyzed in the ANOVA.

Figure 4.4 shows a  plot of the Akaike weights as a  function of the length of time 

data  is collected and the imaging interval in panel (A) and minimum volume imaged 

and volume range in panel (B). Figure 4.4A shows th a t as the number of data points 

increase, the Akaike weights increase, w ith the most frequent imaging schedule (1 day 

intervals) approaching the maximum Akaike weight for shorter lengths of time. An 

Akaike weight greater than  0.5 indicates th a t the Gompertz function has a  higher 

chance of being the better function to  choose. For the two most frequent imaging 

intervals (1 and 2 days) the Akaike weight is greater than 0.50 for any length of time 

longer than 15 days. For imaging every 6 days on the other hand, the experiment 

would need to  last a t least 40 days to  produce sufficient data to  choose the Gompertz 

function over the exponential function. Note th a t the Akaike weight increases rapidly 

a t the low end of the length-of-time axis: in this region, only a  small increase in 

number of data  points leads to  a  noticeable increase in the Akaike weights.

The Akaike weight marginal means show a steady decrease for increasing mini­

mum volumes when averaged over all volume ranges. W hen the volume ranges are 

examined separately, as shown in figure 4.4B, for small minimum volumes all curves 

show relatively high Akaike weights. However, as the minimum volume increases the 

smallest volume ranges show a very rapid decrease in Akaike weight. The results 

for th e  smallest volume ranges are highly dependent on the minimum volume that 

is imaged. If the minimum volume imaged was m aintained less than approximately 

0.09 mm3 (about 550 /an diam eter assuming spherical tum ours), then for all other
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Fig. 4.4: Graphs show the marginal means for the Akaike weight comparing a Gom- 
pertz function to an exponential function. A) The Akaike weight increases with 
increased length of time the data spans and approaches close to 100% asymptotically. 
More frequent imaging results in a more rapid approach to the maximum value. 
B) For small minimum volumes there are relatively consistently high Akaike values, 
however there is a sudden drop as the minimum volume is increased which occurs at 
higher minimum volumes as the range of volumes is increased. This suggests that 
small volume ranges are particularly sensitive to the minimum size.
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combinations of param eters the Akaike weight could be kept in the region where the 

Gompertz fits the curves well. Conversely, if the volume range was greater than 20 

mm3 (above bin 3) the minimum volume could be increased up to  140,000 mm3 (about 

64 mm diam eter) before the Akaike weight fell below 0.5.

The strong dependence on the minimum imaged volume for the different volume 

ranges suggests th a t improving the ability to  image smaller tum ours could have a 

substantial effect on the ability to  fit curves to  data th a t span a  small volume range. 

The minimum volume suggested a t 0.09 mm3 would correspond to a spherical tum our 

w ith approximately 0.55 mm diam eter, which has been detected by ultrasound with 

the B16F1 liver m etastases. This minimum volume would allow Gompertz function 

to  be used for all volume ranges. The lowest two volume-range bins correspond to 

very narrow ranges of growth, <  1 mm3, but even a 20-mm3 volume range, which is 

included in bin 3, is a reasonable range of volumes to  measure.

4.3.2 Comparison of Two Different Growth Curves

Subsequent results are only presented for the Gompertz function as the previous 

section dem onstrates th a t it is possible to select variables such th a t the complex 

shape of the tum our growth can be fitted better w ith a  Gompertz function than an

exponential function. Figure 4.5 shows an example of two curves fitted w ith individual
: . \

and then parallel Gompertz functions. The example shows a  case where the parallel 

Gompertz functions are not a good match to  fit both sets of data as their growth
« ■ ■ ■ ' ■  . ‘ ' i

rates are substantially different,

A high value for the Akaike weight indicates th a t the more complex model * where 

the two data  sets are fitted separately - is a  better choice for fitting the data than 

the constrained parallel curves. The ANOVA shows a significant four-way interaction 

between the imaging interval, number of tim e points, minimum volume and volume 

range of the data  set, indicating th a t all the experimental design variables combine 

to  influence the value of the Akaike weight. All main effects are significant as well as
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Fig. 4.5: Two different simulated tumour growth curves are shown with a Gompertz 
function fit to each data set (red) and with parallel Gompertz function fit to each data 
set (green). These two growth curves are clearly different enough that the parallel 
Gompertz functions are not able to follow the shape of the lower valued curve at all.
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almost all the interactions. From plots of the marginal means for each of the variables, 

Akaike weights over 0.5 (indicating data  sets should be fitted w ith separate functions) 

can be achieved for imaging intervals every four days or less, for lengths of tim e in 

bin 3 (25 days) or higher, for volume ranges above 20 mm3 and for all minimum 

volumes. Figure 4.6A shows the values of the Akaike weight gradually decrease for 

increased imaging interval. The multiple lines for the individual binned volume ranges 

are approximately parallel, as is suggested by the non-significant interaction between 

these param eters. Figure 4.6B shows the same trend as in part A of the figure, with 

very high minimum volumes or long imaging intervals having Akaike weights below 

0.5.

The requirements to  be able to  decide th a t two functions are in fact different 

based on requiring different Gompertz functions to  fit the data correspond well w ith 

the requirements for the previous section to  be able to  fit the Gompertz functions 

to  the data. The minimum volume (0.09 mm3) and volume range (20 mm3) are the 

same as the previous section w ith the length of tim e being slightly higher a t 25 days 

w ith a  maximum imaging interval of 4 days.

4.3.3 Comparison of Early and Late Time Growth Curves

Results for this section are only presented w ith Gompertz functions. Figure 4.7 

shows an example sim ulation w ith the data  divided into an early and late segments. 

In this example, using parallel Gompertz functions yields a  poorer fit for the data 

than  is achieved w ith individually fitted Gompertz functions.

For the first ANOVA, the imaging interval and number of tim e points were both 

statistically significant main effects as was their interaction. M arginal means remained 

below 0.50 (meaning constrained parallel Gompertz functions are acceptable) for all 

imaging intervals and were approximately 0.50 or bdow for imaging a t less than or 

equal to  19 tim e points» In the second ANOVA, all the factors had a  significant effect 

on the Akaike weights and many of the combinations of factors varied significantly
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Fig. 4.6: Both graphs show the marginal means of the Akaike weight for comparing 
the fit individual Gompertz functions to two separate sets of growth data compared 
to fitting parallel functions. Akaike weights decrease for increased imaging interval 
and volume range, however, they decrease for increase minimum volume. A large 
range of parameters allow for the Akaike weight to be maintained above 0.5.
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Fig. 4.7: The graph shows simulated tumour growth (blue) with individual Goinpertz 
function fitted to the first half (up to day 20) and second half (beyond day 25) shown 
in red. Gompertz functions constrained to be parallel were fitted to the two data 
sets (green). For the early data set the constrained Gompertz curve fitting did not fit 
the data points as well as the unconstrained Gompertz function. For the later time 
points, there is very little difference between the two curves.
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w ith each other. Based on the marginal means of the individual factors, to  avoid an 

Akaike weight over 0.50 it would be necessary to  m aintain an imaging interval of at 

least 2 days and a  minimum volume in the late curve above 0.5 mm3. Figure 4.8 

shows the marginal means of the Akaike weights and the  influence of the imaging 

interval w ith the minimum volume of each part of the curve. In figure 4.8A it is seen 

th a t for imaging intervals of 1 day, the lower minimum volumes imaged could have 

Akaike weights above 0.5. In figure 4.8B the results are more consistently below 0.5; 

however, for frequent imaging intervals and low minimum volume for the late data, 

the Akaike weight can be above 0.5.

Although there are ranges of all the plots where Akaike weights below 0.5 can be 

m aintained, this would put lim its on the experimental design factors in the opposite 

direction compared to  the previous analyses (i.e., setting a  maximum number of time 

points, whereas previous analyses have found a minimum number of tim e points). 

Determining if two segments of a data  set arise from th e  same growth function is 

likely to  be difficult to  achieve consistently. Potential reasons for this outcome are 

described in the discussion.

4.4 Discussion

In order to  fit a more complex function, such as a Gompertz function, sufficient 

data  are required. It can be seen from the simulations th a t the m ajority of the exper­

imental designs result in a  better fit for the Gompertz function over the exponential 

function. The goodness-of-fit of the Gompertz function is more favourable when 

imaging begins w ith smaller tum our volumes rather than larger volumes, even across 

the same range of volumes being imaged. This suggests an opportunity to  improve 

the ability to  fit functions to  the d a ta r'A s described in section 4.3.1, the range of 

minimum volumes th a t show an improvement include tum ours th a t Would be approx­

im ately 0.55 mm in diam eter (assuming a sphere), which have been imaged in vivo
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M in . V o lu m e  L a te  
C u r v e

—  < 1.6x10-*
----- 1.6x10-* to 5.25x1 O'3

5.25e-3 to 1,7e-1
----- 1.7x10-’ to 5.5
—  5.5 to 1.8x102

----- 1.8X102 to 5.8x103
-----5.8x103 to 1.9x10s

1.9x10® to 6.0x10«

M in .  V o lu m e  E a r ly  
C u r v e

—  <7.0x10®
----- 7.0x10® to 2.5x10 3

2.5x10'3 to 8.9x10"2
----- 8.9x10"2 to 3.1

3.1 to 1.2X102
___1.2X102 to 4.0x103
----- 4.0x10s to 1.4x10*

1.4x10® to 5.0x10«

Fig. 4.8: Both graphs show the trends for the minimum volumes for each segment of 
the curve over different imaging intervals. A) The effects of minimum volume for the 
early part of the data set and imaging interval are plotted and show a range where 
the values of the Akaike weights are above 0.5, when it is desired to have values 
below 0.5 to indicate the parallel curves fitting better than the individual curves. B) 
The Akaike weights are more consistently below 0.5 across the imaging interval for 
the minimum volume of the late curve; however, the lowest minimum volumes still 
maintain values above 0.5.
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in the B16F1 liver m etastases model [2]. However, not every tum our was detected 

when it was th a t small. There are several reasons why this might be the case. There 

is a  chance th a t some tum ours are more easily visualized a t this size than others due 

to  biological variations between tumours. It is also possible th a t there is a minimum 

detectable tum our size and tum ours ju st below this threshold grow from below the

detection lim it to  well above it between imaging sessions.
». -

Being able to  correctly determ ine th a t two tumours are growing differently is 

reasonable as the constraints on the variables to  achieve an Akaike weight over 0.5 in 

section 4.3.2 are not very much more rigourous than those required to  have a  better fit 

for the Gompertz function over the exponential function in the previous section. The 

imaging interval needs to  be four days or less, whereas to  determine a Gompertzian 

shape any imaging interval could be employed. Also, the length of tim e needs to  be 

25 days or longer compared to  15 days or longer for the previous section.

The measurement variability, which had a fixed dependence on tum our volume 

in these simulations, will have an im pact on how well curve fitting works. Reduced 

variability will allow more precise measurements of tum our volume and consequently 

a  better estim ate of the growth param eters when curve fitting.

The feasibility of determ ining whether two data sets have the same growth rate 

param eters may be more lim ited as more data  may result in over fitting, suggesting 

these data sets are in fact different from each other. Although the paired data  sets 

in section 4.3.3 were both based on the same generalized logistic curve, the measure­

ment variability introduces errors th a t appear to  increase the difficulty of determining 

th a t the early and later data  arise from the same growth curve, especially since the 

variability is a  function of volume. Constraining the experimental design with both 

a  maximum and minimum volume to  image is likely not practical and could lead to 

the erroneous interpretation of results.
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4.5 Conclusion

Simulations of tum our growth and curve fitting can be used to  determine when 

there is sufficient data  to  draw conclusions about data sets. Simulations presented 

indicate th a t the Gompertz function can be fitted to  volume data resembling B16F1 

liver m etastasis growth w ith param eters th a t are realistic. This information could 

be used to  plan preclinical cancer studies to  better enable imaging measurements to 

quantitatively characterize tum our growth and treatm ent responses.
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Chapter 5

Synthetic Aperture Focusing of a 
Single Element 40 MHz System

Thè contents of this chapter are in preparation to be submitted as a paper with the 

author list: L. A. Wirtzfeld, A. F. Chambers, A. Fenster and J. C. Lacèfield

5*1 Introduction:
Three-dimensional high-frequency (30-40 MHz) ultrasound imaging is used to 

m onitor tum our growth and treatm ent responses in mouse cancer models [1-3]. To 

perform these experiments, it is im portant to  quantify and minimize the measure­

ment variability to  detect small changes in volume and determ ine the functional form 

of the growth for curving fitting. The tum our measurement variability depends on 

the tuinoUr size and location w ithin the field of view [4]. This poses a  challenge de­

term ining values for the  measurement variability as it  will vary based on the object 

locatimi w ithin th e  field of view and will also change as the tum our grows due to  the 

size dependence resulting in changing variability over the  longitudinal experiments.

Commercially available high-frequency ultrasound systems use mechanically scan­

ned, single element transducers. Low f-numbers are used, resulting in tightly focused

99
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transducers w ith high lateral resolution a t the fixed focal depth th a t rapidly degrades 

towards the near and far fields.

To achieve consistent high resolution through the entire image, the two options 

are to  use an array to  acquire the images or to  use synthetic aperture focusing to 

retrospectively focus the images. For the first case, array transducers allow for the 

ultrasound beam to  be focused a t multiple depths within the image. There are a 

number of research groups working on developing both annular [fi-7] and linear [8, 9] 

high-frequency arrays. Annular arrays allow for focusing along the beam but m ust 

still be mechanically steered to  form a B-mode image, whereas linear arrays can focus 

the beam and do not require any mechanical scanning to  produce an image. High- 

frequency arrays are technically challenging to  produce due to  the small element size 

required and the need to  bond a  wire to  each element. In the case of linear arrays, 

an element spacing of the wavelength, A, is required to  avoid grating lobes within the 

images and would require the elements to  be spaced approximately 40 /¿m apart for 

a  40 MHz probe.

Although high-frequency arrays are in development and experimental use, it will 

likely be some tim e before all high-frequency systems are using arrays as there are 

over 450 VisualSonics commercial systems* and many other custom single-element 

systems in use th a t will continue to  be used for imaging. In these cases, using a 

synthetic aperture technique to  retrospectively improve the image focusing would 

offer benefits.

Synthetic aperture focusing techniques (SAFT) have been employed w ith clinical 

array systems [10] and can be adapted for use w ith tightly focused single element 

transducers using a  virtual source approach [II]. In this technique, the fixed focus is 

treated as a  virtual source w ith sound waves propagating towards both the near and 

far fields as approximately spherical waves over a  lim ited range of angles corresponding 

to  the shape of the original beam. Each acquired scan line then produces a  virtual

‘Personal conversation with VisualSonics, October 2008
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source a t its focus. All these virtual sources can be combined in a fashion similar to 

an array to  reconstruct an image focused a t multiple depths. As the individual scan 

lines are acquired, the beam produced along a  given scan line will overlap the beam 

produced for adjacent scan lines. W here the beams overlap a t a given point, those 

scan lines can be used to  retrospectively focus a t th a t point by applying appropriate 

tim e delays as shown in figure 5.1.

The tim e delays can be calculated by determining the additional tim e it takes for 

the sound to  travel from the virtual source to the point of interest compared to  the 

tim e for sound to  travel from the virtual source to  the same depth as the point but 

along the centre of the beam. This can be seen in figure 5.1 as the difference between 

the length of tim e to  travel the distance r  compared to  r' and it can be seen th a t 

this calculation will depend on the specific scan geometry. These tim e delays can be 

applied to  reconstruct scan lines in a  manner equivalent to  applying delays to  a linear 

or curvilinear array.

Synthetic aperture focusing can be performed by delay-and-sum beamforming 

w ith or w ithout applying additional weighting,. Apodization is commonly used to 

reduce sidelobe levels when beamforming arrays by giving higher weighting to the 

central elements and lower weighting to  the outer elements of the subaperture. In 

addition, there are a  number of adaptive weighting technique^ th a t use the data 

to  determ ine the appropriate weighting. Two adaptive techniques th a t have been 

applied to  ultrasound are minimum variance [12, 13] and the generalized coherence 

factor [14, 15].

The generalized coherence factor (GAFF) is based on an earlier weighting known 

as the coherence factor (CF) which is the ratio of the energy of the coherent stun 

to  the to tal incoherent energy for the subaperture [15]. The GAFF extends the CF 

by taking a Fourier transform  of the data in the lateral direction and calculating the 

ratio of energy around zero frequency (DC) to the energy in the entire spectrum. 

The CF suffered from large variations due to  the fact th a t it only takes the value
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Fig. 5.1: The w idth of the ultrasound beam converges to  the focus, which can be 
treated as a virtual source for each scan line. The set of virtual sources which are 
formed as the transducer is mechanically scanned can be treated in a manner analo­
gous to  array dem ents. Above and bdow the virtual source, the beam rapidly widens 
which means the beam from several scan lines will pass through each point, such as 
point P. The multiple scan-lines th a t pass through point P  can be used to  perform 
synthetic aperture focusing. Two beams from two different scan lines are shown that 
will overlap on point P. Delays can be calculated by determ ining the distance in 
flight tim e between r  and r ',  where x{ is the distance between scan lines.
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a t DC squared which is susceptible to  noise. The goal of the GAFF is to  assign 

lower weightings to  strong off-axis signals compared to  on-axis signals. The mini­

mum variance beamformer aims to  minimize the power for the beamformed signal 

and m aintain unity gain a t th e  focal point to  reduce the main lobe w idth and sup­

press the sidelobes. The weights can be computed from the autocovariance m atrix of 

the subaperture data, =  R rla/aHR~la, where Wmv are the weights, R  is the 

autocovariance and a  is a  steering vector th a t can be m aintained as a  vector of ones. 

Although this calculation is fairly straight forward to  implement, the coherence of 

the ultrasound signals means an additional step is required to  smooth the data and 

give a  good estim ate of the autocovariance. Details can be found in [13].

5.1.1 Outline of chapter

This chapter describes synthetic aperture focusing techniques using several weight­

ing schemes, both conventional and adaptive, to  improve the focusing in ultrasound 

images acquired w ith a  40-MHz, single-element transducer and evaluate th e  effect of 

synthetic aperture focusing on the size measurement variability of point-like targets 

and small lesions.

To determ ine the im pact on point-like targets, the cross-sectional area of small 

air channels was compared for the original and SAFT images. The area measure­

ments were compared to  determ ine which weighting technique provided the greatest 

improvement in point resolution. G elatin lesion phantoms were employed to  evaluate 

the im pact of SAFT on 2D lesion-size measurement variability and determ ine haw 

the various weighting techniques change the variability. Lesion images were acquired 

and measured w ith th e  centre of the lesion w ithin, above and below the depth of field. 

To evaluate the technique in  vivo, an experimental liver m etastasis model was imaged 

and the SAFT were compared to  the original.
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5.2 Materials and Methods:

5.2.1 Synthetic Aperture Focusing Technique

In order to  perform the SAFT, it is necessary to  know the nutnber of scan lines 

th a t pass through the beam w idth a t each depth, z. In order to  do this, the beamplot 

of the transducer was simulated from 2 mm to  10 mm depth w ith Field II [16] and 

the lateral resolution (LR) was measured as the -6 dB beam width a t the centre of 

each focusing depth band. The LR  varied from 0.1 to  2 mm. The number of scan 

lines used a t a  depth z  in each sub-aperture was calculated,

Nz arctan '
LR

(5.1)
line spacing 2(SL +  z)

where SL  is the shaft length from the pivot point to  the transducer surface, z is the 

image depth from the transducer surface and the line spacing is defined above. Since 

circular sector images w ith azim uth angles ranging from ±3.76° were acquired in our 

experiments, the line spacing was 0.02° w ith 377 scan fines acquired over the sector. 

Values of Nz range from 6 fines a t the 6 mm focal depth to  102 lines a t 2 mm deep 

and 94 mm a t 10 mm deep. Focusing delays were recalculated for each 0.5-mm depth 

band.

For the unapodized case, after the focusing delays were applied to  the subaperture, 

the  coherent sum was calculated. In order to  shift the signal to  baseband, the coherent 

sum was quadrature demodulated and low-pass filtered w ith a  Hamming window 

centred around th e  DC component of the signal. For the apodized case, the coherent 

sum of the Hamming window weighted RF signals was calculated and the signals 

shifted to  baseband as in the unapodized case.

For the minimum variance and generalized coherence factor weighting, focusing 

delays were applied, and delayed subaperture data  were demodulated as described 

above, and then the weightings were computed. For a  detailed explanation of GAFF, 

refer to  [15]. In brief, one-dimensional Fourier transforms were calculated in the lateral
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direction and the maximum projection of the Fourier transform s was calculated in the 

axial direction. From the axial projection, the ratio of energy around DC ( /  <  |Mq|) 

of the spectrum  to  the to tal energy in the spectrum  was calculated and multiplied 

by the coherent sum to  obtain the weighted image. The Fourier transform  is in the 

angular spatial frequency domain w ith DC being the component straight ahead of 

the centre of the subaperture.

The minimum variance technique is based on the methods presented in [12, 13]. 

The weighting for each scan line in the subaperture is calculated by minimizing the 

power of the beamformed signal, 2?[|6(t)|2], where b(t) is the output of the of the beam- 

former, w ith the constraint of unity gain being m aintained a t the focal point. The 

weightings can be calculated analytically from the sample auto-covariance matrices 

of the subaperture data [13].

5.2.2 Experimental data - RF acquisition

All images were acquired with a  Vevo 770 (VisualSonics Inc., Toronto, Canada) 

high-frequency ultrasound scanner using a 40 MHz centre frequency, single-element 

transducer w ith an /-num ber of 2. The resolution was 40 x 80 x 80 /¿m3 w ith a  1.5 

mm depth of field (m anufacturer’s specifications) a t the 6 mm geometric focal dis­

tance. The transducer is mechanically swept, acquiring 337 scan lines over a  sector to 

create an 8 mm by 8 mm image. The radiofrequency (RF) data, required for the ret­

rospective focusing, were digitized using an oscilloscope (W averunner LT345, Lecroy 

Corp., Chestnut Ridge, NY, USA) and saved with software w ritten in LabVIEW 6.1 

(National Instrum ents Corp., Austin, TX, USA). All data  were sampled a t 250 MHz 

and digitized a t 8 bit. In all phantom  experiments, each scan line was acquired ten 

times to  allow averaging to  reduce the electronic noise. For the mouse imaging exper­

iments each scan line was acquired three times to  increase the speed of acquisition. 

The image acquisition tim e for one 2D image was approximately 5 minutes to  acquire 

10 repeated lines or 2 minutes to acquire 3 repeated lines. The software was set to
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save a  depth range of 2 mm to  10 nun, corresponding to  the  B-mode field of view. 

Two-dimensional images were reconstructed from the individual RF scan lines using 

M atlab (Mathworks, Natick, M assachusetts).

5.2.3 Phantom Experiments

In order to  evaluate the synthetic aperture focusing techniques, phantoms were 

constructed from gelatin containing either thin air channels, to act as pseudo point 

targets, or tissue-mimicking spheres, to mimic the appearance of tum ours on ultrar 

sound images. Gelatin phantom s were made according to  the procedure outlined by 

Ryan et al. [17], w ith 30% by weight gelatin powder, and a background of 2% by 

weight of amorphous silica. All phantoms were imaged a t an angle of approximately 

90°.

5.2.3.1 Air channels

A phantom  mould was created th a t was comprised of a 15 x 15 x 15 mm3 box 

w ith eight holes drilled in the sides to  allow capillary tubes to  be threaded paral­

lel to  each other and arranged on a diagonal w ith a 1 mm spacing in depth and 

0.75 mm spacing horizontally. Glass capillary tubes w ith a  150 /xm outer diam eter 

(part number TSP030150, Polymicro Technologies, LLC, Phoenix, Arizona) were po­

sitioned through the guide holes and the tissue-mimicking m aterial was poured into 

the mould. Once solidified, the tubes were carefully removed, leaving small channels 

filled w ith air. U ltrasound images of the cross-section of the channels were acquired 

w ith up to  7 channel cross-sections in an image.

T he channel cross-sectional area was measured using a semi-automated region­

growing algorithm  th a t started  from ajuser selected point to  find the boundaries 

above the user selected threshold for the values surrounding the channel [18]. Once 

the entire region was found, the centroid of the area was calculated and used in
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the analysis as the measured depth of the channel. To assess the measured area as a 

function of depth in the original and SAFT images, four 2D images of different planes 

of the phantom  were acquired. Each channel in each image was measured three times 

and the averages of the measured cross-sectional areas and depths were computed. 

As each image was acquired a t a  separate tim e, the air channels are not a t the exact 

same depth relative to  the transducer in each case showing th e  measured areas over 

a  range of around 0.3 mm.

5.2.3.2 Gelatin lesion phantoms and depth of field

Em ulated lesions were created by embedding hypoechoic gelatin spheres w ith 0.5 % 

by weight amorphous silica into surrounding tissue-mimicking m aterial w ith 2 % 

amorphous silica. A spherical mold was used to  make the  gelatin spheres- For each 

lesion phantom , 2D RF data  were acquired w ith the lesion centred a t the geometric 

focus, 1 mm above the focus and 1 mm below the focus. Each image was acquired 

a t the varying depths to  enable a comparison of the measurements as a  function of 

location within the  image field of view.

Sixty images were acquired of 21 phantom  lesions, including 18 sets with an image 

of the lesion a t all three depths. All images were reconstructed as described in section

5.2.2 and synthetic aperture focusing w ith each of the four weighting methods was 

applied. The m agnitude of the images were taken followed by logarithmic compres­

sion. The images’ window, level and gain for each 1 nun depth band were adjusted 

manually. Images were subsequently scan converted to  create B-mode images. File 

names for each imagé were randomized and the 2D lesions were manually segmented 

three tim es each by a  blinded observer using M atlab.

The coefficient of variation (COV; standard deviation divided by the mean) of 

the measured lesion area was calculated for each image. The mean and standard 

deviation of the COV was used to  evaluate th e  measurement variability for single 

images. To compare the size-measurement variability as a  function of location within
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the field of view, for each set of three images, the maximum measured area minus the 

rninimirm measured area was used to  give the range of measured areas. The mean and 

standard deviation of the measurement ranges were used to  compare the  variability.

A repeated measures ANOVA was performed on the data  to  determine the effects 

of repeated measurements, weighting method and location w ithin the field of view. 

The data  was analyzed considering the location within the  image to  be a  within- 

subjects factor. A value of a  < 0 .05  was considered significant for all tests.

5.2.4 Liver metastasis imaging

The syngeneic experim ental liver m etastasis model was employed (described in 

[1]). B16F1 murine melanoma cells were injected into the mesenteric vein to  produce 

liver métastasés. Five C57BL/6 mice with B16F1 liver m étastasés were imaged. Due 

to  the rapid motion of the liver from respiratory and intestinal motion combined w ith 

the long acquisition tim es for the RF data, images were acquired immediately after 

sacrifice before obvious changes in the ultrasonic appearance of the tum our could be 

observed. To minimize the scan time, only three repeated scan lines were acquired at 

each location and averaged.

5.3 Results:' ^

5.3.1 Phantom validation

5.3.1.1 Air channels

The diagonal pattern  allowed for a  visual comparison of the size and shape of the 

channel cross section as a  function of depth. Figure 5.2 shows the original image 

and the identical image processed w ith SAFT and the different weighting techniques. 

Improvements in both the shape as well as cross sectional area can be seen. The 

cross-section of the air channels dem onstrate the tight focusing a t 6 mm and the
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rapid decrease in lateral resolution away from this fixed focus, as can be seen in figure 

5.2. After the application of the SAFT a clear improvement in focusing consistency 

can be seen, most noticeably in the cross-sections 1 mm above and below the fixed 

focus in figure 5.2.

Figure 5.3 displays the measured cross-sectional areas of the air channels for origi­

nal and SAFT images as a function of image depth. All data sets show the same trend 

of increasing area away from the focal zone, with the original image showing much 

more rapid increases compared to the SAFT images. The smallest cross-sectional 

areas and corresponding depth at which they were measured are summarized in table 

5.1, compared to an actual cross-sectional area of 0.018 mm2. It would be expected 

that the original image had the smallest cross-sectional area closest to 6 mm; however, 

the SAFT images with minimum variance and apodized weighting show improved air 

channel measurement even at the fixed focus. The SAFT images show improvement 

in the air channel cross-sectional area beyond the minimum in the original images.

Weighting method Minimum cross-sectional area 
(mm2)

Image depth 
(mm)

Actual cross-sectional area 1.77 x 10~2
Original image 4.51 x 10"2 6.36
Unapodized 4.31 x 1(T2 5.39
Hamming 3.90 x 10"2 6.21
Minimum variance 2.67 x 10"2 6.32
Generalized coherence factor 2.69 x 10"2 5.38

Table 5.1: Minimum measured cross-sectional area of 150-fim diameter air channels 
for each SAFT weighting method.

All SAFT weighting techniques showed an improvement in the cross-sectional 

area measured over the original images. The unapodized image showed the smallest 

improvement, followed by the apodized results. The GAFF and MV images showed 

greater improvement in most cases; however, the focusing was less consistent as a 

function of depth than the non-adaptive weighting techniques, as can be seen in 

figure 5.3.
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Original Unapodized Hamming

Minimum Variance Generalized Coherence Factor

Fig. 5.2: An image showing the 150 /xm air channels in cross-section with the original 
data and with synthetic aperture focusing with each of the four weighting methods. 
The arrow indicates the 6 mm geometric focus and the vertical scale bar is 1 mm. 
Near the geometric focus, all weighting methods appear to reduce the width of the air 
channel. The minimum variance weighting improves the cross-sectional area in this 
region but is lower contrast than the other methods whereas the generalized coherence 
factor weighting results in higher contrast but introduces additional artifacts into the 
image. A 40 dB dynamic range is displayed.
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Fig. 5.3: Average measured cross-sectional area of the air channels is plotted against 
image depth. Data from four images of the phantom are presented and have been 
measured after each of the four weighting techniques have been applied. The GAFF 
(generalized coherence factor) shows the most consistent cross-sectional area with a 
large improvement over the original images over the full range of depth. Minimum 
variance shows improvement around the geometric focus, but begins to increase in 
cross-sectional area within about 2 mm of the focus. The unapodized and apodized 
weighting shows some improvement, particularly near the geometric focus, but does 
not maintain a consistently low measurement across all depths.
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5.3.1.2 Gelatin lesion phantoms and depth of field

The average lesion area measured on the original image was 4.88 mm2, with maxi­

mum diameters (measured in 3D ultrasound) ranging from 1.94 mm to 3.45 mm with 

an average of 2.52 mm. Visual inspection shows some improvement in margin defi­

nition for the unapodized and Hamming window weighting (figure 5.4). The GAFF 

weighting shows substantial improvement in boundary delineation in some areas, with 

other areas being degraded due to artifacts introduced from bright objects near the 

boundary (figure 5.5). The MV weighting also shows improvement in the boundary 

delineation, most noticeable near and beyond the fixed focus, but lesions situated be­

tween the transducer and the fixed focus do not show improved margins. Overall, the 

MV weighting suffers from fewer image artifacts, even in the presence of extraneous 

bright areas, compared to the GAFF (figure 5.5).

Table 5.2 shows the measurement variability for individual lesion measurements 

and the range of measurements for the lesion at multiple depths. The average COV 

ranges from 2.GO % for the apodized weighted up to 3.19 % for the minimum variance 

weighting, with the original images having an average COV of 3.00 %. Although there 

is a range of values, there are no significant differences between weighting methods 

for the COV (a  >  0.05). The same pattern is also seen for the range of measured 

areas for each lesion, where the Hamming and unapodized weighting provided modest 

improvement over the original images but the two adaptive techniques did not.

The repeated-measures ANOVA showed a significant interaction between the re­

peats and the weighting technique and a significant main effect for the weighting 

technique, indicating that the measured volume does change based on the different 

SAFT weighting techniques. Depending on how well defined the margins are, the ob­

server will vary where they place the segmented boundary. No significant effects were 

see due to lesion location within the image, indicating that there is not significant 

variation in the measured size as a function of image depth.
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Original Unapodized Hamming

Centred

^ 6  mm

Shallow

^ 6  mm

Fig. 5.4: Original images of a lesion phantom are shown compared to SAFT with 
unapodized and Hamming window weighting for three depths of the region of in­
terest. Increased contrast can been seen at the lesion border for the SAFT images, 
particularly for the Hamming window weighting where there is a good contrast at the 
bottom of the deep lesion compared to the original image. A 40 dB dynamic range 
is displayed.
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6 mm

mm

Fig. 5.5: Original images of a lesion phantom are shown compared to SAFT with gen­
eralized coherence factor and minimum variance adaptive weighting for three depths 
of the region of interest. The generalized coherence factor images show improved con­
trast, especially in the shallow image, however, some artifacts that are introduced can 
be seen in the centred image which can make the image interpretation difficult. The 
minimum variance method shows good contrast improvements for the deep and cen­
tred lesion; however, for the shallow case no improvement is seen. A 40 dB dynamic 
range is displayed.
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Weighting method Mean COV (%) STD COV (%) Mean range 
(mm2)

STD range 
(mm2)

Original 3.00 1.81 0.54 0.43
Unapodized 3.02 2.19 0.46 0.33
Hamming 2.60 1.53 0.50 0.27
MV 3.19 2.68 0.57 0.33
GAFF 3.14 2.49 0.56 0.39

Table 5.2: The table shows the results from the repeated measurements of the phan­
tom lesion areas. The mean and standard deviation (STD) of the coefficient of vari­
ation (COV) is recorded as an indication of measurement variability. In addition, 
the mean and standard deviation of the range of area measurements for a lesion at 
multiple image depths is given. The values for the Hamming weighting show im­
provements over the original, uncorrected images. However, the minimum variance 
(MV) and generalized coherence factor (GAFF) images show degraded measurement 
variability. The unapodized shows almost equivalent COV and improved mean range.

5.3.2 Liver m etastasis im aging

Due to the small sample size and limitations in image quality due to the low 

number of repeated line acquisitions for averaging, liver métastasés are shown as a 

proof of principle for tumour imaging. A small tumour within the centre of the liver is 

presented. Visual inspection showed improved tumour to background contrast for the 

conventional weighting. The minimum variance shows a slight increase in contrast, 

whereas the generalized coherence factor reduces contrast for most of the tumour. 

The changes in appearance for the different weightings follow visually the results 

from the lesion phantoms.

5.4 D iscussion:

5.4.1 Air channels

Measurements of the cross-sectional area of the small air channels gives an ap­

proximation to a point target and allows the approximate shape of the point spread 

function to be seen within the image. The minimum cross-sectional area due to SAFT
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Original Unapodized Hamming

Minimum Variance Generalized Coherence Factor

Fig. 5.6: An example liver metastasis is shown in the original image and for the 
different weighting techniques. The unapodized and Hamming weighting show an 
improvement in contrast between the tumour boundary and the liver. The minimum 
variance shows high contrast for part of the tumour boundary. The generalized co­
herence factor makes the tumour very difficult to see within the image. A 40 dB 
dynamic range is displayed.
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was shallower th an  the 6 mm geometric focus for the GAFF weighted and unapodized 

images, the limited number of scan lines used to  reconstruct the image a t the geomet­

ric focus likely contributes to  greater improvement in mainlobe width. Difficulty in 

measuring the cross-sectional areas for the MV weighted images likely contributed to 

the high measured values a t shallow and deep points. The contrast between the air 

channel and surrounding m aterial was poor and the region growing algorithm tended 

to  encompass a  relatively large region surrounding the centre of the air channel.

5.4.2 Gelatin lesion phantoms

The improved measurements from the unapodized to  Hamming to  adaptive weight­

ing techniques is not surprising. However, due to  the complex nature of the adaptive 

weighting algorithms and the unique artifacts introduced into the images, they offer 

less consistent improvements than expected. Both techniques aim to  minimize the 

contribution of off-axis scatterers to  the SAFT image; however, w ithin the context 

of the lesion images this seemed to  create regions w ith very low weighting next to 

regions w ith bright speckle. W hile the variability, expressed as the COV, is very 

similar between all groups it is very interesting to  note th a t the adaptive techniques 

performed worse based this param eter compared to  the non-adaptive techniques.

5.4.3 Liver metastasis imaging

Due to  lim itations in the number of acquisitions, the original images are not 

as high of a quality as the lesion phantoms images. W hen the SAFT is applied, the 

unapodized and Hamming weights show improved contrast which could help delineate 

the borders for segmenting. The generalized coherence factor degrades some of the 

image quality making it difficult to  define borders.
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5.5 Conclusion:

For point targets, there are definite benefits to  using any of the weighting tech­

niques. The GAFF weighting consistently m aintained a reduced area measurement 

compared to  the original image. The MV weighting, in contrast, performed very 

inconsistently.

For the phantom and in vivo lesion images, the results are harder to  interpret. 

The adaptive techniques did not show the improvement in measurement variability 

th a t was expected to  result from improved resolution. For lesion images, it is likely 

best to  use an unapodized or Hamming weighting for synthetic aperture focusing. 

These methods gave the greatest benefits in term s of measurement variability and 

are less com putationally demanding than the adaptive techniques.
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Chapter 6

Summary and Future work

6.1 Summary

Three-dimensional high-frequency ultrasound can be a  valuable tool for providing 

information on the growth of soft-tissue tumours in mouse models to  complement 

conventional endpoint analysis. The lack of agreement bétween conventional caliper 

measurements and 3D ultrasound volume measurements suggests th a t the calipers 

may only prove an approxim ate measure of size and lack the precision to  draw conclu­

sions regarding the growth of the tum ours or allow for comparisons between tumours 

and treatm ent groups.

6.1.1 Chapter 2: Three-Dimensional High-Frequency Ultra­
sound Imaging For Longitudinal Evaluation Of Liver 

Métastasés In Preclinical Models

C hapter 2 dem onstrates th a t liver m étastasés can be longitudinally imaged with­

out exogenous contrast agents to  construct growth curves for individual tumours. 

In addition to  the work presented in chapter 2, a similar study examining prostate 

tum our growth in a transgenic mouse model was performed [1]. Prostate tumours

122
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spontaneously developed over tim e and were detected through regular ultrasound 

screening and subsequently monitored over tim e to  measure tum our growth. To fur­

ther show the usefulness of high-frequency ultrasound for imaging soft-tissue tumours 

using endogenous contrast, a  study of the growth of mouse melanoma {2] and unpub­

lished studies of mouse mammary fat pad tum ours have been conducted. All cell 

lines have shown sufficient endogenous contrast to  allow tum ours to  be monitored 

over tim e to  construct volume growth curves.

The ability to  track individual tum ours growth over tim e in a  precise manner will 

allow the tum our to  act as its own control as any changes in growth due to  treatm ent 

response can be quantified for each tum our. Tracking individual tum our’s opens the 

possibility of being able to  evaluate different tum ours response per animal and even 

per tum our. The longitudinal experiments w ith the different cell lines in chapter 

2 dem onstrate th a t individual tum ours can grow a t varying rates from each o tte r.

The single HT-29 tum our th a t showed no growth over the course of the  experiment 

opens the possibility of using ultrasound to  identify small but dorm ant tumours. 

W hether this tum our would respond to  a therapeutic agent or a t some point begin to 

grow is unknown. The variability in growth makes it difficult to  interpret endpoint 

analysis, as a  tum our th a t did not grow for the duration of the experiment cannot 

be differentiated from a tum our th a t grew rapidly to  a  larger size and then regressed 

d u e t»  an effective treatm ent. ^

6.1.2 Chapter 3: Volume Measurement Variability In Threes
Dimensional High-Frequency Ultrasound Images Of Murine 

Liver Metastases

Tumour measurement variability in three-dimensional high-frequency ultrasound 

images due to  segm entation variability by observers and experimental factors has 

been quantified. Experim ental B16F1 liver m etastases were analyzed in different size
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ranges including less than 1 mm3, 1 to  4 mm3, 4 to  8 mm3 and 8 to  70 mm3. The 

intrar and inter-observer ¡repeatability was high over a large range of tum our volumes, 

but the coefficient of variation (GOV) varied over the volume ranges. The minimum 

and maximum intra-observer COV were 4% and 14% for the 1 to  4 mm3 and <  1 

mm3 tum ours, respectively. For tum our volumes measured by segmenting parallel 

planes, the maximum inter-slice distance th a t maintained acceptable measurement 

variability increased from 100 to  600 /¿m as tum our volume increased. Comparison 

of free breathing versus ventilated animals dem onstrated th a t respiratory motion 

did not significantly change the measured volume. These results enable design of 

more efficient imaging studies by using the measured variability to  estim ate the time 

required to  observe a  significant change in tum our volume.

6.1.3 Chapter 4: Monte Carlo Growth Curve Simulations 

for Planning Longitudinal Imaging Experiments with 

Mouse Cancer Models

Growth curve simulations, based on the growth of the E16F1 liver metastases and 

their measurement variability, were performed to  identify longitudinal experiment 

designs for which it should be more appropriate to  analyse tum our volume data using 

a Gompertzian growth curve than an exponential growth curve. Imaging tumours 

beginning when they are small (<  0.09 mm3) and imaging over a  large volume range 

support the use of Gom pertzian growth analysis. Volume d a ta  needs to  be acquired 

over a  minimum of 15 days and over as many as 40 days for infrequent imaging 

or when it is desired to  determ ine if the two data sets are growing w ith different 

param eters. In most cases, an imaging interval of 6 days does not provide sufficient 

d a ta  to  perform the analyses w ith Gompertz functions and decreasing the interval to  

4 days shows an improvement in the fitting results.
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6.1.4 Chapter 5: Synthetic Aperture Focusing of a Single 

Element 40 MHz System

Synthetic aperture focusing techniques (SAFT) w ith a variety of weighting meth­

ods, including both conventional and adaptive, were applied to images of both point­

like targets and lesions. Reductions in the measured cross-sectional areas of the 

point-like targets, indicating improved spatial resolution, was seen for all weighting 

methods, although the generalized coherence factor offered the m ost consistently im­

proved resolution over all depths. Synthetic aperture focusing was less effective than 

expected for reducing the area measurement variability, whereas the conventional 

apodization showed a small improvement. Although measurement variability on an 

individual lesion basis did not show the expected improvements using SAFT, the 

variation in the measured lesion size as a function of depth was reduced w ith SAFT, 

suggesting a reduction in the spatial variance of the point-spread function.

6.1.5 Current Progress

Current developments include the use of clinical scale micro-bubble (1 to  5 fim) 

and newer liquid-core nanoparticle (anywhere from 100 to  1000 nm) contrast agents to 

enhance the B-mode imaging. H ie  growth curve analysis indicates th a t it is beneficial 

to  be able to  detect and measure smaller tum our volumes when fitting Gompertz 

functions to  the growth data  and comparing curves. The use of contrast agents may 

allow for small tum ours to  be detected prior to  them  developing sufficient contrast 

to  be detected and measured w ith only endogenous contrast. The lade of perfusion 

or lim ited perfusion in small tum ours would provide negative contrast against the 

contrast-enhanced liver parenchyma, making the Identification of erven small tum ours 

easier than the unenhanced tumours.

C ontrast agents w e frequently also used to  assess blood flow within organs and 

tum ours. Changes in blood flow w ithin the tum ours could provide information th a t
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would complement the volume measurements and perhaps point to  mechanisms of 

treatm ent action. Changes in the surrounding blood flow to  the tum our may also be 

of interest as the feeder vessels may offer a  therapeutic target.

Assessing blood flow can also be performed using either colour flow or power 

Doppler ultrasound techniques th a t can be used w ith or w ithout contrast agents. 

Several groups have dem onstrated the use of power Doppler to  quantify tum our blood 

flow, including using power Doppler to  m onitor the tum our response to  antiangiogenic 

drugs [3], antivascular drugs [4] and surgical interventions [5]. Work has been done to 

quantify Doppler techniques and compare them  to  other gold standards including his­

tological microscopic quantification of tum our blood vessels [6] and microfil-enhanced 

CT [5].

6.2 Future Work

VisualSonics has recently released their new Vevo 2100 scanner including linear 

array transducers. The use of arrays could have benefits in performing longitudinal 

experiments imaging tum our models, as they would allow a  much larger range of 

depths to  be imaged in focus and thus reduce measurement variability. To determine 

the effect of the array on measurement variability, the study presented in chapter 

3 would need to  be repeated using images acquired w ith this new system. Any 

changes in measurement variability could then be used in the growth simulations, 

as presented in chapter 4, to  allow for comparison of how the experiments should 

be designed to  take into consideration the tumour-volume measurement variability 

differences between single-element and linear array scanners.

Using the results from the growth curve simulations in chapter 4, an in vivo 

experiment should be set up to  obtain sufficient data for reliable growth curve fitting 

a t th e  beginning of the tum our growth and have additional measurements acquired 

beyond the minimum tim e points required. The first set of tim e points could be



127

used to  fit a  Gompertz function and then extrapolate the curve to  the additional 

data  to  determ ine how well th e  fitted curve can predict how the tum our will continue 

to  grow. The ability to  extrapolate late stage growth from early stage volume data 

would support treatm ent-response experiments in which each tum our is used as its 

own control, i.e., measured growth a lter treatm ent is compared to  predicted growth 

extrapolated from early stage, pre-treatm ent volume data.

Synthetic aperture focusing techniques, in addition to  influencing the tumour-size 

measurement variability, will likely affect the detectability of smaller lesions. The 

m inim um  lesion size th a t can be observed in an image is a function of the lateral 

resolution and side-lobe levels, therefore improvements in focusing through SAFT 

could allow smaller tum ours to  be observed or the smallest tum ours to  be observed 

regardless of their location w ithin the image. Due to  the tightly focused transducer 

on the current system, it is possible th a t small tumours th a t can be detected when 

they are w ithin the focal zone may not be detectable at other image depths. A 

phantom  based contrast-detail experiment, similar to  the one described by Smith et 

al. [7], could be employed to  determ ine the smallest cross-sectional area th a t can be 

observed as a  function of the lesion contrast. Two-dimensional assessment would be 

appropriate as initial scanning to  find the tum ours is performed in 2D and only once 

a tum our is found is a 3D image acquired.

;>

6.3 Conclusions

High-frequency ultrasound is able to  provide precise longitudinal analysis of liver 

m etastasis growth in mouse models over a  large range of tum our volumes. Retro­

spective focusing is able to  improve these measurements through a reduction in the 

dependence of the volume measurement on the location within the field of view. Ex­

perim ents can be designed to  ensure sufficient data points are acquired to  perform 

the desired curve fitting.
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The ability to  track these soft-tissue tum ours through tim e and measure them  with 

low variability allows for the construction of growth curves. These growth curves can 

be analyzed using curve fitting to  allow multiple curves to  be compared from within 

the same or different treatm ent groups in a study, thereby providing information th a t 

could be valuable in assessing therapeutic effects.
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