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Abstract
Software Defined Radios have brought a major reformation in the design standards 
for radios, in which a large portion of the functionality is implemented through pro­
grammable signal processing devices, giving the radio the ability to change its op­
erating parameters to accommodate new features and capabilities. A software radio 
approach reduces the content of radio frequency and other analog components of the 
traditional radios and emphasizes digital signal processing to enhance overall receiver 
flexibility. Field Programmable Gate Arrays (FPGA) are a suitable technology for the 
hardware platform as they offer the potential of hardware-like performance coupled 
with software-like programmability.

Software defined radio is a very broad field, encompassing the design of various 
technologies all the way from the antenna to RF, IF, and baseband digital design. 
The RF section primarily consists of analog hardware modules. The IF and baseband 
sections are primarily digital. It is the general process of the radio to convert the 
incoming signal from RF to IF and then IF to baseband for better signal processing 
system.

In this thesis, some of major building blocks of a Software defined radio are de­
signed and implemented using FPGAs. The design of a Digital front end, which 
provides the bridge between the baseband and analog RF portions of a wireless 
receiver, is synthesized. The Digital front end receiver consists of a digital down 
converter(DDC) which in turn comprises of a direct digital frequency synthesizer 
(DDFS), a phase accumulator and a low pass filter. The signal processing block
of the DDFS is executed using Co-ordinate Rotation Digital Computer (CORDIC)
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Abstract
algorithm. Cascaded-Integrator-Comb filters (CIC) are implemented for changing 
the sample rate of the incoming data. Application of a DDC includes software ra­
dios, multicarrier, multimode digital receivers, micro and pico cell systems,broadband 
data applications, instrumentation and test equipment and in-building wireless tele­
phony. Also, in this thesis, interfaces for connecting Texas Instruments high speed and 
high resolution Analog-to-Digital converters (ADC) and Digital-to-Analog converters 
(DAC) with Xilinx Virtex-5 FPGAs are also implemented and demonstrated.
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Chapter 1 
Introduction

1.1 M otivation
Modern digital devices play a major role in today’s world and it is important for 
them to deliver optimum performance. With this growing need for top digital de­
vices, there is a huge demand for energy efficient wireless communication. More 
functions of a radio system are being performed via software, leading towards the 
concept of a software defined radio(SDR). An SDR can be defined as a transceiver in 
which most of the operations are performed using versatile reconfigurable hardware 
which are in-turn configured via software. The primary goal is to shift from employ­
ing hardware-focused, application-specific approach to radio implementation to using 
software application to perform the radio tasks on computing platform. The goal for 
this thesis is to implement a model that functions with a high degree of reliability, is 
reconfigurable, is efficient in terms of hardware cost, and is suitable for application 
in Software radio terminals.

Current advances in field-programmable gate array (FPGA) technology have 
enabled high-speed processing in a compact footprint, while retaining the flexibility 
and programmability of software radio technology. FPGAs are popular for high-speed, 
compute-intensive, reconfigurable applications (fast Fourier transform (FFT), finite 
impulse response (FIR) and other multiply-accumulate operations). Reconfigurable 
cores are available from FPGA and board vendors (Xilinx and Altera) and enable
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implementation of modulator, demodulator and CODEC functionality in the FPGA. 
System designers are increasingly looking for front-end acquisition/converter products 
with integrated FPGA to offload the baseband processing and reduce data transfer 
rates.

1.2 Im plem entation - Big picture
The initial implementation in this thesis is a Digital Front-end (DFE) design which 
basically reduces or upgrades the Intermediate frequency of the incoming signal to 
a lower or upper frequency for processing depending on the application. A general 
idea about the DFE is shown in Figure 1.1 As shown in the figure, the DFE is

Figure 1.1: Concept of Digital Frond End

implemented within the FPGA to perform digital modulation of the signal coming 
from the Analog front-end (AFE) which primarily comprises of the RF transceiver. 
The DFE is employed here in the thesis to provide the user with an additional feature 
of reconfigurability in terms of frequency translation and sample rate conversion as 
per the requirements of the application in hand. The FPGA used for the DFE design 
is Altera Stratix II.

In this thesis, the SDR architecture is implemented for a multi-purpose re­
configurable platform for wireless communication technologies using the 802.11 b/g
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wireless LAN protocol. The experimental architecture layout of the SDR adopted in 
this thesis is shown in Figure 1.2 As shown in the figure, the receiver architecture

Receiver Experimental Setup

Transmitter Experimental Setup

Figure 1.2: SDR model

consists of the RF transceiver connected to an ADC which is then connected to an 
FPGA while the transmitter has the FPGA connected to a DAC that goes to the 
RF transceiver. To realize the concept of an SDR, the FPGA controls the function­
alities of the ADC, DAC and RF transceiver via software control. An interface has 
to be built to connect the high speed ADC and DAC with the FPGA in order to 
have a proper data flow. The interface used for the ADC is Double Date Rate Low 
Voltage Differential Signaling (DDR-LVDS) and CMOS is used for the DAC. The 
RF transceiver chosen for this design is the MAX2830 from Maxim-IC which adopts 
the Wi-Fi 802.11 g/b protocol. The ADC and DAC used here are ADS62P43 and 
DAC5687 evaulation boards from Texas Instruments respectively. The ADC board is 
interfaced with a Spartan 3A FPGA since it has the appropriate LVDS headers. The
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DAC board is interfaced with a Virtex-5 FPGA because the CMOS headers in the 
two boards were compatible.

1.3 Contributions of Thesis
While there are several works which examine the Digital IF system and the integration 
of Data converters in the literature, a complete and rigorous Field Programmable Gate 
Array (FPGA) implementation of a Digital IF system and Interfacing with ADCs and 
DACs has not yet been documented. The contributions are listed as follows:

• A detailed literature review of the concepts and aspects of RF front-end design 
of a Software defined radio is carried out. Hardware specifications of the com­
ponents involved in an SDR are discussed and a survey of the available signal 
processing hardware is done. The basic considerations of an SDR receiver and 
transmitter are pointed out. The different architectures that have been adopted 
to implement the SDR and the problems involved in them have been reviewed.

• Detailed design and explanation of the Digital Front End (DFE) comprising of 
the Digital Up-and Down-Conversion and the FPGA implementation of these 
systems is illustrated. It demonstrates the implementation aspects and per­
formance of a Digital Down converter and the Digital Up converter separately 
using a Direct Digital frequency synthesizer(DDFS). A modified hardware effi­
cient multi-rate filter chain is employed for sample rate conversion.

• The LVDS interface, shown in Figure 1.2 is implemented in the Spartan FPGA 
to connect it with the high speed ADC. Likewise, the CMOS interface is imple­
mented in the Virtex-5 FPGA to connect it to the DAC. The reconfigurable soft­
ware controls shown in Figure 1.2 are also implemented in the FPGAs. These
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control entities enable the necessary signal interactions between the FPGAs and 
the data converters via Serial Peripheral Interface (SPI) communication.

• SPI control entities for the RF transceiver(Figure 1.2) is also implemented and 
verified in the Spartan and Virtex FPGAs.

1.4 Software used
Although there has been a huge improvement of the application development tools, 
FPGA design should be considered as hardware development, and it requires a dif­
ferent skill set than software development. The general FPGA design flow for both 
Xilinx ISE design software and Altera Quartus II design software is depicted in Figure 
1.3

The first step in the design process involves translating the design’s specification 
to something that the tools can understand. This is done by HDL coding (AHDL, 
VHDL or Verilog), schematic design entry or by the design and integration of IP 
blocks or embedded processors or Digital Signal Processing (DSP) modules.

Once the design entry has been completed, the synthesis engine compiles the 
design to transform HDL sources into an architecture-specific design netlist.

The simulator is used to verify the functionality of a design (functional sim­
ulation), the behavior and the timing (timing simulation) of your circuit. Timing 
simulation is run after implementing the circuit in the FPGA since it needs to know 
the actual placement and routing to find out the exact speed and timing of the circuit.

After generating the netlist file (synthesis step), the implementation will convert 
the logic design into a physical programming file that can be downloaded on the target 
device (e.g. Virtex FPGA). This is carried out in the place and route module. The



Chapter 1: Introduction 6

Figure 1.3: FPGA design flow

design constraints to specify timing, pin placement and other design requirements are 
entered here. The place and route also provides tools to map the resources, debug and 
target the target device’s power saving architecture during the compilation process. 
Design performance optimization is dealt with by the timing analysis feature that 
uses the ASIC industry standard.

Finally, the target FPGA is programmed and configured by downloading the 
programming file from the host computer to the Xilinx/Altera FPGA.

The design entry used in this thesis is VHDL. The complete architecture of
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the DFE is devised and verified in Altera Quartus II FPGA design software. The 
multi-stage filter response simulations are carried out in MATLAB.

The LVDS and CMOS interfaces for the ADC and DAC are implemented and 
simulated using Xilinx ISE FPGA design software. The controllers for the ADC, 
DAC and RF transceiver are also implemented using ISE design software.

1.5 Organization of Thesis
The structure of this thesis is to provide some background on Software radio concepts, 
followed by the design, implementation and simulation results. The focus of this thesis 
has been outlined in Chapter 1.

The second chapter of the thesis gives a background on software radio concepts 
and architectural perspectives for software based radio. The hardware specifications 
and the digital design aspects of a software defined radio are also discussed in this 
chapter.

The underlying concepts of Radio Frequency (RF) front end design and the 
basic considerations behind the design of a receiver/transmitter and RF to baseband 
conversion architectures are illustrated in Chapter 3.

The fourth chapter presents the design and implementation of the digital front 
end system. Some background on the design of a frequency synthesizer is provided and 
its implementation with a hardware efficient rotation algorithm is demonstrated. The 
design and implementation of decimation and interpolation filters, after the frequency 
conversion using a CORDIC DDFS, are also shown.

The fifth chapter deals with interfacing ADCs and DACs with FPGAs. This 
chapter illustrates both serial and parallel interface for connecting a Texas Instru-
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merits ADC with a Virtex-5 FPGAs. Design of controllers for these interfaces are 
also described in this chapter.

The RF transceiver and its controller design is illustrated in Chapter 6. This 
chapter also depicts a prototype model of the RF front end design with simulation 
results.

At last, Chapter 7 gives the conclusion and recommendations for future work.
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Chapter 2
Software Radio Concepts and 

Specifications
Primitive attempts to implement radio communication systems were entirely carried 
out using hardware elements. In hardware based systems, the focus for the imple­
mentations were based on the idea of supporting only one type of protocol. The 
physical layer of the hardware system was engrafted in specific hardware solutions 
and the Radio Frequency (RF) front-end was also designed for the same standard. 
The important blocks in such a system were the transmitter, receiver, power amplifier 
and some sort of encryption module for security purposes[l].

As communication technology progressed, more functions of contemporary ra­
dio systems were implemented in software, leading toward the Software Defined Ra- 
dio(SDR). The SDR contains many processing elements that can be programmed to 
deliver the required functionality. The fundamental intent is to shift from employing 
a traditional hardware-focused, application-specific approach to radio implementa­
tion to using software application to perform the radio tasks on computing platform. 
Further it was realized that the incoming signal had to be tailored to satisfy the 
requirements of individual platforms. As a result, SDRs that can perform multiple 
tasks on multiple platforms came into picture. This chapter reviews the architectures 
of SDR and highlights the hardware specifications for designing a SDR system.
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2.1 Software Radio Architectures
In an ideal world, a Software Defined Radio (SDR) would be able to transmit and 
receive signals of any frequency, power level, bandwidth , and modulation technique. 
An ideal SDR system is shown in Figure 2.1.

Transmit/
Receive
antenna

Figure 2.1: Ideal software defined radio architecture
[2]

The figure depicts the radio with minimum of analog components. The modula­
tion schemes, channelization and protocols for transmit and receive are all determined 
via software within the digital processing subsystem. The switch depicted in the fig­
ure is a circulator that separates the transmit and receive path signals without any 
frequency restrictions. This circuit provides an ideal solution by matching itself with 
the antenna requirements and the impedances from the power amplifier. Moreover, 
the circulator has to be highly broadband which most of the current radios are not.
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An ideal transfer of the RF modulation from the DAC to a high-power signal suitable 
for transmission is ensured by the linear power amplifier. The signal from the receiver 
antenna is passed to the low noise amplifier (LNA) where it is amplified to the desired 
signal power. The losses in the receiver chain are reduced by the gain in the LNA. 
Analog-to-digital converter(ADC) of the appropriate resolution samples the data to 
generate digital signals.

Current analog receiver and transmitter hardware sections are getting closer to 
being able to achieve this in ideal behavior. An SDR. is defined as a radio in which 
the receive digitization is performed at some stage downstream from the antenna, 
typically after wide band filtering, low noise amplification, and down conversion to a 
lower frequency in subsequent stages [3]. Over the years, many different architectures 
for the SDR have been designed. The conventional 2G SDR architecture is shown in 
Figure 2.2. In this traditional implementation approach each unique radio interface or 
band combination would be constructed around a dedicated set of specific application 
or function integrated circuits.

To

Figure 2.2: Software Defined Radio - 2G model: single band and single mode
[4]

It basically consisted of a RF section, where the RF processing took place, a
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down conversion circuit that reduces the operating frequency to an intermediate stage, 
and a signal processing block where the IF to baseband conversion and digital signal 
processing takes place. The ADC is placed after the intermediate frequency (IF) 
processing. As shown in the figure,the radio baseband processing is under software 
control and a man-machine interface permits some manual input from the user. This 
architecture is considered to be SDR since some, but not all, of the signal processing 
is accomplished in software. If the ADC is to be moved closer to the antenna, the 
radio moves closer to the ideal, namely the SR. This is portrayed in Figure 2.3 which 
illustrates the software radio concept in which digitization is near the antenna.

To

Figure 2.3: SDR evolution - 4G : highly reconfigurable, multi band and multi mode
architecture

[4]

As indicated in the figure, the ADC is immediately placed after the low noise 
amplifier and anti-aliasing filter, i.e., digitization is at RF. The other RF and IF 
processing is performed by the wideband RF front end processing engine. The inter­
mediate case, which is not shown, would be a direct conversion to baseband from RF 
performed in the RF processing engine thereby eliminating analog IF processing. It 
is evident from the inspection of these two figures that there is a key transition from 
SDR to SR.
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Figure 2.3 also illustrates the concept of Adaptive Intelligent SR (AI-SR) in 

which the radio has the capability of adapting to the operational environment [5]. 
The RF front processing engine is under the control of a powerful software control 
processing engine. This engine implements the artificial intelligence and the process­
ing algorithms that give the SR a truly adaptive capability. While this capability is 
the desired goal, the implementation of this concept is in the embryo stage. The next 
section talks about the requirements in hardware specifications of an SDR.

2.2 Software Defined Radio Hardware 
Specifications

The ideal behavior of an SDR is unrealistic in practice and there are some key diffi­
culties in realizing a transceiver capable of meeting the requirements. Specifications 
for each block in the software radio have to be noted to compensate for the difficulties 
as much as possible. Some of the specifications are summarized as follows:

• Antenna-. For ideal situations, a frequency range of 5 octaves is required and 
the gain/loss figure under such conditions should be around 0 dBi [6]. The 
challenges are more when the required size of the antenna is small and a near­
omnidirectional coverage pattern is required. A more realistic specification for 
wireless applications will be 1-2 octave with a gain/loss of 2-3 dBi [2].

• Circulator/duplexer/RX/TX switch: The main requirement with the circulator 
is a high degree of isolation to prevent the transmit signals from overload­
ing the receiver front-end. This is usually very challenging to achieve with 
the frequency range limitations in these components and also with small size
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requirements. Typical isolation values range from lOdB to 60dB. Primary ap­
plication of protecting the transmitter from wide range signals can be achieved 
with these isolation values. But usually the transmitter is disabled during the 
receive portions of the communication. Another requirement with these circuits 
is a broadband coverage range which again is not a trivial requirement.

• A /D  converter: Radio architectures may incorporate different sampling tech­
niques. Direct sampling techniques are based on Nyquist sampling requiring 
that the sampling rate is at least two times the highest frequency component of 
the analog signal. In quadrature sampling the analog input signals are split into 
in-phase and quadrature components, each occupying only half of the bandwidth 
of the original signal. Intermediate frequency(IF) sampling(or subsampling) of 
the bandpass signal requires the sampling frequency to be at least two times 
the bandwidth of the signals. In all these cases, the ADC is critical for system 
operation. One of the main factor is the dynamic range of the converter which 
is affected by statistical properties of the input signal, peak to average ratio, 
level of the interference etc. [7]. ADCs available for wireless applications are 14 
bit resolution devices operating in excess of 100MHz. But recently for better 
approximation, 20-bit resolution ADCs operating in excess of 250MHz are be­
ing used by latest technologies. These ADCs maintain a 120 dB spurious free 
dynamic range(SFDR) over a typical signal-to-noise ratio of 65 dB [8]. In the 
case of undersampling, the sampling rate could fall to 20 MSPS. This would 
make the sampling requirement more stringent. If a synthesizer and downcon- 
version circuits are employed , then low cost, moderate resolution ADCs can be 
employed.

D/A converter: High performance DACs are used in the transmit path to recon­
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struct one or more of the carrier signals. These converters are easily realizable, 
although they consume a lot of power, with adequate power control in the power 
amplifier or prior to it. In many cases, it is the performance of the DAC that de­
termines whether a particular modulation scheme or a system architecture can 
meet the specification. Selecting a DAC for a given wireless system requires an 
understanding of how to interpret various specifications and an appreciation of 
their effects on system performance. State-of the-art DAC devices are 14-20 bit 
devices with SNR higher than 80dB and sampling rate of 400 MSPS and above 
[8],

• Anti-alias Filtering: Based on the Nyquist sampling that was discussed above, 
an attenuation of atleast 60dB is required around 20 MHz from the channel 
edge [9]. This would be difficult to realize in a bandpass filter capable of tuning 
from 100MHz to 2.2GHz. Current technologies employ downconversion circuits 
that incorporate anti-aliasing along with sample rate conversion.

• Signal Processors and equivalent technologies: The primary issue at present is 
that of power consumption in these processors. Reconfigurable hardware like 
FPGAs are likely to yield the best performance in terms of power consumption. 
These technologies are discussed in the next section.

• RF Power Amplifier: Many techniques have been employed for the linearization 
of power amplifiers like RF predistortion, digital predistortion and feedforward 
techniques achieving upto -70dB intermodulation product levels [9]. At present, 
the digital predistortion method is more popularly employed.

• RF Low Noise Amplifier: The most important drawback here is the gain in 
the low noise amplifier. The gain in the low noise amplifier should only be
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enough to overcome the receiver’s input-referred noise. State-of-the-art low 
noise amplifier devices for wireless applications are able to achieve 120 dB with 
a corner frequency of 4Hz.

2.3 D igital A spects of a Software Defined Radio
The digital processing area is as challenging as the analog processing in a software 
defined radio. The two biggest issues at present are the power consumption and 
cost of various options. Costs in processing the device, costs involved in interfacing 
devices, costs related to fabrication and mask-set(associated with Application specific 
integrated circuits), costs involved with cooling of the devices, additional cost involved 
in the power supply due to over power consumption, associated costs in tools and 
training of software, costs in terms of development and time to market are some of 
the factors that influence the cost of digital elements of an SDR,

2.3.1 D igital Signal Processors (D SPs)
DSPs have the advantage of complete flexibility, wide applicability and a wide avail­
ability of skilled practitioners in their software. They are high volume devices and 
they have the benefits of economies of scale. This makes up for their lack of optimiza­
tion. It is well suited to extremely complex maths-intensive tasks, with conditional 
processing rather than very high-speed front-end applications. They are often used 
for online processing of data that has been acquired from another device after some 
preprocessing. It is limited in performance by the clock rate, and the number of useful 
operations it can do per clock. DSPs are optimized for use of external memory and 
re-use of processing units.
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2.3.2 Field Program m able Gate Arrays (FPG A s)
Field Programmable Gate Arrays (FPGAs) have been suggested as an enabling tech­
nology for the hardware platform as they offer the potential of hardware-like per­
formance coupled with software-like programmability [10]. In the past, the use of 
digital signal processors was nearly ubiquitous, but with the needs of many applica­
tions outstripping the processing capabilities of digital signal processors (measured 
in millions of instructions per second (MIPS)), the use of FPGAs is growing rapidly. 
FPGAs also have the inherent advantage in product reliability and maintainability, 
fast time-to-market,simple design cycle and field reprogrammability. The high speed 
functionality of FPGAs makes them ideally suited for the real-time processing of Fast 
Fourier Transforms (FFTs), Finite Impulse Responses (FIRs),Digital Down Convert­
ers (DDCs) and Digital Up Converters (DUCs). It is also possible to add IP processor 
cores into an FPGA. This makes possible a single-chip solution in some applications 
and this may be important for size and reliability reasons. FPGAs have undergone 
many upgrades over the years that they are no longer used as prototypes but can now 
be used throughout volume productions.

A typical FPGA device consists of an array of configurable logic blocks(CLBs) 
surrounded by configurable routing. Each logic block consists of resources which can 
be configured to define discrete logic, registers, mathematical functions, and even 
random access memory. Configurable pads provide connections to other electronic 
devices. Figure 2.4 illustrates the classic FPGA architecture.

The function of all of these configurable resources can be defined at any time 
during the operation of the device to form a large logic circuit. Parallel and pipelined 
data flows are possible, providing an excellent resource for execution of the signal 
processing algorithm. Partial reconfiguration is another important enhancement in
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Figure 2.4: Classical FPGA architecture
[10]

FPGAs; sections of the FPGA logic can be reconfigured without interrupting any 
processing being simultaneously carried out in the other parts of the same device. The 
important issues while using FPGAs as a processing unit are the CLB architecture, 
the RAM architecture, the I/O  signaling and the clock. There are two different types 
of CLBs based on their architecture : fine-grained and coarse-gained. Course-grained 
CLBs are used for particular features like dedicated RAM or arithmetic logic, thereby 
providing higher processing speeds due to the specific optimized silicon circuitry and 
minimal routing requirements between them [10]. Fine grained CLBs are relatively 
fast and perform small simple logic functionality, but pay the performance price 
arising from the extra routing required to interconnect them [10].

2.3.3 A pplication-specific integrated circuit (ASIC)
Application-specific integrated circuit are integrated circuits that are programmed for 
a specific application rather than intended for general-purpose use. While the ASIC is 
very fast and consumes little power, it generally can be tested as a finished IC. ASICs 
provide the full custom capability for design since device is manufactured to design 
specs. The main issue with utilizing ASICs is their lack of flexibility i.e.,implementing 
designs in an ASIC preludes changes later in the design cycle and any errors in the
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finished design cause significant delay for designing, testing and processing of new 
silicon. But recently many attempts have been made to introduce flexibility within 
an ASIC like provision of multiple toolbox functions with flexible input parameters, 
provision of hardware for all current modulation formats with the ability to switch 
between different paths and also a combination of the previous two methods with 
some DSP functionality [11, 12, 13, 14, 15]. Another problem with ASICs are as 
more modes and bands are supported by a single handset, the number of ASICs 
required increases linearly. This results in large silicon area, associated cost, and 
power consumption problems.

2.4 Conclusion
In this chapter, the ideal software radio has been described and its architecture has 
been explained. The required hardware specfications to design an SDR has been 
discussed to demonstrate why the ideal SDR is not feasible. Some of the key issues 
and aspects in the digital processing section have been pointed out. The three main 
digital hardware being used today are DSP, ASIC and FPGA. These devices have been 
individually explained and their advantages and disadvantages have been discussed. 
It has been observed that in the current technological era, FPGA’s have an edge 
over ASICs and DSPs due to their flexibility, fast time-to-market capability and the 
modern techniques used to conserve power.



20

Chapter 3
RF Front End Technology and 

Architectures
This chapter is focused on explaining and presenting some design techniques for syn­
thesis of SDR RF translation architectures. The architectural issues behind receiver 
design are considered and required specifications for radio linearity are defined. Then 
the requirements for a superheterodyne SDR receiver are covered. The design of an 
SDR transmitter is considered and the design and linearity issues are highlighted. 
Transmitter architectures are examined and similar conclusions are drawn as were 
drawn in the receiver design. The zero IF stage is examined and the specific issues 
that arise in this architecture are described. The Low IF design is also considered as 
a possible compromise between the superheterodyne and zero IF architectures.

3.1 SD R  Receiver Specifications and Design  
Considerations

The most important design parameters when dealing with SDR receiver are the input 
sensitivity, the maximum expected input signal and the blocker specification [4],
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3.1.1 Basic Receiver Considerations
The basic receiver function is to take a real,low power, RF signal and down-convert 
it to a complex (in-phase and quadrature, I/Q) baseband signal. During this process, 
the signal power level is increased. There are several characteristics of the input 
signal that define the output signal from the receiver. One of them is the signal type 
which has to be real. Second is the low power which has to be below -107 dBm [4]. 
Third is the dynamic range of the signal, which has to be as high as -15 dBm[7]. 
Finally, the spectrum has to be bandpass, with center frequencies varying from 876 
MHz to 5725 MHz[7]. The output signal type will be complex in nature with the 
phase and quadrature components(I/Q). The spectrum of the output signal will be 
baseband, with bandwidth up to 20 MHz. The dynamic range of the output signal 
is reduced in the IF stage to meet the requirements of the ADC. These input and 
output characteristics of the receiver must keep the signal power sufficiently greater 
than the noise power. This will ensure that the output signal-to-noise ratio (SNR) 
is sufficiently high to allow appropriate BER performance. It should be ensured that 
high power input signals do not overload components of the receiver and do not affect 
the detection of a wanted signal. These factors can be tackled by selection of an 
appropriate architecture and application if appropriate technological methods such 
as image reject mixing, linearization, and variable preselect filters.

3.2 Receiver Architectures
The primary distinction between receivers is the number of stages taken to down- 
convert a signal to baseband. Direct conversion takes one down-conversion, super­
heterodyne receivers employ two or more. Complexity increases with the number of 
down-conversions. The simplicity of direct conversion brings with it several technical



Chapter 3: RF Front End Technology and Architectures 22

problems which would appear to make direct conversion architecture inappropriate 
for an SDR receiver.

3.2.1 D irect Conversion Architecture
A basic direct conversion receiver architecture is shown in Figure 3.1. The receiver 
consists of a low noise amplifier (LNA) which provides modest RF gain at a low noise 
figure. The output signal from the LNA is filtered in a preselect filter, and down- 
converted in a complex (I,Q) mixer. The majority of the gain and automatic gain 
control(AGC) is provided in a high gain baseband amplifier.

Base band 
Amplifiers

Synthesiser

Figure 3.1: Direct conversion Receiver Architecture
[16]

The advantages of having a direct conversion architecture is that it has low 
complex architecture and does not require an IF stage. Image signals in a direct 
conversion architecture turns out to be a frequency-inverted image of the wanted 
signal itself and, although some image rejection advantages can be achieved, the 
image cannot be ignored. If the I and Q components of the local oscillator are in 
precise phase quadrature and precise amplitude balance, then the image signal will
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be eliminated. But if this is not achieved, then a small sideband will be superimposed 
on the wanted sideband, resulting in magnitude and phase errors[17]. Since the 
image signal is derived from the wanted signal itself, the requirements for image 
rejection are not quite as great as would be the case in superheterodyne architecture. 
Another advantage is that the filter requirements are simple and straight forward. 
It is suitable for integrated circuit realization[17]. Inspite of these advantages, the 
direct conversion architecture has several technical problems. A significant problem 
with direct conversion architecture is the introduction of a DC offset. This DC offset 
can arise from a number of sources, one typical source is shown in Figure 3.2. It can 
be seen that the leakage of the local oscillator signal to the input of the LNA, occurs 
through an imbalance in the mixer. Once these signals are in the system, they are 
then mixed with themselves to produce a DC voltage at the input to the baseband 
amplifier. This phenomenon is known as self-mixing [18].

In such a situation, a DC offset greater than the wanted signal will place a 
limit on the amount of amplification possible with a direct conversion receiver. It 
is possible that the reflection of the LO signal from the antenna will also vary with 
time. This results in time-varying DC offset. This DC offset can be removed by AC 
coupling the signal or by adaptively canceling the offset (e.g., TDM A systems). The 
local oscillator signal not only causes problems by being reflected off the antenna and 
self-mixed down to baseband, but it can also cause problems by being transmitted 
from the antenna[19]. This may cause interference to adjacent receivers.

Another problem is due to the large amount of gain placed at baseband fre­
quencies. The overall noise figure of a cascade of amplifiers is given by

F=Fi+_%r (3,1)
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Figure 3.2: Sources of DC offset 
[19, 20]

where F  is the overall noise figure of the receiver, F\ is the noise figure of the 
LNA, F 2 is the noise figure of the baseband amplifier and G\ is the gain of the LNA. 
It can be seen that the noise contribution of the second stage is reduced by gain of 
the first stage. However, the second stage will have an excess noise figure due to its 
operation at baseband, which incorporates a 1 / /  (flicker noise) component [21]. This 
makes the noise performance of the second stage just as critical as the first.

Harmonics generated by third-order distortion is an important parameter in 
the design of a conventional heterodyne receiver. In a direct conversion receiver, the 
components ( / 1  — fa) and (fa — fa) are still out-of-band in the RF part of the receiver 
but fall within the passband of the baseband amplifier [21]. These components may 
reach baseband through direct leakage through the mixer or second harmonics of the 
RF signal mixing with the second harmonic of the local oscillator signal. These may
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result in a spurious term being present in the receiver output.

3.2.2 M ultiple Conversion Architecture
A multiple conversion receiver is shown in Figure 3.3. The receiver consists of a LNA, 
a variable local oscillator, two band pass filters and an IF amplifier that amplifies the 
intermediate frequency signal.

Figure 3.3: Multiple conversion Receiver Architecture
[16]

Although the multiple conversion stage only shows two explicit down-conversions 
(one in the RF hardware and one in digital signal processing(DSP), further conver­
sions can be done via the processes of decimation and/or subsampling. In this archi­
tecture, the first conversion may be done in RF hardware, and all of the others are 
done in FPGA/DSP.
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3.2.3 Low IF receivers
Low IF architectures represents a pragmatic attempt to combine the advantages of 
a superheterodyne structure with the advantages of a direct conversion architecture. 
Having a low IF means that the image rejection requirements are not as onerous as 
with the superheterodyne structure, and the fact that the LO signal is not the same 
frequency as the wanted signal minimizes the DC offset problems. The architecture 
basically translates all the RF signals to low IF frequency signals which is then down- 
converted to Baseband signal in digital domain. The block diagram of Low-IF receiver 
architecture is shown in Figure 3.4

Cos(2tt f L02T)

Figure 3.4: Low-IF Receiver Architecture 
[16, 2 2 ]

After preselection filtering and amplification, all the RF channels are quadrature 
mixed and downconverted to low IF containing both wanted and unwanted signals. 
The IF frequency is just one or two channels bandwidth away from DC, which is 
just enough to overcome DC offset problems. It is then amplified and filtered before 
sampled by ADC. Since the ADC samples both wanted and unwanted signals, there 
will be higher demand on ADC dynamic range requirements. The ac-coupled signal
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path to ADC eliminates the need of DC offset compensation circuitry. The sampled 
digital data is fed to image reject mixer which is implemented in digital domain. The 
signal spectra with a typical low IF down-conversion is shown in Figure 3.5.
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Figure 3.5: Low-IF Mixing
[20]

It can be seen that both the wanted signal and the image signal are present 
in the baseband, placing the image signal very close in the frequency to the wanted 
signal, making the image difficult to remove using conventional filtering. To remove 
the image requires image reject mixing to be performed. Image reject requirements 
for a low IF stage are not as stringent as those for a conventional superheterodyne 
stage, nor are they as low as the zero IF stage. An alternative to image reject mixing 
is use of a complex filter. A conventional filter, operating on real signals, is only 
capable of realizing complex poles in pairs. If the signal is complex, however, then a 
filter that contains a single complex pole may be realized [23].
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3.3 Transm itter Architectures
Basically the same choice applies to transmitter architectures as applies to receiver ar­
chitectures. The advantages and disadvantages associated with receiver architectures 
more or less translate to transmitters.

3.3.1 D irect Conversion Transmitter
The block diagram of a direct conversion transceiver is shown in Figure 3.6. The 
transmitter consists of Digital-to-Analog converters and a IQ modulator that converts 
the baseband frequency directly to RF. The output signal is then filtered in a band 
pass filter and then amplified using a High Power Amplifier(HPA).

Figure 3.6: Direct up-conversion transmitter

Low complexity is one of the main advantage of a direct conversion transmitter. 
It also has simple filter requirements and it’s suitable for integrated circuit realization. 
Due to lower number of parts used in this architecture, it helps to reduce the current 
consumption. Moreover, unwanted signals or image signals and sideband problems
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are dealt with easily. The direct-conversion architecture nonetheless suffers from an 
important drawback: disturbance of the local oscillator by the power amplifier output 
[20]. This issue arises because the PA output is a modulated waveform having a high 
power and a spectrum centered around the LO frequency (Figure 3.7(a)). Despite 
various shielding techniques employed to isolate the VCO, the noisy output of the PA 
still corrupts the oscillator spectrum. This corruption occurs through injection pulling 
or injection locking [24, 17], whereby the frequency of an oscillator tends to shift 
towards the frequency of an external stimulus. The local oscillator leakage through 
the mixer will be radiated through the antenna. The power amplifier linearization 
and the final mixers have to operate over a wide frequency band.

(b) Direct conversion transmitter with offset LO

Figure 3.7: (a) LO pulling by Power Amplifier and (b) Direct conversion transmitter
with offset LO 

[25]

The phenomenon of LO pulling is alleviated if the PA output spectrum is suf­
ficiently far from the oscillator frequency. For quadrature upconversion, this can
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be accomplished by offsetting the LO frequency, that is, by adding or subtracting 
the output frequency of another oscillator. The selectivity of the first bandpass fil­
ter, B P F \,  in Figure 3.7(b) impacts the quality of the transmitted signal. Owing 
to nonlinearities in the offset mixer, many spurs appear at the input of B P F \.  If 
not adequately suppressed by the filter, such components degrade the quadrature 
generation of the carrier phases as well as create spurs in the upconverted signal.

3.3.2 M ultiple Conversion Transmitter
Another approach to circumventing the problem of LO pulling in transmitters is to 
upconvert the baseband signal in multiple steps so that the PA output spectrum is 
far from the frequency of the VCOs. A multiple conversion architecture is shown in 
Figure 3.8.

Figure 3.8: Multiple conversion transmitter 
[22]

Here the baseband I and Q channels undergo quadrature modulation at a lower
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intermediate frequency, and the resulting output is upconverted by mixing and band­
pass filtering.

3.4 Conclusion
In this chapter, an attempt is made to review the issues associated with the design 
of radio frequency hardware. Different receiver and transmitter architectures are 
studied and issues in some of the candidate architectures are illustrated. The two 
significant differences between SDR, RF hardware and traditional requirements are 
that its operating frequency and channel bandwidth are not predetermined. The 
standard zero IF architecture has advantages of modest image rejection requirements 
and circuit simplicity. This has led to immense development in these transceivers. A 
low IF architecture provides a good compromise between the conventional model and 
the zero IF approaches.
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Chapter 4
Digital Front-End Design

4.1 Introduction
In many digital communication applications, the input signal may not be in the 
correct frequency spectrum for processing. The signal band may be in kHz width and 
the incoming signal band may be in MHz range. For example in a GSM module, the 
input rate is around 80 MHz and the required out rate for digital processing is 270 
kHz [26]. If the signal is sampled, according to Nyquist criteria, the data rate of the 
signal will be very high [27]. The amount of hardware required for processing the data 
at this high data rate is very high and the implementation is complex. In a software 
radio, Digital intermediate frequency (IF) section extends the scope of digital signal 
processing beyond the baseband domain out to the antenna -  to the RF domain. 
Digital IF modulation performs the critical tasks of required frequency translation, 
channelization and data rate adaptation. This increases the flexibility of the system 
while reducing manufacturing costs. Moreover, digital frequency conversion provides 
greater flexibility and higher performance (in terms of attenuation and selectivity) 
than traditional analog techniques [28]. Thus, digital IF design plays an important 
role in digital communications.

The basic functionalities of a digital front-end are channelization (down/up 
conversion and filtering) and sample-rate conversion. These are pictorially represented 
in Figure 4.1.
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Figure 4.1: Digital front-end of a digital receiver

The digital IF front-end mainly consists of a DDC in the receiver and a DUC 
in the transmitter. The block diagrams of a conventional DDC and a DUC are shown 
in Figure 4.2.

The digital signal from the analog-to-digital converter (ADC) is multiplied with 
the cosine and sine components, generated by the Direct Digital Frequency Synthe­
sizer, for the phase and quadrature channels respectively. This operation guarantees 
a downward shift in the frequency spectrum of the signal. As a result of this quadra­
ture sampling, the hardware required is doubled, but the data rate of the signal is 
halved. Identical components must be used for the phase and quadrature channels. 
The advantage with quadrature sampling is that the negative frequencies are canceled 
[28]. The I and Q signals are then processed by a concatenation of filters. By atten­
uating the unwanted frequencies the signal can be resampled at a lower rate. The 
reduced sample rate relaxes the processing after the DDC. Depending on the selected 
frequency range, sample rate, and desired quality, different filter combinations can be
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DDFS

(a) Digital Down Converter

(b) Digital Up Converter 
Figure 4.2: Conventional Models

used to perform the DDC. The phase and quadrature outputs of the DDC are con­
nected to the baseband section where further processing like Fast Fourier Transform, 
Orthogonal Frequency Division Multiplexing etc. are carried out to analyze the signal 
spectrum [29, 28]. The reverse operation of the DDC is the DUC in the transceiver, 
where the input signal is up sampled by a cascade of filters and modulated to a higher 
frequency by a direct digital frequency synthesizer (DDFS).

One may ask , why use digital conversion over analog techniques. DDC offers 
the following advantages over analog methods:

• Stability : Problems regarding temperature variations, component tolerance or 
manufacturing processes are eliminated [28]

• Flexibility : Frequency hops in the incoming signal can be controlled easily since
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everything is controlled by software

• Multiple units : Many DDCs can be implemented in an FPGA which is suitable 
for multi-carrier applications.

The rest of this chapter is organized as follows: In Section II, the conventional DDFS 
model is discussed. In Section III, the basics of the CORDIC algorithm, it’s general 
architecture and different modes of operation are discussed. The theory behind low- 
pass filters like Cascaded Integrator-Comb filter(CIC) and their frequency response 
are discussed in Section IV. In Section V, a high-speed pipelined architecture for 
implementing the CORDIC based DDFS is presented. Error analysis on the CORDIC 
algorithm is also carried out here. A modified CIC filter chain design for hardware 
efficient sample rate conversion is presented in Section VI. The complete DDC and 
DUC design and architecture along with simulation results are depicted in Section 
VII. Section VIII summarizes the chapter.

4.2 D irect D igital Frequency Synthesizer
With regards to system performance, the critical component in digital down conver­
sion is the Direct Digital Frequency Synthesizer. This component is a digital signal 
generator which generates a sampled digital sinusoid, which when mixed with the 
incoming signal, a frequency translation or shift of the signals spectrum occurs [?]. 
In the conventional model (Figure 4.3), the DDFS consists of a phase accumulator 
and a phase angle-to-wave shape converter (conventionally a sine/cosine ROM) [30].

It is implemented by multiplying the digitized input signal with amplitude val­
ues of sine and cosine functions. The sine and cosine functions, stored in the ROM
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Tuning
frequency

DDFS

Figure 4.3: Conventional ROM table based DDFS

table, are addressed directly by the phase accumulator. The phase accumulator con­
sists of a j-bit frequency register which stores a digital phase increment word followed 
by a j-bit full adder and a phase register [31]. The digital input phase increment word 
is entered in the frequency register. At each clock pulse this data is added to the data 
previously held in the phase register. The phase increment word represents a phase 
angle step that is added to the previous value at each 1 /F c^  seconds to produce a 
linearly increasing digital value [31]. The tuning frequency for the phase accumulator 
is given by

F  _  FdkP  
23

(4.1)

where, Fclk is the accumulator clock, P  is the tune word, j  is the number of bits 
in the accumulator and Ft is the tuned frequency. For applications demanding high 
resolution, this technique requires a large look-up table, resulting in large chip area, 
high power consumption, lower speed and increased costs. A more hardware-efficient 
solution for implementing the DDFS is Volder’s CORD1C algorithm [32].

4.3 Basic CORDIC equation
The Coordinate Rotation Digital Computer is an iterative arithmetic algorithm that 
uses only shifts and adds to convert between polar and rectangular coordinates. The
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basic task performed in the CORDIC algorithm is to rotate a two-dimensional vector 
V (x ,y ), through an angle 9 to a point V '{x ',y '),  using either a linear, circular or 
hyperbolic coordinate system(Figure 4.4).

Figure 4.4: Rotation of a vector V by the angle 9

This is accomplished in the algorithm through a series of incremental angles 
whose algebraic sum approximates the desired rotation angle. These elementary 
angles are stored in a small look-up table. This removes the need for the large 
Rom table used in the earlier model. Since the iterations are performed using shifts 
and adds, the CORDIC structure can be easily realizable in hardware using FPGAs. 
Another advantage of the CORDIC algorithm is that it uses discrete logic rather than 
multipliers as required for operation of the conventional DDFS.

The algorithm is derived from the basic rotation transform:

x1 =  xcos9 — ysinO 

y =  ysin9 + xcosO

(4.2)
(4.3)

These equations rotate the Cartesian plane by the angle 6. Simplifying these equa-
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tions, we get

x ' =  cos9(x — ytand) 
y =  cos9(y +  xtan9)

The assumption here is that the rotation angles are constrained such that tan9 = 
2~h In this way, the multiplication by the tangent term is reduced to simple shift 
operation. Arbitrary angles are obtained by performing a series of small elementary 
rotations. The iterative rotations can now be expressed as

x l+1 =  Ki[xi  -  Vi-di.2 1}
yl+1 =  K i[yi +  xi.di.2~1}

where K\ is the scale factor

K i 

di

and is given as

=  cos(atan2 l) =
=  ± 1

V l +  2~2i
(4.4)1

Removing the scale coefficient from the formula it turns out that the algorithm now 
contains only addition and shift operations. coefficient may be taken in account 
on any step of the operations performance, including either before or after carrying 
out all iterations. Then it is marked as A n

A n =  l \ V l  +  2 -2i (4.5)
n

This factor approaches 1.647 as the number of iterations goes to infinity. Compensa­
tion for the scale factor can be done elsewhere or treated as a part of the processing
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gain. The sequence of directions of the elementary rotations is determined by an addi­
tional adder-subtracter that accumulates the rotation angles at each iteration. Those 
angular values are supplied by a small lookup table or are hardwired. Therefore, the 
third CORDIC equation is

Zi+l =  Zi -  di.tan l {2 l)

The CORDIC algorithm operates in two modes: rotation mode and vectoring mode. 
In the rotation mode, the input vector is rotated by a specified angle. The decision at 
each iteration is based on the sign of the residual angle after each step. The CORDIC 
equations for rotation mode are

Xi+1  —  Xi yi-di-2

Vi+1 =  Vi + Xi.di. 2~l
Zi+ 1 =  Zi -  di .tan~1{2~1)

where
d{ =  — 1 if  Zi <  0 , + 1  otherwise 

The final CORDIC equations in rotation mode are:

xn =  A n [xqcoszq -  yQsinzQ] 

Vn =  An[yQcoszQ +  x0sinzQ] 

zn — 0

(4.6)
(4.7)
(4.8)

(4.9)

where A n is the cumulative gain obtained after all the iterations. In vectoring mode, 
the y component of the input vector is minimized at each rotation. The result is
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a rotation angle and a scaled magnitude of the original vector. The sign of the y 
component is used to determine the direction of rotation at each step.

if Vi < 0  

otherwise

If the angle value accumulator is initialized with zero, it will contain the resultant 
angle at the end of all iterations. For this mode the CORDIC equations are

xn =  A n yjxl +  y%

Vn =  0

zn =  ZQ +  tan _ 1  (4.10)

In order to convert from polar to rectangular coordinates rotation mode is used and 
if the conversion is from rectangular to polar, vectoring mode is employed. The 
CORDIC rotator can be used to compute several trigonometric functions like sine, 
cosine, magnitude and phase (arctangent) to any desired precision [33]. There are a 
number of ways to implement a CORDIC processor. The ideal architecture depends 
on the speed versus area trade offs in the intended application. The fundamental 
architecture is the direct translation of the basic CORDIC equations discussed above. 
This is shown in Figure 4.5.

The structure consists of three adder-sub tractor units, two shifter circuits to 
supply the terms 2~^x and 2 to the adder- subs tractor units, and three registers 
for buffering the output. The function tan~i 2~l is precomputed and stored in a 
look-up table for different values of i. The number of iterations should not exceed the 
bit width (n). First, the initial values are fed into the registers or hardwired. The
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Figure 4.5: CORDIC Rotator architecture(Bit Iterative Parallel)

sign of the angle accumulator, in the case of rotation mode, and the sign of the y 
component, in the case of vectoring mode, determines the mode of the adder - sub 
tractor. Signals in the x and y branch pass the shift units and are then added to or 
subtracted from the non- shifted signal in the opposite path. The z register’s value 
is combined with the values taken from the look up table whose address is changed 
accordingly to the number of iteration. The inputs to the structure and the outputs 
are represented in 2’s compliment format. A simple sign control logic performs the 
tasks of generating control signals that organize the shift distance and the addressing 
of the lookup table.

The CORDIC algorithm introduces errors due to quantization and rounding of 
the final result. The quantization error is created due to approximation of the rotation 
angles and rounding of the oscillator’s output[34]. For the circular mode of operation,
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the approximation error is the component zn after n iterations in the forward rotation 
mode and is bounded by the smallest elementary rotation angle a(n — 1) [34],

\zn\ <  a{n — 1 ) (4.11)

To satisfy this condition, the angle sequence (ap, i =  0 to i =  n — 1) must be chosen 
so that n—1

ai ~~ ^   ̂ aj ^  an—1 
j= i+ 1

(4.12)

where, aj are the elementary angles and n is the number of iterations. Based on the 
above result, it is quite obvious that in order to minimize the approximation error, the 
smallest elementary rotation angle an_i must be made small. This can be achieved 
by increasing the number of the CORDIC iterations. In the reverse rotation mode, 
the error is derived as

(4.13)

The rounding error occurs due to the finite word length used to represent the data 
signals. The rounding error is derived using a error propagation formula [34] which 
is given by

/(n ) =  Q  [v(i)] -  v(n)
3=0

=  e{n) +  ^ 2 {B {j )e { j ) }

(4.14)

where B(j )  =  \ \ n~j Pi, e = 2 -66- 1 and
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Pi =
1 di2~l

-d i 2~l 1

=  y/l +  2 - 2* cosai disinai 

disinai cosai

The variance of the rounding error is given as

2 2 2 <7 r =  OVi -
-2Ò6

’I ~ UQ -  —¡2

The variance of the rounding error of 7j and Qi is

9 —2bb2 2 , 2  ^
ct/(5  -  a /  +  a Q ~  — g -

(4.15)

(4.16)

(4.17)

In each CORDIC iteration, the rounding error consists of two components: the round­
ing error propagated from the previous iterations and the rounding error introduced 
in the present iteration. Therefore the variance due to the rounding error of I n and 
Qn at the CORDIC rotator output is

i“H1e n—1 )2 2 , 
a tot2 ~  a IQ ( > + E n  « ìOII‘0» i=j J

(4.18)

where K f  is obtained from equation(4).
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4.4 Cascaded Integrator-Comb Filter
Filter design predominantly depends on the application requirements in hand. For 
high speed signal processing, a series of low pass digital filters are employed out 
of which CIC and FIR filters are typical [35]. The CIC filter is basically used for 
decimation and to remove anti-aliasing components in the signal spectrum. The CIC 
filters, introduced by Hogenauer, are a group of linear phase FIR filters, which are 
primarily used in high decimation or interpolation systems [36]. These filters are very 
hardware efficient because they require no multipliers and they use limited storage. 
The filter employs adders, subtracters and registers to perform the operation. The 
CIC filter structure is divided into two sections; an integrator section functioning at 
high sampling rate and a comb section (differentiator) operating at low sampling rate 
[36]. The structure of a N stage CIC decimation filter is shown in Figure 4.6.

Integrator section  Comb section

S tage 1 ........  S tage N S tage N+1 ........  S tage 2N

Figure 4.6: CIC Decimation Filter

The decimation process is carried out by cascading N Integrators (each with 
unity feedback coefficient), operating at high sampling rate, with N differentiators or 
combs operating at a low sampling rate. A rate changing switch bridges the integra­
tor and comb sections. The switch subsamples the output from the last integrator, 
reducing the sampling rate from fs  to ^  [36]. The transfer function of the CIC filter
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on the z plane is given as

H(z) =  H I N (z )H c N{z) =
1 _  Z-R M ^

1 - z - 1 )
(4.19)

where, M is the differential delay that controls the filter’s frequency response and R 
is the rate change factor that determines the order of the CIC filter. The frequency 
response of a CIC filter is given by equation 1.22 evaluated at

* =  <¿(27Tf/R) (4.20)

where f is the frequency relative to the low sampling rate /«//?. The Power response 
of the CIC filter is a sine function given by

PU) simxM f

sin i i

2 N

(4.21)

For this power response, nulls exist at multiples of /  = 1/M[37]. Thus the differential 
delay M can be used as a design parameter to control the placement of nulls. In any 
filter design, the most significant bit (MSB) of these filters is considered a function of 
the overall register growth [38]. For CIC decimations, the CIC datapath undergoes 
internal register growth that is a function of all the design parameters: R,M,N in 
addition to the input precision [38]. So if is the number of input bits, the 
most significant bit B max at the filter output is defined by

Bmax =  \Nlog2(RM ) +  Bin -  1] (4.22)

In this design, Bmax bits are internally used for each of the integrator and comb 
stages, to produce full-precision result at the filter output port.
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4.5 Im plem entation of CORDIC DDFS
Using the above iteration structure, the computation time is determined by the cycle 
time and the number of iteration steps. In order to accelerate the data rate and 
improve the accuracy of the CORDIC system, a more efficient architecture is adopted 
here. The architecture discussed in this section presents an unrolled parallel pipelined 
version of the CORDIC algorithm. Instead of reusing the same hardware for all 
iteration stages, the parallel architecture has a separate hardware processor for every 
CORDIC iteration. Each of the n processors performs a specific iteration, and a 
particular processor always performs the same iteration. This leads to a simplification 
of the hardware. All the shifters perform the fixed shift, which means these can be 
implemented in the FPGA wiring. Every processor utilizes a particular arctan value 
that can also be hardwired to the input of every angle accumulator. Yet another 
simplification is an absence of a state machine. The pipelined structure accepts new 
input data and puts out the results at every clock cycle. The only concern with this 
structure is that it introduces a latency of n clock cycles.

Figure 4.7: Pipelined Architecture of CORDIC

The CORDIC processor is designed with three fundamental blocks: the prepro­
cessing block, CORDIC main core block and a post processing block(Figure 4.8).

The arctan table used in the CORDIC algorithm only converges in the range of 
-1 (radians) to +1 (radians). To use the CORDIC algorithm over the entire 27T range
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CORDIC 
Processor 
Top Level

Gain Control 
and Phase 

correction Unit
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Unit

Pre-processing
Unit

CORDIC Stage
Block

Figure 4.8: CORDIC Processor

the inputs need to be manipulated to fit in the -1 to +1 rad. range. This is handled 
by the pre-processor. It detects the right quadrant where the given vector is located, 
and fits it to the range from 0 to 45°. All iterations are carried out in parallel, using a 
pipelined structure. Due to this structure the highest possible throughput is achieved. 
As mentioned earlier, a scale gain is accumulated after completion of the algorithm. 
The gain correction is carried out in the post-processing unit. This is performed by 
multiplying its value by 0.85879 [39]. Apart from this, the unit also performs the 
angle correction by rotating the angle to the corresponding quadrant of the plane.

The tuning frequency for the CORDIC based DDFS is determined by the phase 
angle which is generated from the phase accumulator. The CORDIC zq input needs 
a phase input that takes values in the interval [—7r, tt], so a multiplication by n is 
required to extend the interval of the normalized term 9 to the interval required 
by CORDIC [40]. A difference between the conventional method and the CORDIC 
method is that the phase accumulator generates an integer value that addresses an
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LUT in the LUT-based method, while it generates an angle in CORDIC-based DDFS. 
This accumulator is easily implemented with an N-bit adder.

Figure 4.9: CORDIC Direct Frequency Synthesizer

A two’s complement fractional numeric format (only one integer bit) is con­
sidered; hence a signal in the interval [-1,1] is generated, and a multiplier by 7r is 
introduced to achieve the desired range.

The pipelined CORDIC processor is implemented in Altera Stratix II device 
using Quartus II software. In real software radio receiver applications, the phase 
and quadrature components can be obtained by loading the x input with the current 
sample of an IF-input signal, the y input with zero and the z input with the current 
sample of phase angle at each clock interval. In the transmitter side, the z component 
is set to zero and the x and y components are given with the phase and quadrature 
values of the signal respectively. The x, y and z inputs are represented in unsigned 
14 bit 2’s compliment format. In order to verify the validity of the VHDL design , 
the pipelined nature of the structure and the throughput, a loop is created between 
the CORDIC DDFS of the transmitter and the CORDIC DDFS of the receiver. This 
means that values are fed to the transmitter and it’s outputs are given as inputs to 
the receiver to obtain the initial values.
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Figure 4.10: CORDIC DDFS Loop structure for verification

The x and y component is fed with randomly chosen fractional values. The 
z component is set to a zero for verification purpose. As mentioned earlier a small 
look-up table is used to store the atan values. The calculation for the arc table upto 
7 iterations is shown in Table 4.1.

Iteration k =  2l 1+kj Phase)tan i (fc) M agnitude CORDIC gain
0 1. 0 1+l.Oj 45.00000 1.41421356 1.41421356
1 0.5 1+ 0 .5j 26.56505 1.11803399 1.58113883
2 0.25 1+0.25j 14.03624 1.03077641 1.62980060
3 0.125 1+0.125j 7.12502 1.00778222 1.64244841
4 0.0625 l+0.0625j 3.57633 1.00195122 1.64568892
5 0.03125 l+0.03125j 1.78991 1.00048816 1.64649228
6 0.015625 l+0.015625j 0.89517 1.00012206 1.64669325
7 0.007813 1+0.007813] 0.44761 1.00003052 1.64674351

Table 4.1: Look-up table calculation

As it is shown, the CORDIC gain approaches to a value of 1.647 as the number 
of iterations increase. The phase angle input z, as mentioned earlier, is determined 
by the phase accumulator. Simulations for a CORDIC based DDFS in the receiver 
side and transmitter side are shown in Figure 4.11

The simulations depict that the signal given to the DFS of the transmitter is 
attained back through the DFS of the receiver. It can also be seen that the output
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Figure 4.11: Simulation Results for CORDIC Processor

is generated at every clock cycle, hence confirming a higher throughput than the 
conventional model. The generated output has a precision upto the first 14 bits.

4.5.1 CORDIC Error Analysis
One of the prospective applications with the error analysis of the CORDIC algorithm 
is to facilitate the choice of the length of the shift sequence n and the internal word 
length b so that the overall quantization error is minimized. The combined overall 
error is computed for a 14 bit output for different number of iterations. The input 
signal is taken as a constant one with no input quantization error. Quantization error 
is modeled as a additive white noise source from which the SNR is estimated. The 
predicted approximation error bounds are plotted in Figure 4.12(a).
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(a) Predicted worst case error for 14 bit out- (b) SNR simulated for CORDIC processor 
put with n iterations and different number of

binary digits bb
Figure 4.12: Error Analysis of CORDIC

For different values of the word length b the approximation error is plotted by 
the increasing the number of iterations. From the graph it can be said that as the 
number of iterations are increased the predicted error is reduced with the increase 
in the value of b. In the next section, multi-rate filters for sample rate conversion 
are discussed. The overall quantization noise can be modeled as a white noise source 
from which the SNR can be calculated [41, 42], The SNR at the CORDIC output is 
measured as

2 cr
N  a:2tot

(4.23)

where a 2 is the variance of Iq and Qq data(the mean of I q and Qq is assumed to be 
zero) and er2oi is the variance of the overall quantization error [43]. The CORDIC 
algorithm was implemented in MATLAB and the real component of the output has 
been depicted in Figure 4.13(a). The SNR equation is also evaluated in MATLAB for 
different values of n and bb from the above computed worst case error estimates. This
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is plotted in Figure 4.12(b). The SNR plots help in making an educated choice in the 
dimensioning of the CORDIC processor. It is relevant from Figure 4.12(b) that higher 
the number of iterations in the CORDIC processor and higher the word length used 
to represent the data signals, more will be the SNR at the output of the CORDIC 
processor. Besides SNR and least mean square error, the power spectral density of 
the output is also an important property. The power spectral density estimates the 
bound for the spurious-free dynamic range(SFDR) which is the ratio of the power 
of the desired signal and the power of the strongest spur. The CORDIC processor 
design is tested in MATLAB with a 5 MHz signal and a sampling frequency of 70 
MSps. Figure 4.13(b) shows the power spectrum of the CORDIC processor with 14 
iterations.

(a) Real part of CORDIC output (b) Power spectral density of CORDIC pro­
cessor

Figure 4.13: CORDIC output

The spectrum plot shows a peak at 14.5 MHz, which is the CORDIC processor’s 
tuning frequency. The SFDR obtained is about 107 dB. The spurs in the spectrum are 
due to the effects of finite word lengths used in the fixed point arithmetic. The spurs
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generated by the CORDIC processor are mixed with the input signal. If the input 
signal has more spurs than the CORDIC processor, then the SFDR is determined by 
the power of the spurs from the input signal.

4.6 Im plem entation of CIC filter chain
The differential delay (M), rate change factor (R) and the number of stages (N) are 
the main parameters that determine the response of the CIC filter. The differential 
delay is either 1 or 2 , but the value of rate change factor depends on the application. 
Due to the unity feedback of the integrators, an overflow is created at the output. 
This can be resolved by implementing the filter in 2’s compliment arithmetic. The 
CIC filter is implemented and simulations are carried out using the Quartus II 9.0 
software in Altera. Figure 4.14 shows the simulation result for a CIC decimation 
filter. The input wordlength is 16 bits which is the length of the output from the 
CORDIC processor.
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Figure 4.14: Simulation of CIC filter hardware design

The simulation shows that the filter output is generated every 5th cycle. This 
is indicated with the rdy output signal. CIC filter implementation was carried out 
in MATLAB to analyze its frequency response. As mentioned earlier, the CIC filter 
has a droop in the passband which is dependant on the decimation ratio of the filter. 
The droop is shown in Figure 4.15
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jroop

Slop band

Figuro 4.15: Droop in passband of CIC decimation filter

In order to compensate for the droop, CIC filters are usually followed by low 
pass FIR filters to clean-up or shape the frequency response of the signal [44]. But 
in this design, instead of immediately following the CIC filter with an FIR filter, two 
additional CIC filters with a lower order and decimation rates are cascaded with the 
first CIC filter. The second CIC filter is a two stage filter that operates at a lower 
speed ,performs the task of compensating for the droop in the passband of the first 
filter and also further decimates the signal by 2. The third CIC filter is again a two 
stage filter that performs the task of pulse shaping the signal and further decimates 
by 2(Figure 4.16). The wordlength throughout the filter chain is maintained at 16 
bits.

The advantage of using a CIC compensation filter over an FIR filter at the early 
stage of sample rate conversion is that no multipliers are required to deal with the 
high sampling rate. Moreover the filter can be easily implemented since it involves 
adders and registers alone. The second filter is a low order filter running at a lower 
sampling rate of fs/R\- The third filter operates at a even lower sampling rate of

■ The frequency and magnitude response of the single stage and multistage CIC
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R-R1R2R3R

Decimate by Decimate by Decimate by Decimate byRi R2 R3 R4

Figure 4.16: Block diagram of multistage decimation filter design

filter design are shown in Figure 4.17. It can be clearly understood from the graph 
that the high order CIC filter compensates for the droop in the first CIC filter to a 
certain extent ,thereby giving a good passband characteristics.

(c) (d)
Figure 4.17: Overall filter chain frequency and magnitude results
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Similar CIC filters is implemented to perform multi-rate interpolation in the 
transmitter side. The first and second CIC filters are two stage filters with a inter­
polation rate of 2. The third CIC filter is a 5 stage filter with a high interpolation 
rate of 8 (This is reconfigurable upto 32). The frequency response of the filter chain 
is depicted in Figure 4.18
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Figure 4.18: Frequency response of multistage interpolation filter design

4.7 Com plete design of D igital Front-end
The architecture of the complete design of the DFE is a cascade of the architectures 
discussed in Section 4.4 and 4.6. This is shown as in Figure 4.19

The proposed DDC and DUC models are implemented in the EP2S130F780C5 
model of Altera’s Stratix II family. The synthesis result of a single channel version 
of the proposed DDC architecture is shown in Table 4.2. A conventional DDC model
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(a) Complete Digital Down Converter

(b) Complete Digital Up Converter 
Figure 4.19: Complete Digital Front-End design

using cores available in Altera’s Quartus II software is compared along with the design 
created using the cores. It can be seen that the proposed model has a reduced resource 
utilization in terms of flip flops, multipliers and memory blocks, at the same the 
quadrature modulation performed using CORDIC provides the speed in processing 
the data.

Table 4.2: Synthesis Report for CORDIC DDFS 4.2
Resources Proposed Model Model using cores
Slice LUTs 1272 1142
Flip Flop pairs 1078 1257
Multipliers 10 28
IOs 94 72
GCLKs 1 1
DSP/Memory blocks 0 34

4.8 Conclusion
In this chapter, an area efficient method for implementing a reconfigurable DDC and 
DUC has been shown. A unrolled pipelined structure of the CORDIC processor has
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been implemented for the frequency synthesis of the incoming signal. The working 
of the CORDIC processor is verified by simulating the results of a feedback loop 
structure. Sample rate conversion in the receiver and the transmitter is performed 
using a series of modified C1C filter design followed by a half band filter. The filter 
chain design reduces the requirement of multipliers, the need for using ROMs to store 
coefficients and depicts considerable passband characteristics. The overall design of 
the reconfigurable DDC and DUC provides a balanced solution in terms of speed and 
area and it proves to be suitable for high speed applications as required in software 
radio terminals.
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Chapter 5
Interfacing High Speed D ata Converters

to FPG A s
5.1 Introduction
Analog to Digital converters (ADC) and Digital to Analog converters (DAC) are criti­
cal components as they are the interface between the analog and digital domains. The 
continuous demand for higher bandwidths and resolutions in communication,video 
and other digital systems has propelled the development of high-performance mixed- 
signal data converters in recent years. This poses some challenges to preserve the 
signal-to-noise ratio specifications of these devices in the signal processing chain. 
Modern FPGAs offered by Xilinx like the Virtex-5 and Spartan 3E and the ones 
from Altera like Stratix-IV and Cyclone-IV provide resources for high-performance 
mixed-signal systems, supported by efficient development tools spanning all phases 
of design, from system-level exploration to final implementation [10, 45].

There are two main key trends that impact designers in the design of interface 
to ADCs and DACs. High sample rates to enable direct up/down conversion is one 
of them. In order to handle faster data, the sample rates are continuingly being 
increased by manufacturers. The other trend is that, designers make use of multiple 
ADCs/DACs per device which allows them to manipulate with the fast incoming 
data. These trends have led to increased demand in the ADC/DAC interface.
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5.1.1 Interface Challenges
Designers commonly face four challenges in the design of FPGA to ADC/DAC in­
terface. Firstly, the conversion from Double Data rate (DDR) to a Single Data 
Rate(SDR) in LVDS (Low Voltage Differential Signaling) interface design poses a 
big challenge. An interface operating with DDR transfers data on both the rising 
and falling edge of the data clock signal [46]. By using both the edges of the clock, 
the data signals operate with the same limiting frequency but at double the data 
transmission rate. The second challenge is economic use of LVDS buffers to handle 
the differential data coming out from the ADC [47]. The requirement for high data 
rates in FPGAs is the third challenge that designers have to come across. Finally, 
the tight I/O timing margins and clock domain transfers cause further complications 
[47]. These challenges have typically channeled designers to choose high performance 
FPGAs.

In this chapter, the interface of a Texas instruments ADC with serial LVDS 
outputs to a Spartan 3A FPGA is described in detail utilizing the dedicated dese­
rializer functions of the Virtex-5 FPGA family. Similarly the interface of a Texas 
Instruments DAC with parallel CMOS outputs is also illustrated. The characteristic 
features of the Texas instruments ADC ADS62P43 and DAC DAC5687 are described 
and the possible applications of these converters are mentioned. The digital output 
design for both Parallel CMOS and serial LVDS interface are depicted. A basic LVDS 
interface for connecting the ADC converter with high-speed serial interface is illus­
trated. Similarly a CMOS interface for interfacing the DAC with the FPGA is also 
shown. Data controller design and implementation is carried out for both the ADC 
and DAC. The serial peripheral interface controller for both the ADC and DAC is 
implemented.
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5.2 Analog to D igital Converter
The high speed ADC chosen in this thesis is the ADS62P43 from Texas Instruments. 
It is a dual channel 14-bit A/D converter with maximum sample rates up to 125 
MSPS [48]. The ADC uses an internal sample and hold and low jitter clock buffer, the 
ADC supports high SNR and high SFDR at high input frequencies. The ADS62P43 
includes a digital processing block that consists several useful and commonly used 
digital functions such as ADC offset correction, fine gain correction, decimation by 
2,4,8 and in-built and custom programmable filters. By default, the digital processing 
block is bypassed, and its functions are disabled. The features of the ADS62P43 are 
summarized below.

5.2.1 Features
• 14 - bit resolution

• No Missing Codes

• Maximum sample rate of 125 MSPS

• Two output interface options - Parallel CMOS and DDR LVDS

• Programmable Course and Fine Gain Options - 3.5 dB Coarse Gain and Fine 
Gain upto 6 dB for better SFDR performance at lower full-scale input ranges

• Digital Processing

• Fine Gain Correction , in steps of 0.05 dB

• Decimation by 2/4/8

• Custom Programmable Low-/High-/Band-Pass filters
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• Offset Correction

• Power dissipation of 594 mW

• 71 dB signal-to-noise (SNR) for a 20 MHz interface

• Internal and External references

• 3.3V digital/analog supply

The analog-to-digital conversion is usually the part that limits the performance of the 
receiver. The most important parameters in choosing this component are resolution, 
sampling frequency, SNR and SFDR.

5.2.2 Signal-to-noise ratio
ADS62P43 includes gain settings that can be used to get improved SFDR performance 
(over OdB gain mode). The coarse gain is a fixed setting of 3.5 dB and is designed to 
improve SFDR with little degradation in SNR. The fine gain is programmable in 0.5 
dB steps from 0 to 6  dB; however the SFDR improvement is achieved at the expense 
of SNR. So, the programmable fine gain makes it possible to trade-off between SFDR 
and SNR. The coarse gain makes it possible to get best SFDR but without losing 
SNR. significantly. The ADC resolution is defined as the number of bits at its output, 
i.e. the size of the binary word which represents the sampled analog signal. There 
are different error sources in an ADC degrading its performance. When all sources 
are included, the resolution is usually lower than the specified number of bits of the 
converter. That is why the effective number of bits (ENOB) of an ADC is such an 
important parameter and represents the noise-free bits. Table 5.1 shows the SNR , 
signal-to-noise distortion ratio (SINAD), SFDR and EOB characteristics for different 
input frequencies [48].
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Table 5.1: SNR at different input frequencies
Frequency SNR EOB SINAD SFDR UNIT

10 MHz 74.8 - 74.6 93 dBFS
50 MHz 74.4 - 74.2 87 dBFS
70 MHz 73.9 11.3 73.5 89 Bits
190 MHz 71.5 12 71.1 83 dBc

It can be observed that the required values of SNR lowers with increasing input 
frequency, which is a good reason to choose a high input frequency. Besides,choosing 
the sampling frequency high would help relaxing the requirements on the analog filters 
and improve the overall SNR.

5.2.3 Clock input
The clock inputs can be driven differentially (SINE, LVPECL or LVDS) or single- 
ended (LVCMOS), with little or no difference in performance between them. The 
common-mode voltage of the clock inputs is set to VCM using internal b—kCt resistors. 
This allows using transformer-coupled drive circuits for sine wave clock or ac-coupling 
for LVPECL, LVDS clock sources [49]. Single ended CMOS clock can be ac-coupled 
to CLKP input, with CLKM connected to ground with a 0.1 p F  capacitor(Figure 5.1).

C M O S  C lock 
Input

Figure 5.1: Single Ended clock driving circuit 
[48]
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For best performance, the clock inputs should be driven differentially, reducing 
susceptibility to common-mode noise. For high input frequency sampling, the clock 
source is used with very low jitter. Bandpass filtering of the clock source can help 
reduce the effect of jitter.

5.2.4 Gain and Offset Correction
ADCs generally have small DC offsets in their output. ADS62P43 has an internal 
offset correction algorithm that estimates and corrects dc offset up to 10 mV [48]. 
Once enabled, the algorithm estimates the channel offset and applies the correction 
every clock cycle. The ADS62P43 also has the ability to make corrections to the ADC 
channel gain in steps of 0.05 dB.

5.2.5 D ecim ation Filters
ADS62P43 includes option to decimate the ADC output data with in-built low pass, 
high pass or band pass filters. Decimation rates of 2, 4, or 8 are available and either 
low pass, high pass or band pass filters can be programmed. The decimation filter 
is implemented as 24-tap FIR with symmetrical coefficients (each coefficient is 14-bit 
signed). The in-built filter types (low pass, high pass, and band pass) use pre-defined 
coefficients. The coefficients can also be set manually.

5.2.6 A pplications
The ADS62P43 is intended to be used in several applications

• Software Defined Radio

• Wireless Communications Infrastructure
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• Power Amplifier Linearization

• 802.16d/e

• Medical Imaging

• Radar Systems

• Test and Measurement Instrumentation

5.3 ADC D igital Output Information
The ADS62P43 provides 14-bit data per channel and a common output clock syn­
chronized with the data. The output interface can be either parallel CMOS or DDR 
LVDS voltage levels. In the CMOS mode, the output buffer supply can be operated 
over a wide range from 1.8 V to 3.3 V [48]. Each data bit is output on separate pin 
as CMOS voltage level, every clock cycle.

5.3.1 Parallel CMOS Interface
In the CMOS mode, the output buffer supply can be operated over a wide range from 
1.8 V to 3.3 V. Each data bit is output on separate pin as CMOS voltage level, every 
clock cycle. (Figure 5.2(a))

The ADS62P43 offers two clock modes of operation using the CMOS interface. 
In the internal clock mode, the CMOS output clock (CLKOUT) is used to latch data 
in the receiving chip. The rising edge of CLKOUT can be used to latch data in the 
receiver, even at the highest sampling speed. It is important to make sure that the 
output data and the clock traces to the receiver match with each other in order to 
minimize the skew between them. In the external clock mode, a separate delayed
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(a) Parallel CMOS Outputs (b) Parallel CMOS timing diagram
Figure 5.2: Parallel CMOS interface specifications

[48]

input clock is used to get desired setup/hold times. The timing diagram for a parallel 
CMOS interface is shown in Figure 5.2(b). It can be seen that, each data bit is 
output at every clock cycle,on separate pin as CMOS voltage level. Switching noise 
(caused by CMOS output data transitions) can couple into the analog inputs during 
the instant of sampling and degrade the SNR. The coupling and SNR degradation 
increases as the output buffer drive is made stronger. To minimize this, ADS62P43 
CMOS output buffers are designed with controlled drive strength to get best SNR. 
Inspite of this, the CMOS interface being single ended will have a some amount of 
noise generated and a lot of capacitance is required to be driven single ended. It is 
also difficult to achieve the complete operating frequency and a reliable eye pattern. 
Moreover, additional efforts have to taken to align the phase clock with the CMOS
data.
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5.3.2 D D R  LVDS Interface
ADCs need to drive the receiving logic and accompanying PCB trace capacitance. 
Usually current switching transients are developed at the outputs due to driving 
the load. These currents can switch reflect back to the analog front end and cause 
performance issues. One way to reduce this effect is by multiplexing the data output 
ports , thereby providing the data at half the clock rate. This way the switching 
time between the transients are increased. Another approach would be having LVDS 
outputs. Although the CMOS interface seems straight forward, there will be problems 
in terms of the performance of the ADC. Even after precautionary measures, CMOS 
interface generates a lot of noise and a large capacitance has to be driven single ended 
[50]. On the other hand, the DDR LVDS interface enables to achieve high data rates, 
low power, a low cost and does not depend on a specific power supply.

LVDS Buffers

14-Bit Channel 
A Data

—  DAOP Data bits
—  DAOM D0.D1

—  DA2P ___ ^
—  DA2M

Data bits 
D2.D3

—  DA12P
—  DA12M

—  CLKOUTP Output
—  CLKOUTM Clock

Figure 5.3: DDR LVDS Outputs 
[47]

The switching times are reduced with lower voltage signal swings and also EMI 
concerns are minimized[50]. With LVDS signaling, the common mode voltages are
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also rejected. Unlike CMOS outputs, LVDS outputs require a resistor termination at 
the receiver (100f2). As a result, a fixed dc current is supplied on the outputs, thereby 
shunning current spikes. The chosen ADS62P43 provides 14-bit data per channel and 
a common output clock synchronized with the data. Figure 5.3 shows the DDR LVDS 
outputs from the ADC. A bank of six LVDS output buffers are employed for a single 
channel, with each buffer streaming out two data bits in the same clock. As shown 
in Figure 5.3, the first LVDS buffer gives DO and D1 bit pair, the second buffer gives 
D2 and D3 and so on. A global clock buffer is used to produce the differential clock 
signal CLKP and CLKM.

5.4 D igital to  Analog Converter
Texas Instruments DAC5687 is used for converting high speed digital signals to ana­
log. The DAC5687 is a dual channel 16-bit high speed digital-to-analog converter 
with a sample rate of 500MSPS. Some of the features are listed below [51]

5.4.1 Features
• 16 - bit resolution

• Maximum sample rate of 500 MSPS

• Flexible input options (Even/Odd Multiplexed, Single port demultiplexed)

• Complex Mixer with 32 bit NCO

• Digital Processing

• Fine Gain Correction , in steps of 0.05 dB
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• Full IQ Compensation

• Selectable 2x-8x Interpolation of Data

• Custom Phase correction

• Offset Correction

• 71 dB signal-to-noise (SNR) for a 20 MHz interface

• Internal and External references

• 1.8V or 3.3V digital/analog supply

5.4.2 Input FIFO
DAC5687 offers an optional input FIFO that allows the latching of data on both the 
channels based on the user provided clock CLK1 or the input data rate clock provided 
to the PLLLOCK pin. The input interface FIFO incorporates a four-sample register 
file, an input pointer, and an output pointer. Initialization of the FIFO pointers can 
be programmed to one of seven different sources.

5.4.3 DAC Clock M odes
The DAC5687 has mainly three clock modes for generating the internal clocks for the 
logic, FIR filters and DACs. These are the external clock mode, PLL clock mode and 
the dual clock mode. In the external clock mode, the clock signal is provided by the 
user at the DAC output sample rate through the external clock input CLK2. The 
input data-rate clock and the interpolation rate in the filters are selected through 
register values and the output is through the PLLLOCK pin. The PLLLOCK clock 
can be used to drive the input data source that sends the data to the DAC. The
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input data is latched on either the rising or falling edge of PLLLOCK, which is 
sensed internally at the output pin. In the PLL clock mode, the DAC is driven at 
the input sample rate through the PLL clock input CLK1. In this case, there is no 
phase ambiguity on the clock. The DAC generates the higher-speed DAC sample-rate 
clock using an internal PLL/VCO. In PLL clock mode, the user provides a differential 
external reference clock on CLK1. The reference clock is compared with a feedback 
clock( selected by one register and is used for synchronization to the input clock) 
using a phase-frequency detector which drives the PLL to maintain synchronization 
between the two clocks. The feedback clock is generated by dividing the VCO output 
by 1, 2, 4, or 8 . The feedback clock is also used for the data input rate, so the ratio 
of DAC output clock to feedback clock sets the interpolation rate of the DAC5687. 
The PLLLOCK pin is an output indicating when the PLL has achieved lock. In the 
dual clock mode, the DAC is driven at the DAC sample rate through CLK2 and the 
input data rate through CLK1. The dual clock mode offers the option of enabling or 
disabling the input FIFO. If the FIFO is not used, the CLK1 input is used to set the 
phase of the internal clock divider. If FIFO is used, CLK1 is used as an input latch 
and CLK2 is used to generate the internal divided clock.

5.4.4 M odes of operation
The DAC5687 has six digital signal processing blocks:

• FIR1 and FIR2 - Digital FIR filters are enabled to interpolate-by-two

• FMIX - Fine frequency mixer which uses a NCO to provide sin and cos for
mixing
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• QMC - Quadrature modulation phase correction that provides means for chang­

ing the phase balance of the complex signal to compensate for I and Q imbalance 
present in an analog quadrature modulator

• FIR3 - Third interpolate-by-two digital filter

• CMIX - Coarse frequency mixer that provides mixing capability at the DAC 
output rate with fixed frequencies. The output of the CMIX block is complex

5.4.5 D igital D ata and Clock Inputs
The DAC5687 has straight forward CMOS inputs for data with internal pulldown 
resistors. The clock circuit has various input configurations for driving different clock 
input.

5.5 Im plem entation of a single channel LVDS 
Interface

For a single channel LVDS design, the ADC is made to run at 20 MHz with 14-bit 
serial LVDS interface and in Dual data rate mode. The ADS62P43 transmits edge- 
aligned data and sync signals with a 90-degree phase shift clock [48]. A digital clock 
rnanager(DCM) is used in fixed phase shift mode to register the received data into 
the FPGA with the receive clock. If there is any nonalignment with the data and the 
clock, then the DCM can switch to dynamic phase shift mode.
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5.5.1 Single Channel Interface
The timing diagram and characteristics for a single channel interface are shown in 
Figure 5.4.

Figure 5.4: DDR LVDS Timing 
[48]

Table 5.2: LVDS interface timing characteristics
PARAMETER MAX TYP MIN UNIT
T1 - Clock Propagation Delay 5.8 7.3 8.8 ns
T2,T4 - Data Setup Time 4.3 5.8 ns
T3,T5 - Data Hold Time 4.2 5.7 ns

The ADS62P43 has two LVDS outputs, each one providing a serial 14-bit data 
bitstream with MSB first. A differential pair LVDS high speed clock (CLKM and 
CLKP) are also provided. The LVDS interface works only with 3.3-V supply.A digital 
clock manager(DCM) is used in fixed phase shift mode to register the received data 
into the FPGA with the receive clock. If there is any nonalignment with the data 
and the clock, then the DCM can switch to dynamic phase shift mode.
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The diagram of the single channel LVDS interface is shown in Figure 5.2. The 
differential clock pair CLKP and CLKM from the ADC are buffered using a IBUFDS 
design element (available in Xilinx ISE library), to generate a single 20 MHz clock. 
This 20 MHz clock is used as the interface clock and is fed into the DCM. The DCM 
generates two phase aligned clocks, CLKO and CLK180. The data aligned version of 
the LVDS clock is used as a strobe signal to align the captured 14 bit words. The 
strobe signal is sampled at the positive and negative edges of CLKO. Both the rising 
and falling edges have to be captured to obtain the complete set of data bits. The 
differential pair of data bits are also buffered using input buffer element IBUFDS to 
generate DDR signals. Totally six buffers arc used to produce six DDR signals.

The primitive component used here to capture the DDR signals is IDDR2 avail­
able in the Spartan3A FPGA. It consists of a pair of storage elements (IFF1 and IFF2) 
which allows an I/O to receive a DDR signal[52]. The incoming DDR clock signal 
activates one register and the inverted clock signal activates the other register. The 
IOB registers the incoming data on the rising edge of CLK0(D1) and the rising edge 
of CLK180(D2), which is basically the same as the falling edge of CLKO. Normally, 
odd data bits D1,D3,D5,D7,D9 are clocked on the rising edge of CLK180 and even 
data bits D0,D2,D4,D6,D8,D10 are clocked on the rising edge of CLKO. This data is 
then transferred to the FPGA fabric. At some point, both signals must be brought 
to the same clock domain, typically CLKO.

The IDDR2 component provides the option of cascading it’s storage elements 
with those in other IOB having a differential pair. Here, the cascade feature is 
employed with DDR aligned to CLKO. All the data is then re-registered to CLKO 
and then only fed to the FPGA fabric.
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Figure 5.5: 14 bit single channel receiver

5.6 ADC D ata Controller Design
In this section , the implementation of the interface controller for the ADS62P43 is 
shown. The ADC provides several modes of operation which needs to be controlled 
to ensure the normal functioning of the ADC. Two finite state machines(FSM) are 
implemented to traverse through the different modes of operation. One FSM carries 
out all the control of all operation modes and data flow in the ADS62P43. The second 
FSM is an internal SPI FSM that implements the SPI communication between the 
ADC and FPGA. Figure 5.6 shows the block diagram of the top level implementation
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of ADC controller.
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Figure 5.6: ADS62P43 Data Interface Controller

The controller generates the necessary control signals for SPI communication 
and mode switching in the ADC. The ADC’s register values are stored in a 16x10 
ROM. The serial data from the ROM are read via a left shift register. The ADS62P43 
allows it to be programmed through Serial Peripheral Interface(SPI). This is done by 
accessing the pins SCLK(Serial Interface Clock), SEN(Serial Interface Enable) and 
SDATA(Serial Interface Data). The SPI timing diagram is shown in Figure 5.7.

The SEN signal enables the shifting of serial bits into the device when it is 
low. When this happens,serial data SDATA is latched at every falling edge of SCLK. 
SDATA is loaded into the register at every 16th SCLK falling edge when SEN is 
low(Figure 5.7). In case the word length exceeds a multiple of 16 bits, the excess bits 
are ignored. Data can be loaded in multiple of 16-bit words within a single active
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Figure 5.7: Serial timing interface 
Table 5.3: Serial interface timing characteristics

PARAMETER VALUE
fsCLK SCLK frequency 20(MHz)
tsetup SEN to SCLK setup time 25(ns)
thold SCLK to SEN hold time 25(ns)
¿SDsetup SDATA setup time 25(ns)
tsDhold SDATA hold time 25(ns)

SEN pulse. The first 8  bits form the register address and the remaining 8  bits the 
register data. The serial interface timing characteristics are summarized in Table 5.3.

The interface can work with SCLK frequency from 20 MHz down to low speeds 
(few Hertz).

Figure 5.8 shows the state diagram of the top level FSM. Before starting any 
data transaction, the ADC is reset. Therefore , the first mode of operation in the FSM 
is reset. No mode of operation is assigned during this stage. Along with the ADC, 
the 125 MHz clock source from the FPGA, the counters and the control registers are 
reset. There are two delays to be considered while resetting the ADS62P43. The 
first delay is a 5ms delay from power-up of the AVDD to Reset active signal. This
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Figure 5.8: ADS62P43 Interface Controller State Machine

delay is implemented using a mod 2 counter. The FSM waits on the mod 2 counter 
for the RESET_ASSERT signal to be done. Once this happens, another counter is 
activated for the second delay which occurs from the time the reset signal is disabled 
and the SEN signal is made active. This is a 25 ns long delay and is implemented in 
the FSM using a Mod 4 counter. The FSM then waits for the second SPI FSM to 
complete one SPI transaction. Once this is done, the FSM waits to be initialized and 
the mode of operation is changed to normal mode. Upon initialization, initial SPI 
default values are assigned to the registers. Again the top level FSM waits on the 
SPI FSM to complete the cycle of loading the registers with initial values via SPI.

A hand shaking process is executed whenever the SPI FSM is prompted to per­
form a transaction. The process has two operations. First the top level FSM waits 
for the SPLFSM-READY signal to go low during which the SPI FSM is executed
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and initial default values are loaded into the registers. Once the SPLFSM_READY 
signal is low, the top level FSM allows the SPI FSM to stabilize and waits for 
SPI_FSM_READY signal to go high, which is the second operation of the hand shak­
ing process.

The ADS62P43 has three main power modes- normal operation mode, power 
down global and disable mode( for individual channels). The ADS62P43 provides 
three digital control pins- CTRL1, CTRL2 and CTRL3 that can be controlled by 
digital logic levels. These pins permit controlling the power modes. When the FSM 
is in normal mode, all the control pins are set to active low. When the stage moves 
from normal mode to disabled mode, control pins CTRL2 and CTRL3 turns high. The 
wake up time from the disabled mode to normal mode is 100ns. This is implemented 
with a mod 16 counter. The FSM waits on the signal FAST_MODE_SWITCH_DONE 
for the mode switch to take place. Once this is done , the state moves back to normal 
mode. When a global power down is activated on the ADC, control pin CTRL1 is 
driven high. The wake up time from power down mode to data becoming valid in nor­
mal mode is slow with 15/iS. Here, the FSM waits on a SLOW JMODE_SWITCH_DONE 
signal to move from power down mode back to normal mode. A mod 2048 counter is 
implemented to execute the slow wake up time.

5.6.1 Serial Peripheral Interface of ADC
As mentioned earlier, the SPI FSM is an internal process which is implemented to 
execute all SPI transactions(Figure 5.9).

In the first stage of the SPI FSM, reset is applied to the 20 MHz clock source, to 
all the counters , the SPI ROM and the shift register. Once the reset is deactivated, 
the SEN signal is driven high and initial default values are loaded. The ROM input
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Figure 5.9: ADS62P43 SPI Controller State Machine

signals are also generated at the same time. After this, the necessary SPI transaction 
is carried out by reading the data serially from the ROM by loading the left shift 
register. The SPI FSM waits on the signal SPI_WORD_DONE for SCLK enable to 
go high and for the data to be shifted. The serial data is 16 bits long , so a mod 
16 counter is implemented to drive SPI_WORD_DONE low. There are a total of 10 
registers each with 16 bit values. So the FSM is made to wait on a mod 10 counter 
for all the values to be loaded. After this, SPI_INIT_DONE signal is driven high to 
indicate that all the data from the ROM is serially read out and the FSM is ready 
for the next transaction.

5.7 DAC D ata Controller
The DAC controller is also implemented using two FSMs - a top level FSM and a 
SPI FSM. The SPI communication in the DAC5687 can be configured as a three-pin
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or a four-pin interface. In both the configuration, SCLK is the serial interface clock, 
SDENB is the serial interface enable. For the three pin configuration, SDIO is the 
bidirectional pin for both data in and data out. For the four-pin configuration, SDIO 
is data in only and SDO is data out. Both read and write options are provided by 
the DAC SPI interface. Both these operations are framed on the SDENB signal. The 
SDENB signal is an active-low input to the DAC5687. SCLK is provided as the serial 
interface input clock. The serial data is fed in through the SDIO pin. The data is 
clocked on the rising edges of SCLK. Each frame consists of an instruction cycle de­
scribing the data transfer cycle as read or write , the number of bytes to be transferred 
and the address to which the data has to be transferred. For a three-pin configura­
tion , the SDIO is data out and SDO pin is in high impedance state. For a four-pin 
configuration, the SDO pin is data out pin. The DAC5687 provides three clocking 
modes - EXTERNAL CLOCK MODE, PLL CLOCK MODE and a DUAL CLOCK 
MODE. In this implementation , the PLL CLOCK MODE is adopted. Here the DAC 
is driven at the input sample rate through one clock channel(CLKl/CLKlC), and the 
other clock input channel is not used. In this case, there is no phase ambiguity on the 
clock. The DAC generates the higher-speed DAC sample-rate clock using an internal 
PLL/VCO [51].

Figure 5.10 shows the top level FSM for the DAC controller. In the initial state, 
the DAC and the counters used for implementing the delays are reset. The top level 
FSM loops around till the RESET_ASSERT.DONE is not turned high. The reset in 
the DAC5687 is active-low signal and it’s hold time is for 50 ns. This is implemented 
using a mod 7 counter. Once the RESET.ASSERT _DONE signal is high, the top 
level FSM waits on the SPI FSM , as mentioned previously for the ADC controller, 
to carry out the reset transaction and waits till the system is initialized.

Upon initialization, the initial default values are loaded into the registers. A
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Figure 5.10: DAC5687 Controller State Machine

similar hand shaking process as implemented in the ADC controller is executed here 
to synchronize the flow of information between the top level FSM and the SPI FSM. 
Once the FSM is done with the hand-shaking, it waits for the PLL to maintain syn­
chronization between the reference clock provided and the feedback clock generated 
within the PLL. When the PLLLOCK signal is set high, the FSM moves to the normal 
mode of operation.

The DAC5687 also has the same three operating modes - normal mode, disabled 
mode and power down mode. When in normal mode, the system is initialized and 
TXENABLE signal is set high. TXENABLE must be high for the DATA to the DAC 
to be enabled. When TXENABLE is low, the digital logic section is forced to all 
0, and any input data presented to the both data channels are ignored. To switch 
from normal mode to disabled mode, the TXENABLE signal is set to low. No delay
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occurs during this time, so no counter is used. To enter the sleep mode, the reset 
signal is set high. Power down takes less than 5 p,s and 3ms to power back up [51]. 
The power down is implemented using a mod 625 counter and the powerup using a 
mod 32 counter. The FSM is designed such that after power up from sleep mode, the 
system waits on the PLLLOCK signal and the same procedure is carried as described 
above. The SPI FSM implementation is the same as the one described for the ADC 
controller. Simulation results for the ADC and DAC SPI controller and the data 
interface are depicted in Chapter 5.

5.8 Conclusion
This chapter mainly focuses on interfacing high speed data converters with FPGAs 
in the receiver and the transmitter sections. The digital specifications of the chosen 
ADC ADS62P43 and DAC DAC5687 have been discussed. A detail explanation of an 
LVDS interface between ADS62P43 and a Spartan 3A FPGA has been described. An 
SPI control entity is implemented in the Spartan 3A FPGA to control the registers of 
the ADC. For the DAC, a CMOS interface with Virtex-5 FPGA has been designed. 
SPI control entity for the DAC5687 is also implemented.
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Chapter 6
Prototype M odel of RF Front-End and

Results
So far we discussed about data converters and the intermediate section of a software 
radio. This chapter now discusses the direct conversion RF transceiver that was 
used in the experimental setup. The transceiver, like the data converters is also 
controlled via SPI. A controller for the transceiver evaluation board is also designed 
and implemented in this chapter. Finally the complete RF front-end experimental 
setup is depicted and simulation results are presented.

6.1 M AX2830 RF transceiver
The MAX2830 is a direct conversion RF transceiver. This means no IF stage is 
required in the architecture chain. It is specifically designed to operate using the 
802.11 g/b WLAN protocol for the frequency range of 2.4GHz to 2.5GHz. The biggest 
advantage with the MAX2830 is that it integrates all the necessary circuitry required 
to implement the RF transceiver. It includes a RF power amplifier next to the antenna 
port in the transmitter side and a low noise amplifier in the receiver side. It includes an 
Rx/Tx and antenna diversity switch to change between receive and transmit modes. 
It also provides a voltage controlled oscillator, frequency synthesizer, crystal oscillator, 
RF-to-baseband for receive path and baseband-to-RF transmit path and a baseband
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control interface [53]. The MAX2830 also provides better performance by providing 
I/Q calibration,DC-offset cancellation and error and current leakage circuits. It also 
implements on-chip filters in both receiver and transmitter. These devices are suitable 
for the full range of 802. llg  OFDM data rates (6Mbps to 54Mbps). The MAX2830 
is widely used in Wi-Fi and PDA mobile handsets, wireless speakers and headphones 
and other general purpose radios.

A Rx/Tx switch is integrated with an antenna diversity switch in both the 
receiver before the LNA and the transmitter after the PA in the MAX2830. Two 
antenna ports are provided and a set of two pins(Rx/Tx pin and antenna pin) decide 
which ports are utilized in the radio transmission. An option for disabling a antenna 
port and using a single port is also provided for resource management. The switches 
are followed by the LNA and VGA that digitally program the gain control range. 
There are three gain modes offered in the MAX2830: max gain, max gain -16dB and 
max gain -33dB [53]. These modes are programmed using SPI interface. These are 
connected to analog down converters that directly frequency translate from RF to 
baseband. Sample rate conversion is then carried out on the down converted signal 
using I/Q  baseband low-pass filters. These filters provide an upper -3dB corner 
frequency of 8.5Mhz with 50dB of attenuation at 20MHz [53]. Further the MAX2830 
allows coarse fine tuning of the -3dB corner frequency to suit different standards. An 
analog received signal strength indication(RSSI) is also provided which measures the 
power present in the carrier signal. This provides an effective means of calibrating 
the system model. An analog voltage proportional to the log of the sum of the 
squares of the I and Q channels, measured after the receive baseband filters and before 
the VGA. The MAX2830 receiver provides both AC and DC coupling of the I/Q 
baseband signals. LO leakage and other DC offsets are removed by the AC coupling. 
Attenuation of the received signal is avoided using the DC coupling. The baseband
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outputs are internally biased to a common-mode voltage of 1.2V and are intended 
to be DC-coupled to the in-phase and quadrature ADC inputs of the accompanying 
baseband IC [53].

The transmitter side of the MAX2830 is populated with low pass baseband 
filters, direct up-conversion mixers, a VGA, a PA driver and a linear RF PA with 
power detector. The differential inputs to the transmitter require a common-voltage 
of 0.9V to 1.3V [53]. This is intended to be provided by the DC coupled DAC outputs 
of the accompanying baseband IC. The up-converted signal is filtered with low-pass 
filters that can be tuned to -3dB corner frequency for different standards. The VGA 
of the transmitter provides 31dB of gain control range which is programmable via SPI 
interface. The RF signals are then amplified using the PA which provides +17.1 dBm 
of output power the PA bias currents and enable delay can be set via SPI according 
to the requirements. The PA output is integrated with a power detector to provide 
an analog voltage proportional to the PA output. The phase noise in the system 
is compensated using a 20-bit sigma-delta frequency synthesizer. The synthesizer 
provides options to divide the signal frequency by 1 or 2 with programmable divisor 
and fractional range. The integer and fractional divider ratios can be calculated as

f T D p

LO  frequencydivider =  —--------  (6.1)
JC O M P

where fp F  is the RF frequency(2437MHz) and Jq O M P  is the comparison fre- 
quency(20MHz for nominal 802.11 g/b).

The 40 MHz crystal oscillator included can be made to function with a external 
reference frequency source. In such a case, the crystal oscillator acts as a buffer and 
the reference signal has to be AC coupled. The reference oscillator has a divider and 
a buffered output for routing the reference clock to the accompanying baseband IC.
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The PLL in the circuit is constructed by connecting the PLL charge-pump output to a 
lowpass RC loop filter. The R,C filter output is connected to the voltage tuning input 
of the VCO. A bandwidth of 150kHz is provided by the loop filter which ensures to 
achieve the desired Rx/Tx turn-around settling time, good stability and phase noise. 
The PLL also features a lock detect option which indicates when the PLL is locked.

6.2 M AX2830 Controller
As mentioned earlier, the MAX2830 allows Master-Slave SPI communication for it
to be controlled by external circuits. Here a data controller similar to the controllers
designed for the ADC and DAC is implemented to read and write instructions from
and to the MAX2830. Figure 6.1 depicts the top level design of the data controller.

Figure 6.1: MAX2830 transceiver top level controller

The controller for the MAX2830 is implemented using two FSMs similar to the
ones used for the ADC and DAC. Like the procedure for any other system, the data
controller for the MAX2830 is reset first by resetting the user clock. For a clock period
of 8ns, the reset signal is held high for 8/rs. This is implemented in the controller using
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a modl024 counter. At this point, the FSM waits on the SPLREADY signal from 
the second SPI FSM to indicate that it’s ready for initialization. Now the system 
waits till it is loaded with the SPI defaults values. These register values are read 
from a single port ROM.Once the counter is done counting and brought to zero, the 
system is initialized. A hand shaking process, similar to the process involved in the 
ADC’s controller design, is executed whenever the SPI FSM is prompted to perform 
a transaction. First the top level FSM waits for the SPLREADY signal to go low 
during which the SPI FSM is executed and initial default values are loaded into the 
registers. Once the SPLREADY signal is low, the top level FSM allows the SPI 
FSM to stabilize and waits for SPLREADY signal to go high, which is the second 
operation. Now the system is initialized and is in the normal mode of operation. See 
Figure 6.2 for the top level FSM design.

There are mainly four modes of operation for the MAX2830: shutdown, standby, 
transmit and receive.The shutdown mode disables all circuit blocks, except for the 
registers and the SPI interface. In the standby mode, the frequency synthesizer is 
enabled. The rest of the device is powered down during this period. The complete 
receive path is enabled in the RX mode and the complete transmit path is enabled in 
the TX mode. After initialization, the top level FSM waits to check if the device is 
still in shutdown mode. When the device is turned on, it moves to the standby mode. 
All the components that permit transmit and receive of data like the PLL , VCO and 
LO are left to be turned on so that TX and RX modes can be easily enabled from here. 
If the system has to move to the receive mode, a turn-on time of 1.9/is is implemented 
using mod 1024 counter. The system waits on the MODE_SWITCH_DONE signal to 
go high. Once the mode switching is done, the system is ready to receive data. If the 
system has to move back to standby mode, a turn-off time of O.lps is implemented 
using a mod 1024 counter. For transmit mode , the turn-on time from standby mode
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S8 S6

Figure 6.2: Finite State Machine for MAX2830 data controller 

is 1.5/xs and turn-off time is 1/xs.
The MAX2830 includes 16 registers with 18 bit word-length. The 14 MSBs are 

used to represent the data and the 4 LSBs contain the register address. The data is 
captured on the active low signal C S  which acts like the serial enable signal.
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Figure 6.3: SPI timing diagram for MAX2830 
[53]

When C S  is low, the data is left shifted on the rising edge of the active clock. 
When CS transitions high, the shift register is latched into the register selected by the 
contents of the address bits. For faster RX and TX gain control, data words less than 
14 bits can be programmed where only the LSBs need to be changed. The SPI FSM 
is implemented the same way as described for the ADC data controller in chapter 4.

6.3 Experim ental Setup and Simulation Results
The ADS62P43 ADC is interfaced with a Spartan 3A 1800 FPGA board via SAMTEC 
LVDS headers. A PCB was designed and fabricated to physically connect the ADS62P43 
evaluation board and the FPGA board. A similar setup for interfacing the DAC5687 
with Virtex 5 was carried out. The physical connection was made using the CMOS 
pins in the boards via ribbon cables. The experimental set-up of the ADC-FPGA 
interface and DAC-FPGA interface are shown in Figure 6.4(a)
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(a) Experimental set-up for interfacing (b) Experimental set-up for interfacing 
ADS62P43 with Spartan 3A FPGA DAC5687 with Virtex-5 FPGA

Figure 6.4: Experimental Setup

The ROM instantiated in the ADC’s SPI controller is loaded with the register 
values such that DDR LVDS data outputs with bit-wise operation is selected. The 
data patterns fed to the ADC are such that it outputs all ones. These patterns are 
decoded by the interface design decribed earlier. The output data patterns were 
detected on the Spartan 3A FPGA using a bank of LED lights. The simulation result 
for the ADS62P43 controller and data patterns are shown in Figure 6.5
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(a) Simulation Result for ADS62P43 SPI controller

ValueName
► da[13:0]
► db{l3:0] 

lfe  ds_pû 
Ifc da_pl
Ife db_p2 

db_p3
1» :lk _penod

lb303

127

0

0

lUÙUOps

> <
(b) ADS62P43 Data Patterns

Figure 6.5: Simulation results for ADS62P43

The simulation was carried out by initializing all the registers to default values 
except for regiter 14 which is set to OXOA(hex). This parameter will enable the 
ADS62P43 to give LVDS outputs. This is depicted in the simulation above(Figure 
6.5(a)) where the register input of OxOA is being sent out serially from the controller. 

The MAX2830 controller was also tested and simulated. The simulation is
depicted in Figure6.6
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Figure 6.6: Simulation Result for MAX2830 SPI controller

The simulation shows the inputs being fed to the MAX2830 registers via the 
output din. The simulation verifies the SPI communication between the FPGA and 
MAX2830.

6.4 Conclusion
In this chapter, the chosen RF transceiver MAX2830 has been introduced and it’s 
features and characteristics are discussed. An SPI controller for the MAX2830 has 
been designed and implemented. The experimental setup for interfacing the data 
converters with FPGA has been depicted. Simulation results for the ADC’s, DAC’s 
and the RF transceiver’s SPI controllers and data interfaces have been presented. 
These simulations confirm the proper functioning of the interafce and control entities 
for the data converters, thereby offering the ability to reconfigure these devices on 
the fly.
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Chapter 7
Conclusion and Future Work

Software Defined Radio concepts and architectures have been reviewed and discussed. 
The basics behind RF front- end receivers and transmitters are also shown. The 
Digital front-end model for Software radio terminals was successfully created, imple­
mented and simulated using Quartus- Vector waveform and using MATLAB simula­
tors. This model has shown the effect of each building block of the digital front-end on 
the output. The DDFS architecture is studied and it implemented using the CORDIC 
algorithm. An exclusive CORDIC architecture is adopted to perform the quadrature 
modulation. The errors in the CORDIC algorithm have been analysed and simu­
lated. These simulations have provided a better understanding of the response of the 
CORDIC output and enables to improve the architecture.

Different digital filters have been briefly examined to choose the appropriate 
area-efficient digital filter. The theory behind multi-rate CIC filters and FIR filters 
have been studied to get a better understanding of their characteristics. This has en­
abled the choice of simple area efficient channelization model. Sample rate conversion 
has been carried out using of chain of CIC and FIR filters. FPGA implementation 
of the filter model is done and simulations are carried using Quartus vector wave­
form and MATLAB simulators. These simulations help in understanding the design 
parameters of the filters and allow the user to manipulate according to the specified 
application.
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A class of high-speed data converters from Texas Instruments have been chosen 

and their digital input/output information have been illustrated. The chosen ADC 
was ADS62P43 and the DAC was DAC5687. Key aspects of the ADC and DAC 
like SNR, Gain control , clock input and filter specfications are discussed. A single 
channel LVDS data interface for the ADS62P43 is designed and implemented on 
Spartan 3A FPGA. Similarly a CMOS interface is implemented for the DAC on 
Virtex-5 FPGA. Data interface controllers for both the DAC and ADC have been 
designed, implemented and simulated using ModelSim. SPI controllers for the ADC 
and DAC have been realized and tested.

MAX2830 RF transceiver from Maxim has been studied and employed in this 
thesis. Data controller for the MAX2830 has also been designed and implemented on 
Virtex-5 FPGA. An ADC-FPGA interface and DAC-FPGA interface experimental 
setups is illustrated. Simulation results for the controllers and interface are carried 
out. These simulations verify the functioning of the controllers and the interface 
betwween data converters and the FPGA concerned.

As the future step, the MAX2830 evaluation boards will be interfaced with the 
ADS62P43 and DAC5687 evaluations boards to construct a uni-directional wireless 
set up. After the uni-directional set up is achieved, a bi-directional model will be 
designed, tested and verified
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