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Abstract

To determine the role of inhibitory cells in the propagation of activity in the rat 

piriform cortex (PC) before and after kindling, we used voltage-sensitive dye imaging 

technique to follow the membrane potential changes in three layers of the PC after 

stimulating the lateral olfactory tract (LOT) with beta and gamma frequencies. 

Stimulation of LOT was followed by propagation of excitatory (in layer II) and inhibitory 

responses (in layer III) through the PC. Decreasing the inhibition by applying gabazine, a 

GABAa- receptor antagonist, decreased the inhibitory responses and increased the 

excitatory responses in the control rats; however, it did not affect the excitatory and 

inhibitory responses in the kindled rats. Furthermore, cutting the slice below the layer II 

decreased the both responses. Thus, we concluded that disinhibition of layer III 

intemeurons is necessary for principle cells firing and kindling can result in seizures by 

increasing disinhibition in layer III of PC.

Keywords: piriform cortex, intemeuron, voltage-sensitive dye imaging, 

kindling, disinhibition, oscillation
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1. Introduction

One of the most remarkable aspects of the human body is the human brain, which is 

an assembly of billions of neurons that are interconnected in a highly complex yet 

organized manner. For the brain to function properly this neural network must connect in 

a manner that supports the generation of brain rhythms that are associated with various 

behaviours (for example memory formation and sleep). Each part of the brain can be 

conceptualized as a group of computers that process information like a distributed 

network (as opposed to parallel processing) that interpret the differing stimuli the brain 

receives from the environment. Importantly the eventual behavioural output relies on the 

precise correlation and synchrony between all these distributed structures. In particular, 

many studies have shown that cognitive abilities in human beings such as working 

memory or conscious processing of stimuli need very high integration of these 

distributed neuronal activities (Singer, 1999;Schnitzler & Gross, 2005;Varela et a l, 

2001).

Neurons are the functional units of central nervous system. In the mammalian cerebral 

cortex there are two major classes of neurons known as spiny neurons and aspiny non­

pyramidal neurons. Spiny neurons are further divided into pyramidal cells and spiny non­

pyramidal cells. Pyramidal cells are the most abundant cell types in all parts of cerebral 

cortex and form asymmetric excitatory synapses on other neurons (Colonnier & 

O'Kusky, 1981). Pyramidal cells possess typical characteristics that differentiate them 

from other cortical neurons, these include: ovoid or pyramidal shape soma, apical 

dendrite arises from the upper pole and directs radially toward the pia mater and the 

axons that come from the base of the cell or from the origin of a basal dendrite. Axons
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give off many collaterals throughout the cortex. All dendritic surfaces are covered with 

spines except the proximal part arising from the somata (Feldman, 1984). Intemeurons, 

which consist of spiny and aspiny non-pyramidal cells are the main inhibitory cell type in 

the cerebral cortex. Different morphological types of intemeurons can be found 

depending on the species and cortical area they are located (Lund, 1984;Fairen et al., 

1984). Intemeurons have been classified into distinct groups based on different 

characteristics such as morphological, functional, physiological and molecular features 

(Bayraktar et al., 2000;Porter et al., 1998;Rozov et al., 2001). Neocortical intemeurons 

are divided into many groups according to their dendritic and axonal arborizations. 

Basket cells are large multipolar cells and their axons form a basket-like appearance 

around the somata of target cells. Basket cells target somata and proximal dendrites of 

pyramidal cells as well as other intemeurons. They are mostly positive for two kinds of 

calcium binding proteins, calbindin and parvalbumin. Chandelier cells (ChCs) are 

another group of intemeurons. Terminal axons of chandelier cells form short vertical row 

of boutons resembling candlesticks (Szentagothai & Arbib, 1974;Ascoli et al., 2008). 

ChCs are fast spiking neurons that never target intemeurons. Because of their inhibitory 

synapses on axon initial segment of pyramidal cells, ChCs are considered the most 

powerful inhibitory neurons (Jones, 1975;Del Rio & DeFelipe, 1994;Del Rio & 

DeFelipe, 1994;Del Rio & DeFelipe, 1997;Gabbott & Bacon, 1996). This is important 

because axon initial segment has a high-density of voltage-gated sodium channels that 

lowers the threshold for action potential initiation. Thus, axon initial segment is thought 

to be the most strategic region to generate the action potential (Catterall, 1981;Wollner & 

Catterall, 1986). Martinotti cells (MCs) represent a group of intemeurons with ovoid or
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spindle somata and laterally extended dendrites. This extensive horizontal structure 

makes it possible for MCs to inhibit distal dendritic tufts of pyramidal neurons (Ramón y 

Cajal, 1911;Gabbott & Bacon, 1996). Most MC cells show a low threshold regular 

spiking pattern (Kawaguchi & Kubota, 1993). MCs are mostly connected with gap 

junctions and less frequently chemical synapses (Hestrin & Galarreta, 2005). The next 

group of intemeurons is double-bouquet cells (DBCs), which show a bi-tufted dendritic 

shape and vertically descending axons. They mostly innervate dendrites with interlayer 

connections in neocortex. DBCs are functionally non-fast-spiking neurons (Kawaguchi & 

Kondo, 2002). Bipolar cells are another group of cells mostly found in layers II-VI. Their 

axons cross all layers and innervate mostly pyramidal cells (Markram et al., 2004). 

Bitufited cells also have the same distribution as bipolar cells with more extended axons, 

targeting other dendrites (Markram et al., 2004). Neurogliaform cells, which were first 

described by Ramon y Cajal (1911), are small cells with round somata (Kawaguchi & 

Kubota, 1997). The specific characteristic of neurogliaform cells is the formation of 

electrical synapses with each other as well as other types of intemeurons, such as bipolar 

cells and ChCs. (Simon et al., 2005)

A complex network of axosomatic, axodendritic and axoaxonic synapses connect 

the excitatory and inhibitory cells and also the cells in each group. 

Immmunohistochemical studies indicate that GABAergic terminals form the majority of 

synapses on pyramidal cell somata (Ribak, 1978;Hendry et al., 1983). These inhibitory 

synapses located on the soma are optimal to inhibit the inputs arriving from all the cell 

dendrites (Jack, 1975). In addition the major synapses on axon initial segment of 

pyramidal cells are chandelier cells, which are known to be GABAergic (Freund et al.,
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1983;Somogyi et al., 1985;DeFelipe et al., 1985). Intemeurons are connected to other 

intemeurons via both GABAergic synapses and gap junctions (Galarreta & Hestrin, 

1999;Tamas et al., 2000). Intemeurons also receive excitatory synapses from pyramidal 

cells via their high affinity sites for glutamate and kainate (Dingledine et al., 1999a). 

Pyramidal cells are interconnected by asymmetric excitatory synapses on dendritic shafts 

and spines of other principal cells (White & Hersch, 1981;White & Hersch, 1982;Porter 

& White, 1986).

Synaptic transmission through neurotransmitters is fundamental for information 

processing in the brain’s complex networks. Neurotransmitters, either excitatory or 

inhibitory, are necessary for the synchronized activity of many excitable neurons in the 

central nervous system. Immunocytochemical studies have found several 

neurotransmitters in the cerebral cortex such as noradrenaline, gammma-amino butyric 

acid (GABA), glutamate, dopamine and neuropeptides (somatostatin, neuropeptide Y, 

vasoactive intestinal peptide, etc) (Jones, 1986;Benson et al., 1991). Moreover, L- 

glutamate and L-aspartate are the main excitatory amino acids commonly found in axon 

terminals of pyramidal cells and gamma-amino butyric acid (GABA) is the most 

abundant inhibitory neurotransmitter produced in intemeurons (Emson & Lindvall, 

1979;Conti et al., 1988). GABA containing cells form exclusively symmetric type 

synapses whereas glutamate containing terminals form asymmetric synapses (Ribak, 

1978;Freund et al., 1983;Hendry et al., 1983;DeFelipe et al., 1985;Somogyi & Soltesz, 

1986;Vemey et al., 1990;Beaulieu & Somogyi, 1991;Ascoli et al., 2008;DeFelipe & 

Jones, 1992;Conti et al., 1989;Dori et al., 1989).
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1.1 Pathophysiology of seizure disorders

Any perturbation in the level of neural excitability or synchrony can contribute to 

dysfunctional network activity, which is an underlying cause of many CNS disorders 

such as seizure (Cossart et al., 2001a;Cossart et al., 2005;Kamphuis et al., 1994). 

Traditionally, a seizure is defined as "a transient occurrence of pathophysiological 

behaviour that is due to abnormal and/or excessive synchronous neuronal activity in the 

brain" (Fisher et a l, 2005). Seizures are typically divided into two main different types 

called partial and general. In partial or focal seizures the seizure activity usually starts 

from a local region of a cerebral hemisphere that subsequently may spread to other parts 

of the brain. It has been shown that some parts of the brain are more vulnerable than 

others to initiate the hyper synchrony. These include limbic structures in the mesial 

temporal lobe, especially the hippocampus, parahippocampal regions, subiculum, 

etorhinal cortex, and amygdala. Partial seizures are further sub classified into three 

groups, i.e. simple partial seizures, complex partial seizures, and partial seizures 

secondarily generalizing to clonic and/or tonic seizures. In generalized seizures, however, 

there is no evidence of focal onset, but essentially spreads over all or large parts of both 

cerebral hemispheres from onset. Based on epidemiological data, 40-50% of all epileptic 

patients suffer from the complex partial seizures with or without secondary 

generalization. The majority (70-85%) of complex partial seizures originate in the 

temporal lobes, particularly in hippocampus and amygdala, and termed as temporal lobe 

epilepsy (TLE) (Loscher & Schmidt, 1994;Engel & Pedley, 2008). Although epilepsies 

are diverse groups of disorders, all having common characteristics of hyperexcitability 

and synchrony, these classifications can often be overlapping.
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The etiology of epilepsy includes the wide range of heterogeneous factors that can 

contribute to abrupt bursts of synchronous activity. These vary from structural damage 

(encephalitis, tumours and craniocerebral trauma) to abnormal metabolic states such as 

fever or sleep deprivation and genetic predispositions (Engel & Pedley, 2008). Despite 

intensive research in the epilepsy field, there are still many unanswered questions about 

fundamental mechanism of epilepsy. Experimentally, seizures can be produced by either 

reducing inhibitory activity or increasing excitatory activity of the brain networks. Thus, 

epilepsy has been conceptualized as being the result of an imbalance between 

synchronized inhibitory and excitatory neuronal fire (Cossart et al., 2001b;Cossart et al., 

2005;Dinocourt et al., 2003;Fritschy et a l, 1999;Gavrilovici et al., 2006;Kamphuis et al., 

1994;Sloviter, 1987). This idea has resulted in development of new drugs targeting the 

inhibitory activity such as vigabatrin, which blocks GABA metabolism; thus raising its 

level in brain and theoretically counterbalances excess excitatory drive. However, the 

clinical results of these drugs have not often had the predicted clinical efficacy. 

Therefore, the idea of an imbalance of inhibition versus excitation may be overly 

simplistic.

1.2 Animal Models of Epilepsy

In order to study the underlying mechanisms of epilepsy scientists have employed 

animal models that attempt to mimic epilepsy (to varying degrees of success). There are 

basically three differing kinds of models. Those that use drugs to cause seizures, those 

where the genetic phenotype has been altered either by inbreeding or gene transfer and 

those that employ electrical stimulation (kindling) (Coulter et al., 2002).
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1.2.1 Chemical Models

In these models, status epilepticus is induced in the subject animals by injecting 

chemical convulsants such as pilocarpine (cholinergic receptor agonist) and kainic acid 

(kainite receptor agonist). Animals then appear overtly normal for a period of time 

varying between 2 weeks and several months. At the end of this time, the animals begin 

to exhibit frequent spontaneous secondarily generalized seizures, which usually persist 

for the remainder of the life of the animal (Ben-Ari et al., 1979;Turski et al., 1983). 

Different pathological findings have been reported in these animal models. Hippocampal 

sclerosis and axonal sprouting are the main pathological features in chemical models. 

Hippocampal pathology in the chemical animal models is similar to the damage seen in 

patients with temporal lobe epilepsy (Ben-Ari, 1985;Cavalheiro et al., 1991;Sloviter, 

1987;Turski et al., 1989). There are other convulsive chemicals that are less popular. 

These include: bicuculline a potent GABAA-receptor inhibitor, cobalt-homocystein and 

flurothyl (bis-2, 2,2-triflurothyl ether) a convulsive gas (Meldrum & Horton, 

1978;Walton & Treiman, 1988;Nevander et al., 1985).

1.2.2 Genetic Models

Two strains of fast-kindled and slow-kindled rats were developed by selective 

breeding of different strains based on their rates of amygdala kindling. Fast rats can 

achieve the last stage of kindling (stage5) with daily amygdala kindling in a week, 

whereas the slow rats reach the stage5 after 3 weeks of daily stimulation (Racine R. et al., 

1999;Poulter et al., 1999). Another animal model of epilepsy are genetically epilepsy-
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prone rats, which are susceptible to acoustically evoked convulsions (Faingold et al., 

1991;Jobe et al., 1973). This strain exhibits convulsions when exposed to sound stimulus. 

Subcortical region disorders are responsible for seizure susceptibility in these animals 

(Chocholova, 1962). Mutant rat with telencephalic internal structural heterotopias is also 

a genetic model of epilepsy. The neurons in the heterotopic region lack the radial 

orientation and laminar pattern. The mutation in these rats results in a wide region of 

heterotopia under the neocortex, extending from frontal to occipital lobe. These rats show 

seizure activity after postnatal day 30. Abnormality in cell proliferation and migration is 

considered to be responsible for this malformation (Lee et al., 1997;Chen et al., 

2000;Koplovitz & Skvorak, 1998).

1.2.3 Kindling

The model that will be used in this study is the amygdala-kindling model. It is very 

good at mimicking partial onset seizures and has been used for over 40 years (Racine, 

1972a;Racine et al., 1975;Goddard et al., 1969). We used this model to unveil some 

pathophysiological aspects of epilepsy, by understanding how kindling supports seizures.

Kindling is a phenomenon in which short daily electrical stimulation of a neuronal site 

in a limbic region, such as the amygdala or hippocampus, will result in complex partial 

seizures which then secondarily generalize. In other words, periodical and initially sub 

convulsive deep brain electrical stimulation of a limbic site will induce both behavioural 

and electro-graphical changes (after discharge) in the subject animal (Racine, 

1972a;Racine, 1972b). Several authors have reported kindling-like phenomenon in 

human as well (Sato et al., 1990;Coulter et al., 2002). Kindling appears to be the current
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model of choice for investigating the functional mechanisms underlying cryptogenic 

TLE, because of many desirable features. First, kindling is a process which progresses 

from very first stage of low frequency after discharge (AD) associated with little 

behavioural response, to the complex convulsive seizure and long AD occurring in stage 

5. Racine’s staging of kindling process which developed in 1972, clearly classifies the 

initial movements and head bobbing as stage 1 and 2, mild forelimb clonuses as stage 3 

and rearing, loss of balance and falling as stages 4 and 5 (Racine, 1972a). Moreover, as 

the kindling process passes through further stages, the after discharge threshold or the 

current intensity threshold to induce focal brain activity decreases significantly, and at 

the same time the duration of AD considerably increases (McIntyre et a l, 2002a). It has 

also been shown that the epileptic state induced by kindling persists at least one month in 

the subject animal (McIntyre & Plant, 1993). Furthermore, the kindling process is easily 

reproducible with relatively no mortality in the animals. Neuropathological studies have 

shown that in contrast to other animal models of epilepsy, kindling not only causes less 

neuronal loss, but also reorganizes the neuronal circuitry via synaptogenesis and fibres 

sprouting (Parent et al., 1998). Numerous studies have identified anatomical, 

neurochemical and electrophysiological changes that occur due to kindling but the exact 

mechanism by which kindling induces seizures remains unknown (Bertram, 

2007;McIntyre et al., 2002a;Hiyoshi & Wada, 1992;Goddard et al., 1969).

1.3 Piriform cortex

Although once the seizures are induced all limbic regions are involved, our lab has 

focused on changes that occur in the piriform cortex (PC). The reason for this focus is 

that it is among the most epileptogenic regions within the limbic region and it has a
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relatively simple neuronal structure yet makes an enormous amount of connections to 

other limbic structures.

The PC is the largest area of the mammalian olfactory cortex, which is characterized 

by direct input from the olfactory bulb (OB). PC extends over 5 mm of rostral to caudal 

area in rat forebrain just ventral to the rhinal fissure. PC is located in the paleocortex and 

is comprised of only three neuronal layers. Layer I contains afferent fibers from the 

olfactory bulb and few GABAergic horizontal cells. Layer I is further divided to layer la 

which mostly contains afferent fibers from olfactory tract, and a deeper layer lb 

containing afferent fibers from other neurons in the PC. Layer II contains afferent fibers 

from other neurons of PC, superficial pyramidal cells (SP), semi lunar cells (S), and 

small globular cell (G). Both SP and S cells are glutamergic, but G cells are GABAergic. 

Layer III has pyramidal and intemeuronal cells; however, multipolar cells, which are 

GABAergic, are the main cell type in this layer (Haberly & Feig, 1983;Haberly & 

Bower, 1984;Martinez et al., 1987). In addition to major afferent input from lateral 

olfactory tract (LOT) to the PC, there are some afferent fibers from basal forebrain, the 

hypothalamus, the thalamus and the brain stem making synaptic connections with PC 

neurons. There are also vast intrinsic connections between excitatory and inhibitory cells 

in the different layers of PC. Inhibitory neurons in the PC have been implicated to 

provide both feed forward (Ballain et al., 1998;Ekstrand et al., 2001;Kanter et al., 

1996;Kapur et al., 1997;Princivalle et al., 2000) and feedback inhibition (Ballain et al., 

1998;Haberly & Bower, 1984) on pyramidal cells.
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Classifying the intemeurons based on neurochemical content, for example, the 

presence of calcium binding protein (CBPs), is one of the useful characterization 

methods, makes it possible to exactly locate the cells and provides information about the 

morphology of the intemeurons. Calretinin (CR), parvalbumin (PV), and calbindin D28K 

(CB) are calcium-binding proteins that exclusively expressed in intemeurons 

(GABAergic cells) and not in excitatory (glutamatergic) neurons (McBain & Fisahn, 

2001). Recent studies in our lab using CBPs to locate the intemeurons in the rat piriform 

cortex, have shown that the majority (79%) of cell somas of intemeurons are in the layer 

III, while layer II and I of the PC contain only 19% and 1% of intemeurons, respectively. 

This study also indicates that intemeurons in PC innervate somata and dendrites positive 

for the same CBP, with only one exception, which is paravalbumin-calbindin (PV/CB+) 

intemeurons innervating also PV1- dendrites (Gavrilovici et al., 2010a). There are two 

main inhibitory circuits that connect the inhibitory and excitatory cells in piriform cortex: 

feed forward and feedback inhibition. To provide feedback inhibition, Layer II pyramidal 

cells form excitatory synapses on Layer III intemeurons. In return, layer III intemeurons, 

which are mostly PV/CB, CB, and PV positive cells, make inhibitory synapses on 

perisomatic region of Layer II principal cells. In addition, Layer III intemeurons with 

long axons can cross the layers and establish inhibitory synapses on apical dendrites of 

pyramidal cells (Gavrilovici et al., 2010b;Ekstrand et al., 2001;Suzuki & Bekkers, 

2007;Neville & Haberly, 2004). To establish feed forward inhibitory circuit in PC, the 

afferent axons from mitral cells of olfactory cortex activate the intemeurons in layer I. In 

turn these cells make inhibitory synapses on pyramidal cells in layer II of the PC. The 

dendrites in layer I of the PC mostly arise from intemeurons positive for CB, CR and PV/
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CB, with their somata located in layer II and I (Ballain et al., 1998;Ekstrand et al., 

2001;Princivalle et a l, 2000).

1.3.1 Role of PC in kindling model of TLE

Piriform cortex is part of the limbic system and in addition to its primary role in 

olfactory perception and memory processing, PC has been widely known as a highly 

epileptogenic region during kindling. Recent studies have shown that PC has many 

characteristics, which makes it a good candidate for epilepsy propagation studies. It is 

possible to kindle PC with the smallest number of stimulations, in contrast to other limbic 

sites such as hippocampus, which requires many more pulses. This can be because of 

strong connection between PC and motor cortex (Bolwing et al., 1992). Interictal spikes, 

which are common features in many epileptic disorders, have been recorded in PC very 

early in the kindling process, regardless of which limbic site had been kindled. The order 

of activity of interictal spikes recorded from different brain sites is as follows: PC, 

amygdala, etorhinal cortex, ventral hippocampus and septal area, while the dorsal 

hippocampus has not shown any interictal activity. This raises the possibility of PC being 

one of the main generators of interictal spikes (Kairiss et al., 1984;Racine et al., 1988). In 

addition, large after discharges can be observed in ipsilateral PC, during early electrical 

stimulation of other limbic sites (Ebert et al., 1995;Loscher & Ebert, 1996a). Thus, PC 

could play an important role providing the driving force in the generation of epileptic 

after discharges. Autoradiographic studies using radiolabeled 2-DG (deoxyglucose) 

method for investigation of cerebral metabolism and blood flow also showed the early 

increased activity in the PC after kindling the ipsilateral amygdala (Engel et al., 1978). 

Also PC is the first region that exhibits induction of immediate-early genes, e.g., c-fos
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during the kindling process regardless of kindling site. The expression of c-fos proto­

oncogene has been widely used as a marker of neuronal activation during electrical 

stimulation and can provide insight into the anatomical regions that are activated during 

seizurogenic process. Induction of c-fos gene and other proto-oncogens such as c-jun, 

jun-B, jun-D is considered as the first step of alternating effects of electrical stimulation 

in changing the pattern of neuropeptides and proteins (Loscher & Ebert, 1996a;Morgan 

& Curran, 1991). Furthermore, it has been shown that while unilateral lesion in the PC 

can increase the threshold of seizure induction during kindling, bilateral lesion of PC can 

result in complete blockage of seizure induction upon kindling from the hippocampus or 

the olfactory bulb. This indicates the crucial role of PC in regulating the excitability in 

amygdala (Loscher & Ebert, 1996a). Applying GABA-receptor potentiators in the PC 

can markedly increase the threshold of seizure induction upon kindling from basolateral 

amygdala (BLA), supporting the idea that the PC plays the major role in seizure 

propagation (Piredda & Gale, 1985;Piredda et al., 1985).

1.4 Neuronal Network

Diverse populations of cells in the cortex are responsible for processing, transferring 

and storing the information as distributed networks. Thus, there should be functional 

mechanisms that can relate the information processed in different assemblies of cells. 

One possible mechanism is oscillatory synchrony. Neuronal networks in mammalian 

cortex have demonstrated wide range of oscillatory activity from 0.05 Hz to 500 Hz. 

Oscillatory activities are the result of interaction between intrinsic cellular and circuit 

properties (Steriade, 2001;Whittington & Traub, 2003;Traub et al., 1999). Neuronal 

network oscillations at distinct frequencies have been proposed to play a significant role
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in the function of different brain sites. Different frequency classes of oscillations and 

their correspondent behavioural applications have been preserved throughout mammalian 

evolution, indicating their major role in different brain sizes (Destexhe & Sejnowski, 

2003;Gray et al., 1989;Kahana et al., 2001;Laurent, 2002). Brains oscillators have many 

functions. For instance, different assemblies of cells can be coupled through oscillations 

with similar frequencies (Strogatz et al., 1992;Buzsaki et al., 2004). Oscillation can also 

affect input selection and plasticity of cells (Whittington & Traub, 2003;Thomson, 2003).

Recent studies have shown that the firing of mitral and tufted cells in the olfactory 

bulb and pyramidal cells in the PC is regulated by two main types of oscillations as 

gamma (30-80 Hz) and beta (10-30 Hz) (Eeckman & Freeman, 1990;Kashiwadani et al., 

1999). Gamma oscillation has been described to originate in the OB and then transfers 

thorough PC (Becker & Freeman, 1968). Beta oscillation is generated in the OB, PC, 

etorhinal cortex and dentate gyrus and is more obvious in the PC than OB. Beta 

oscillation can be generated in olfactory bulb by stimulation with certain organic solvents 

(Chapman et al., 1998;Zibrowski & Vanderwolf, 1997). In the PC, beta oscillations have 

been known to play a role in odour sampling and memory (Martin et al., 2007). In the 

hippocampus, different studies have shown that network oscillations such as theta and 

sharp-wave-associated ripples are important in encoding, consolidation and retrieval of 

information (Fox, 1989;Ylinen et al., 1995a;Ylinen et al., 1995b;Csicsvari et al., 

1999;Buzsaki, 2002).

Different methods have been used to investigate the oscillatory activity and network 

characteristics of neurons in the cortex. Local field potentials (LFPs) recording is one of
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the methods that has been used for decades to study extracellular electrical activity. In 

this method, a low impedance microelectrode is placed in the extracellular region of the 

tissue and measures the electrical potential difference between the microelectrode and the 

reference electrode (Buzsaki & Traub, 2008). The signal is then low-pass filtered to 

exclude any individual spike; thus the result is the sum of synaptic input and not the local 

spiking activity (Mitzdorf, 1985). LFPs recording data can be interpreted by using 

current source density analysis in which the voltage fluctuation in a given field will be 

converted to current flows inward or outward the field. LFPs recording coupled with 

single-cell recording in the hippocampus have shown that diverse intemeuron 

populations have their distinct contributions to neuronal synchrony. Each group of 

intemeurons has distinct firing pattern, and innervate a specific part of pyramidal cells, so 

they are thought to temporally coordinate firing of pyramidal cells and control the 

oscillation synchrony, which is necessary for different states of functioning brain 

(Buzsaki & Chrobak, 1995;Klausberger et a l, 2003). LFPs and extracellular single-unit 

activity were recorded from PC layers II/III also provided some evidence of neuronal 

synchrony in gamma and beta oscillations (Litaudon et al., 2008;Becker & Freeman, 

1968;Freeman, 1978).

Although LFPs recording has provided valuable information on neuronal network 

oscillations, it has also some limitations. First, we should consider that the excitatory 

input on the apical dendrite and the inhibitory input on the cell soma both will contribute 

to the similar effect on the field potential. Because of the identical direction of current 

flow in these two inputs, the EPSPs and IPSPs will be added. Thus, one cannot 

distinguish between IPSPs and EPSPs with the use of LFPs recording (Buzsaki & Traub,
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2008). The second problem with the LFPs data is the contribution of other factors rather 

than only EPSPs and IPSPs to the voltage change recorded by this tool. One of the major 

non-synaptic events is the calcium spike in the dendrites. Such calcium mediated action 

potentials are generated to boost the synaptic inputs and usually do not travel to the soma 

(Magee & Johnston, 1997;Markram et al., 1997;Wong et al., 1979). The other non­

synaptic event is the intrinsic oscillatory activity of the cell membrane. This voltage- 

dependent slow oscillatory fluctuation has been recorded from different brain sites such 

as hippocampus, thalamocortical neurons and stellate cells of etorhinal cortex (Leung & 

Yim, 1991;Pedroarena & Llinas, 1997). Because the intrinsic oscillatory activity can 

occur simultaneously in many cells in a local field, they can contribute to a large effect in 

the LFPs recordings (Haas & Jefferys, 1984;Taylor & Dudek, 1984). It has been also 

shown that membrane hyperpolarization followed by Ca2+ spike usually makes large 

amplitude changes in the field potential recordings. Calcium-mediated increase of 

potassium conductance is responsible for this effect (Hotson & Prince, 

1980;Schwartzkroin & Stafstrom, 1980). Thus, because of all these factors, LFPs 

recording is not a perfect tool for recording the oscillatory activity of neuronal networks.

Another valuable technique in studying the neuronal network in the brain cortex is 

dual whole-cell recording. Using this method Ren et al. (2007), has shown that 

stimulating a pyramidal cell in layer II/III of the mouse visual cortex can elicit a fast 

inhibitory postsynaptic current in a nearby pyramidal cell, suggesting that the pyramidal 

cell is directly innervating the intemeurons, which then inhibit the soma of another 

pyramidal cell (Ren et al., 2007). Another experiment done by Cobb et al. (1995), using 

dual intracellular recordings has shown that 1-8 Hz stimulus activating basket cells and
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axo-axonic intemeurons in CA1 region of hippocampus can synchronize the firing of 

pyramidal cells, which are simultaneously recorded. They also showed that intemeurons 

are able to entrain the pyramidal cells both in sub and suprathreshold level of activity. 

This study indicated that the combined effects of hyperpolarizing events from 

intemeurons and intrinsic oscillatory level in pyramidal cells will contribute to phase 

lock activity in theta frequency in principal cells (Cobb et al., 1995).

Although paired and multi-electrode patch clamp recording provide valuable 

information about the morphology and electrophysiological characteristics of individual 

cell or basic circuits in the cortex, these techniques have significant limitations regarding 

the study of neuronal population activity in different layers or columns of the cortex. To 

overcome this problem, a variety of electrical and optical methods have been introduced 

(Callaway & Yuste, 2002;Frostig et al., 2008;Schubert et al., 2007). One of these 

techniques that provides the opportunity for multi-site stimulation and recording is multi­

electrode array (MEA). Since the introduction of MEA chips by Thomas et al. (1972) and 

Gross et al. (1977), they were mostly used to study the network activity in cultured cells 

and rarely in acute brain slices (Jimbo et al., 2000;0tto et al., 2003;Kopanitsa et al., 

2006;Mann et al., 2005;Wirth & Luscher, 2004). This is because of technical problems in 

making tight seals between the surface of cells in the slices and the microelectrodes. 

However, cultured cells have enough time to make the necessary connection with the 

electrodes (Heuschkel et al., 2002). Using micro-electrode-array chips in rat brain slices 

Bakker et al. (2009), recorded the field potential activity of microcircuits in rat 

somatosensory cortex. They showed high level of repeatability in spatial pattern of 

stimulus propagation after stimulation of supragranular, granular and infragranular
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layers. They also showed that stimulus response distributes from one column to adjacent 

columns and the profile of response is different in neighbouring columns (Bakker et al., 

2009). Studying the mechanism of network oscillation requires following the population 

activity in different sites of the brain. Using a combination of multi-electrode array 

recording, voltage-sensitive dye imaging and single cell recording, Mann O.E et al 

(1995), tried to unveil the mechanism underlying the gamma generation in CA1-CA3 

area of hippocampus in rat brain slices. The results of this experiment indicated the 

stratum pyramidal as the source of gamma oscillation in CA3 region. However, this 

oscillation is the result of rhythmic perisomatic inhibitory input to the pyramidal cells. In 

addition, this study revealed the significant role of feedback input of pyramidal cells on 

GABAergic intemeurons via AMPA receptors. The feedback effect of pyramidal cells 

synchronizes intemeuron firing (Mann et al., 2005).

1.5 Voltage-sensitive dye imaging

Despite the fact that classical electrophysiological techniques have provided vast 

insights into the mechanism of single cell activity and neuronal circuit synchronization, 

there are limitations associated with these techniques. For instance, following membrane 

potential changes in small cells and also in tiny processes of a cell is not feasible by 

intracellular recording methods. More importantly, the classical field potential recordings 

using either single or multiple electrodes cannot provide high spatiotemporal information 

on neuronal population activity. Optical imaging using voltage sensitive dyes (VSDs) 

seems to be capable of compensating for these limitations. Since its introduction in late 

twentieth century, voltage-sensitive dye imaging (VSDI) has been accepted as a valuable 

tool to investigate neuronal activity (Hill & Keynes, 1949;Cohen et al., 1968). VSD
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imaging is a non-invasive technique, which provides high spatial resolution at the single 

cell level as well as high temporal resolution in the microseconds range. Using VSD 

recording it is possible to record the inhibitory changes in membrane potential, while 

field potential recording technique cannot recognize the inhibitory post synaptic 

potentials (IPSPs) in the subject cell. On the other hand, VSD imaging can provide 

valuable information about neuronal circuitry by recording simultaneously from multiple 

sites. These unique qualities of VSD imaging resulted in development of this technique 

in recent decades and emerging different kinds of dyes and recording cameras to this 

field. Voltage sensitive dyes are molecular probes that can transfer the events in 

membrane potential to the change in optical signal. There are two major categories of 

voltage sensitive dyes: fast and slow (Waggoner, 1979).

1.5.1 Slow voltage sensitive dyes

Slow dyes, which are also known as “Nemstian” dyes, are membrane permeable and 

their distribution into the cell follows the Nemst equation (Gross & Loew, 1989). 

Redistribution mechanism of slow dyes is potential-dependent (Waggoner, 

1979;Waggoner, 1988;Chen, 1988;Freedman & Novak, 1989). As the permeability of the 

dye increases the response time becomes faster. Some examples of slow dyes are 

positively charged cyanine dyes and negatively charged oxonol dyes (Waggoner, 

1979;Chen, 1988;Freedman & Novak, 1989). For example, hyper polarization in the cell 

membrane results in redistribution of dithiodicarbocyanine dye, diS-C3 -  (5), into the 

cell. Since the dye bound to the cell organelles emits less fluorescence, hyper polarization 

will result in a reduced fluorescence activity (Sims et al., 1974;Tsien & Hladky, 1978). 

Slow dyes have been used to map the seizure pathway in rat brain in vivo (Dasheiff,
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1989;Sacks & Dasheiff, 1992). Voltage sensitivity of slow dyes is about 1-2% per 

millivolt change in membrane potential. Although many scientists have used slow dyes to 

study the membrane potentials in small cells and organelles, this technique has many 

limitations. One problem is that some other non-Nemstan factors such as dye aggregation 

inside the cell can result in change in fluorescence intensity, so there is no universal 

calibration curve for the slow dyes (Reers et al., 1991;Smiley et al., 1991). In addition, 

the time constant of slow dyes is 1-20 s; therefore these dyes are not suitable for 

recording fast changes in membrane potential.

1.5.2 Fast voltage sensitive dyes

The second group of optical probes is fast voltage sensitive dyes. These dyes took a 

lot of attention as a good tool to investigate fast synaptic activity in central nervous 

system. Fast dyes are amphipathic molecules with the ability to change the emitted 

fluorescence in according to any alternation in membrane potential (Cohen et al., 

1974;Ross et al., 1977;Gupta et al., 1981;Chien & Pine, 1991). Fast dyes respond to the 

change in the membrane potential in a millisecond time range, thus they can be applied 

for following the fast synaptic activity. There are four major classes of fast voltage 

sensitive dyes: (1) merocyanine-oxazolone, (2) merocyanine-rhodanine, (3) oxonol and 

(4) styryl (aminostyryl pyridinium) dyes (Cohen et al., 1974;Ross et al., 1977;Gupta et 

al., 1981;Loew & Simpson, 1981).

Different mechanisms have been proposed underlying the fluorescent change of 

voltage-sensitive dyes in the electrical field. The most accepted mechanisms are 

molecular motion and electron motion (charge shift mechanism) (Waggoner & Grinvald,
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1977;Cohen & Salzberg, 1978;Gross & Loew, 1989). It is obvious that the mechanism 

responsible for voltage sensitivity in each group of fast dyes is different from the others 

and depends on the charge and the structure of the dye molecule. Merocyanine dyes have 

been shown to work based on a rotation-dimer hypothesis, in which any change in the 

local electric field will result in a shift in equilibrium between monomeric dye molecules 

oriented perpendicular to the membrane and dimeric dye oriented parallel to the 

membrane (Ross et al., 1974;Ross et al., 1977). Other studies suggested that the 

mechanism underlying the action of negatively charged axonol dyes, WW781 and RGA 

461, is an on-off mechanism by shifting the chromophor between the membrane surface 

and locations within the membrane which subsequently changes the emitted fluorescent 

spectra (George et al., 1988).

Of more interest are Styryl probes such as di-5-ASP and di-4-ANEPPS, which have 

been extensively studied and synthesized by Loew and colleagues (Loew et al., 

1979;Loew et al., 1985;Loew & Simpson, 1981;Fluhler et al., 1985). The structure of 

styryl probes is consisted of a quarterized pyridinium linked to amino phenyl via one or 

double bounds (Cohen et al., 1974;Ross et al., 1977;Gupta et al., 1981). The voltage 

sensitive properties of styryl dyes can be explained by electrochromism mechanism. 

Electrochromism is a phenomenon displayed by some materials in which any change in 

electrical field shifts the absorption peak frequency of the material, therefore results in 

changing color (Waggoner & Grinvald, 1977;Loew & Simpson, 1981;Gross & Loew, 

1989). After binding to the membrane, the positively charged pyridinium ring is oriented 

toward the extracellular space, keeps the long axis of the probe perpendicular to the 

membrane surface. Excitation in the electrical field shifts the positive charge from
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pyridinium ring to the amino phenyl end of the molecule. Thus, relocation of the positive 

charge alters the fluorescent emission frequency and produces the blue shift of the 

spectrum for these dyes (Loew et al., 1978;Loew et al., 1979). Styryl dyes are not 

fluorescent in aqueous solution and also they show different spectral properties based on 

their environment (Montana et al., 1989). During last decades, about 1800 voltage 

sensitive dyes have been tested but less than 200 of them have displayed enough 

sensitivity to follow membrane voltage change with minimum toxicity (Cohen et al., 

1974;Ross et al., 1977;Gupta et al., 1981). Di-4-ANEPPS (4 represents the number of 

carbons in each of the alkyl chains, aminonaphthylethylene pyridinium propylsulfonate) 

is one of the best fast dyes applied for optical recordings. This dye shows a change in 

fluorescent of 8-10% for lOOmV change in membrane potential. This is not the ideal 

voltage sensitivity for the fast dyes while the dye RH421 shows 21% change on 

neuroblastoma cell preparation (Grinvald & Farber, 1981;Grinvald et al., 1983). 

However, di-4-ANEPPS has shown a considerably consistent response in different 

preparations, which is not the case for dye RH421. The fluorescence response of di-4- 

ANEPPS has been consistent in numbers of cultured cell lines, red blood cells and 

bilayer model membrane (Gross et al., 1986;Fluhler et al., 1985). The maximum 

fluorescence excitation/emission spectra of di-4-ANEPPS bound to neuronal membranes 

are ~ 475/617 nm. Hyperpolarization in the cell membrane results in a decrease in 

fluorescence excited at approximately 440 nm and an increase in fluorescence excited at 

530 nm (Montana et al., 1989). Di-4-ANEPPS has no net charge at neutral pH. It also 

causes less photodynamic damage than other voltage sensitive probes (Fromherz & 

Vetter, 1992). Di-4-ANEPPS is the dye we used in our experiments.
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Figure 1- Di-4-ANEPPS

[l-(3-sulfonatopropyl)-4-[beta- [2-(di-n-butylamino)-6-naphthyl] vinyl] pyridinium 
betaine]

1.5.3 Optical recording methods

Since the optical signals produced by voltage sensitive dyes are small in size, it is 

important to utilize a powerful imaging system. Two major optical recording systems are 

photodiodes and video imaging. A photo-iodide detector is capable of converting light to 

current or voltage. Any photon with enough energy can excite an electron in this system 

making a free electron. Single photon multiplier tubes and single photodiodes, were the 

first methods used to detect the optical signal. However, due to their limited spatial 

resolution these techniques were mostly replaced by multiple photodiodes and

photodiode arrays (Tasaki et al., 1968;Cohen et al., 1974;Ross et ah, 1974;Salzberg et ah,
1

1977;Grinvald et ah, 1977;Grinvald et ah, 1981).

The other optical recording technique is video imaging. Loew and colleagues were the 

first to introduce the application of video imaging in recording the voltage-sensitive dye 

signal. They used this method to map the spatial propagation of externally applied
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transmembrane potential changes in non-excitable cells (Gross et al., 1986). 

Conventional tube technology was initially applied for VSD video imaging. However, 

this technique was later replaced by using CCD (charge-coupled device) camera that 

considerably increased the spatial and temporal resolution (Yae et al., 1992;Elias et al., 

1993). Recently a new generation of CMOS (complementary metal oxide semiconductor) 

based cameras, have increased even more the temporal and spatial resolution in VSD 

imaging. CMOS based cameras have the temporal resolution of about 10,000 

ffames/second and a quantum efficiency of 60%. They also provide a spatial resolution 

of 100 x 100 pixels, covering an area of 10 mm x 10 mm in the slice (Lieke et al., 

1989;Ts'o etal., 1990)

One of the most important parts of VSD recording set-up is the light source used to 

excite the dye. Since the optical signal of the dye in CNS preparations is at a fraction of 

1% relative to background fluorescence, we need a stable light source. Furthermore, the 

light source should be sufficient to excite the probe. Depth of the recording is the other 

factor that considerably affects the light intensity. In epi-fluorescence recording both the 

illuminating light and the emission light are fall-off by a factor of 10/mm, resulting in a 

reduction of signal to noise ratio of 10/mm (Orbach & Cohen, 1983). Two major classes 

of light sources used in VSD imaging set up are tungsten-halogen lamps and mercury arc 

lamps (Grinvald et al., 1981). Mercury arc lamps produce high intensity illumination at 

wide spectral ranges, such as 546.1 nm that is suitable for exciting the RH414 and di-4- 

ANEPPS. However, the mercury arc lamps are unstable and possess both the fast and 

slow noise (Chien & Pine, 1991;Orbach & Cohen, 1983). On the other hand, the halogen 

lamps have the advantage of more stability over arc lamps (Kamino et al., 1989).
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1.5.4 Optical signal analysis

Measurements of optical signal are usually done by reporting the change in the 

fluorescence (AF) as a fraction of the background level (AF/F). Different factors such as 

dye, lens and tissue characteristics can affect the intensity of the recorded signal. Dyes 

with greater difference in fluorescence level between two states (ground and excited 

states) will show stronger change in optical signal. To obtain better fluorescent signal it is 

also necessary to use a lens with high numerical aperture. In addition, one of the factors 

that considerably decreases the optical signal is the unspecific binding of the dye 

(Waggoner & Grinvald, 1977). The change in light intensity depends on the membrane 

area and changes in membrane potential. Thus, elements with high surface to volume 

ratio, will contribute greater to the recorded signal. This includes dendrites, axons and 

also the glial cells (Grinvald et al., 1983;Bonhoeffer & Staiger, 1988;Loew et al., 1992). 

Loew et al. (1985) showed that the fluorescence change in squid axon stained with di-6- 

ASPPS is 20-40 folds lower than stained hemispherical bilayers. This is because of high 

level of background fluorescence emitted from non-specific staining (Loew et al., 1985). 

Although it is possible to increase the signal by increasing the light intensity, this can 

result in phototoxicity. It has been shown that dye molecules in the presence of 

illumination can form reactive oxygen and other free radicals. These reactive components 

can damage the cell (Pooler, 1972;Cohen et al., 1974;Ross et al., 1977). The other issue 

is dye internalization, which reduces the signal. However, new improvements in dye 

structure such as reduced internalization and phototoxicity in combination with using fast 

CCD based cameras which need less light to record the activity has contributed to
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increased imaging quality. It also provides the opportunity to record the tissue activity for 

hours without any change in physiology (Obaid et al., 2004;Ang et a l, 2005).

Voltage-sensitive dye imaging has been used in wide range of preparations from 

recording the electrical activity of tiny processes of cultured cells (Grinvald et al., 

1983;Grinvald et al., 1981) to mapping the activity of the mammalian cortex in vivo  

(Woolsey & Van der Loos, 1970;Orbach & Cohen, 1983;Kobayashi et al., 2010;Biella et 

al., 2010;Petersen et al., 2003;Cinelli & Kauer, 1995). VSD imaging has also been 

applied to study the synaptic response in the synaptic site by injecting the VSD into a 

single cell (Cohen et al., 1974;Gupta et al., 1981). To demonstrate the validity of VSD 

imaging in following the changes in membrane voltage, some set of experiments have 

been done. In these experiments scientists tried to calibrate the data of VSD imaging by 

combing it with other techniques such as whole cell patch clamp and local field 

potentials recordings. Using dye di-4-ANEPPS, Tominaga et al. (2000), showed that the 

trace of voltage membrane change obtained by optical recording follows the same pattern 

as intracellular recording and field potential recordings, suggesting that the optical signal 

essentially measures the change in membrane potential of postsynaptic neurons. They 

also demonstrated that the optical signal of di-4-ANEPPS dye recorded by the MiCAM 

ULTIMA camera (the same setup we are using in our experiments) is relatively stable 

without making any perturbance in cell physiology (Tominaga et al., 2000). Other 

investigators have also demonstrated the linear relationship between fluorescence change 

and the change in membrane voltage recorded by current clamp techniques. This 

relationship was over a physiologic scale of (-5 to +30 AVm) of about 0.1% AF/F for 

each 10 mV voltage change for JPW 3031 dye (Carlson & Coulter, 2008). Hippocampus
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is one of the brain regions has been widely studied by VSD imaging. Because of laminar 

structure of hippocampus circuitry and distinct afferent and efferent projections, it is 

ideally suited for VSD imaging. VSD imaging has been used to study the physiology and 

signal propagation in hippocampus (Grinvald et al., 1982;Saggau et al., 1986;Bonhoeffer 

& Staiger, 1988;Bonhoeffer et al., 1989). By stimulating the alveus the resulting 

antidromic activation of CA1 pyramidal cells generates optical signals consistent with 

hyperpolarization in the CA1 region of the hippocampus in rat brain slices (Grinvald et 

al., 1982;Carlson & Coulter, 2008;Tominaga et al., 2009). Since IPSPs are really 

sensitive to both internal anion concentrations that are usually disturbed in whole- cell 

recordings and holding current, it is not possible to follow the inhibitory activity 

accurately by patch clamp methods. Thus, recording the ensemble inhibitory activity of 

neuronal population is one of novel applications of VSD imaging. On the other hand, 

VSD imaging is a valuable tool to study seizure propagation because of possibility to 

record from different regions in the tissue simultaneously. Voltage sensitive probes have 

been used to study the origin and propagation pathway of interictal activity in 

hippocampus slices from different species. CA2-CA3 regions have been implicated as 

the origin of interictal spikes, with some variances in different species (Colom & Saggau, 

1994).

Optical imaging of the piriform cortex has also provided some information about the 

signal propagation in the control state and also after application of different drugs. 

Electrical stimulus to the layer la of piriform cortex resulted in propagating of the signal 

to the layers II and III, and in some slices to the adjacent endopiriform nucleus. These 

findings were consistent with the results of field potential recordings done
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simultaneously in the same tissue, with the maximum peak of fluorescent signal 

coincided with the maximum negativity in the field potential recording (Sugitani et al., 

1994a;Sugitani et al., 1994b;Demir et al., 1998a). By applying bicuculline methiodide, a 

GABAa receptor antagonist, to the bath the fluorescence signal can distribute over a 

larger area even with a smaller stimulus current (Demir et al., 1998b).

28



2. Working Hypothesis

Recent evidence in our lab has shown intemeurons (INs) within the piriform cortex 

are more inhibited after kindling (Gavrilovici et al., 2006). On the other hand, we know 

that INs have both inhibitory connections on pyramidal cells and reciprocal connections 

with other intemeurons (Haberly & Feig, 1983). We also know that layer III contains the 

highest PC intemeuron population (Haberly, 1983;Haberly et al., 1987). Since INs are 

important for inhibiting the activity of the principal cell layer, this raises the possibility 

that increased disinhibition may lead to seizures. Thus, the hypothesis that will be 

investigated here is that the occurrence of disinhibition in the layer III of piriform 

cortex provides the driving force for activation of principal cells in layer II and 

increased level of disinhibition in the PC is responsible for the seizure activity after 

amygdala kindling. To test this hypothesis, we first needed to characterize the 

occurrence of disinhibition in the layer III of PC using voltage-sensitive dye imaging 

from the slices of control rats. We also investigated the impact of different conditions 

(stimulus frequency) on the level of disinhibition. In addition, we tested the effect of a 

pharmacological agent that alters the GABAergic inhibition on piriform cortex. Finally, 

we addressed the effect of kindling-induced seizures on inhibitory and excitatory activity 

in the piriform cortex to gain better understanding how kindling can change the 

disinhibition.
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3. Materials and Methods

All experiments were conducted in accordance with the guidelines of the Canadian 

Council on Animal Care and approved by university of Western Ontario council on 

animal care.

3.1 Kindling

Rats were divided in two groups. A group of rats were implanted with bipolar 

electrodes in basolateral amygdala (BLA) for kindling and the second group was control 

non-kindled rats. Male Sprague Dawley rats weighing 200 g were anaesthetized with 0.1 

cc/lOOOg of a mixture of ketamine and domitor (medetomidine hydrochloride) solution. 

The stimulating/recording electrodes were implanted in both right and left basolateral 

amygdala by using stereotactic surgery set-up with the following coordinates: 2.6 mm 

posterior to Bregma, 4.5 mm lateral to midline and 8.0 mm ventral (Paxinos & Watson, 

1986). The electrodes were constructed of two twisted strands of 0.127-mm diameter 

Diamel-insulated Nichrome wire and were attached to male Amphenol pins. The 

electrodes were implanted and secured to the skull with jeweller’s screws. Dental acrylic 

cement was used to fix the electrodes in the skull (McIntyre & Molino, 1972). Kindling 

was started one week after surgery. The after discharge threshold (ADT) was determined 

in each amygdala by delivering a 2-s 60-Hz sine wave stimulus of progressively 

increasing intensity (15, 25, 35, 50, 75, 100, 150, 200, 250, 300 and 350 pA) until an 

after discharge was triggered (McIntyre & Plant, 1993). Daily kindling in one side 

amygdala was continued until observation of stage 5 seizures according to Racine’s
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staging in 3 consecutive days (Racine, 1972a). Then the rats were allowed to recover for 

2 weeks before slice preparation.

3.2 Slice preparation and staining

In the day of the experiment a rat was deeply anaesthetized with the domitor-ketamine 

solution, the chest wall was opened then ice-cold choline solution was perfused through 

the heart. Choline solution contained (in mM) choline Cl, 110; KC1, 2; NaH2P04, 1.2; 

NaHC03, 25; CaC12, 0.5; MgC12, 7; Na pyruvate, 2.4; ascorbate, 1.3; dextrose, 20 

(McIntyre et al., 2002b). Then the rat was decapitated and brain was removed. The 

temporal lobe area was excised as a block and subsequently sliced coronally with a 

Vibratome in 400pm-thick sections. The slices were obtained from 2.2 to 0.2 mm relative 

to bregma. The slices were incubated at 37 °C for 30 min and then moved to a room- 

temperature (22 °C) bath for at least 45 min. Slicing, incubation and storage were all 

performed in the choline solution. The ACSF (artificial cerebrospinal fluid) solution that 

run through the bath during the recording was similar to choline solution except that 

pyruvate and ascorbate were removed and equimolar NaCl replaced the choline Cl. 

MgS04 and CaC12 were used at concentration of 1 mM in this solution. All solutions 

were maintained at pH 7.4 and bubbled with 5% C02 /  95% 02  (carbogen). For staining, 

the slices were incubated for 30 min in a solution contains 0.6 mM of dye di-4-ANEPPS 

(D-1199, Invitrogen Molecular Probes Inc., OR, USA); dissolved in ethanol to a stock 

concentration of 10.4 mM, 500pl of Ringer’s solution, 500 pi of fetal bovine serum 

(FBS) and 19.2 pi of 10% Cremophore-EL solution. After washing the slices for 10 min 

with choline solution in another well, slices could be transferred to the recording 

chamber. To minimize the effect of dye on the cells, we used the minimum concentration
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of dye. For this purpose, we performed a set of experiments with different concentrations 

of dye. The final concentration of 0.6 mM was the minimum concentration that provided 

suitable fluorescence intensity in our preparation. The slices were continuously bubbled 

with carbogen during the staining process to keep the pH and oxygen concentration 

constant. In the recording chamber the slices were stimulated with one -second electrical 

stimulus at the border of lateral olfactory tract (LOT) and layer I of piriform cortex. The 

stimulation of each slice was started with low current intensity, and then the intensity was 

gradually increased (16-20 pA) until we could follow the propagation of activity from 

the electrode tip to the different layers of PC in the recorded movie.

3.3 Optical recording

VSD imaging experiments were conducted in the piriform cortex before and after 

stimulating LOT with different frequency entrainment. Each recording was 20470 ms 

lengths and consisted of two parts; the first part was 2000 ms recording of background 

activity before the stimulus followed by the stimulus application for Is with frequencies 

differing from 20-80 Hz. A Platinum/Iridium electrode (MicroProbes, Inc., MD, USA) 

with the tip diameter of 2-3 pm was used to stimulate the LOT. The electrode was 

connected to a stimulator (S88X dual output square pulse stimulator, Grass Technologies, 

An Astro-Med, Inc., QC, Canada), which provided the pulse with different frequency and 

duration. The slice was submerged on the chamber through which oxygenated 30°C 

Ringer’s solution flowed. Optical recording was conducted using a CMOS camera 

(Micam Ultima, BrainVision, Inc., Tokyo, Japan) mounted on top of an upright 

microscope (Fixed Stage Upright Microscope BX51WI, Olympus). The light from a 

100W halogen lamp source (HLX 64625, Microlites Scientific, Corp.) passed through an
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excitation filter (X=530 ± 10 nm) and reflected by a dichoric mirror illuminated the slice. 

The fluorescence signals were collected and projected onto the CMOS sensor through an 

absorption filter (X >590 nm). A long distance lens was used in these experiments 

(XLFluor 4X/340 NA 0.28, Olympus). The movies were recorded and analyzed using 

Brain Vision Analyzer (Tokyo, Japan) software. The acquisition settings were: 100 x 100 

pixels frame size, 10 ms sampling time and 25 pm x 25 pm pixel size. Di-4-ANEPPS 

dye shows a uniform 1% change in fluorescence per 10 mV change in membrane 

potential. The fractional change in fluorescence signal relative to background signal 

(AF/F) was calculated for each recording. For all the recordings, we binned 3x3 pixels 

into one pixel. We used two forms of analysis for our recordings; in one set of our 

recordings we defined the average of three pixels, as the region of interest (ROI). Each 

ROI covered an area of 75x75 pm in the slice. To correct the variable fluorescence 

values among different slices, the percent change in peak fluorescence in each ROI was 

normalized by the peak amplitude of 20 Hz stimuli from the same ROI. To analyze the 

effect of different chemicals on cells population activity in layers II and III of piriform 

cortex stripe analysis was applied. Each stripe consisted of 10 pixels and covered an area 

of 250 pm lengths. The data driven from each stripe was the average AF/F% of 10 

pixels. The stripes were manually placed on adjacent areas in layers II and III of piriform 

cortex according to anatomical landmarks (see Figure 2). Because of small size of VSD 

signal, bleaching can strongly affect the data; therefore we subtracted a non-stimulated 

area of recording from all other points to correct for bleaching. It is also important to note 

that in reality, dye signal intensity decreases as membrane depolarizes; however, to better
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match conventional recordings, the signals all have been converted so that the excitatory 

and inhibitory signals were shown as positive and negative values, respectively.
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Figure 2- A stripe was used to calculate the average change in peak fluorescence in a 
region of interest.

Each stripe covers an area of 10 pixels. (A) A filmstrip demonstrates the neuronal 

activity in pseudo colours 40 ms after stimulation the LOT with 60 Hz pulse. The stripes 

are shown as two parallel lines in layers II and III of piriform cortex. (B) A stripe drawn 

on layer III of piriform cortex is predominately consisted of inhibitory responses. (Bl) 

Illustrates the changes in VSD signal along a line for each time point. (B2) Each wave 

represents the fluorescent change in a pixel along the stripe. (C) A stripe drawn on the 

layer II shows mostly the excitatory responses in all the pixels. (C l) Shows the changes 

in VSD signal along a line for each time point. (C2) Each wave represents the 

fluorescence change in a pixel along the stripe.
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To test whether the VSDI exactly follows the change of voltage in the cell membrane, 

we performed some experiments before and after running the high-K+ solution ([K+] o = 

30 mM) in the bath. Switching from control Ringer’s solution ([K+] o= 3 mM) to high-K+ 

solution should cause depolarization in the membrane potential. The recorded results 

showed an average decrease of about 4% in fluorescence signal that corresponds to a 30 

mv depolarization in the membrane potential (1% AF/F = 7 mv). This agrees with 

predicted depolarization calculated from the Nemst equation (n= 4 slices from 2 rats, p = 

0.007 paired t-test, Figure 3).

We also attempted to test if the changes in the fluorescence signal during VSDI were 

caused by action potentials from postsynaptic activities. For this purpose, VSDI of rat 

piriform cortex was performed before and after applying 1 pM tetrodotoxin (TTX), a 

sodium channel blocker, in the bath. The results demonstrated a significant reduction in 

fluorescent activity as the peak amplitude of fluorescence signal disappeared within 

recordings 10 minutes after applying TTX. Therefore, we concluded that the postsynaptic 

activity is the underlying cause of changes in fluorescence signal.
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Figure 3- High-K solution decreases the fluorescence intensity.

Fluorescence intensity decreases after incubating the slices in high-KT solution ([K+] o 

30 mM for 15 min]. The decreased fluorescence intensity indicates cellular membrane 

depolarization (n= 4 slices from 2 rats).
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4. Results

We were interested to find out how the piriform cortex responds to electrical stimuli 

of the olfactory tract, the main excitatory input to the layer I dendrites of the layer II 

pyramidal cells. We found that low frequency and single stimuli were not sufficient to 

elicit a significant spread of activity within the slice. As olfactory bulb output is often 

occured in the beta (10-30 Hz) and gamma (30-80 Hz) bands of activity (Bressler, 

1984;Freeman, 1959;Freeman, 1978;Kay & Freeman, 1998), we decided to see if stimuli 

over these bands of frequencies would induce significant network activity. We recorded 

the change in fluorescence in layers II and III of PC before and after stimulating the slice 

with 10, 20 Hz (beta) and 40, 60, 80 Hz (gamma) stimuli. Two regions of interest in each 

slice were chosen in layers II and III of piriform cortex. As outlined in the methods, the 

percent change in peak fluorescence in the regions of interest (ROI) was normalized by 

the peak amplitude of 20 Hz stimuli from the same ROI. Responses to 10 Hz stimuli 

were weak and variable; however, over the range of 20-80 Hz robust responses were 

observed. We found two kinds of responses, one where the fluorescence intensity 

decreased (indicating an increase in activity; excitation) and another where the 

fluorescence increased in intensity (indicating a decrease in activity; inhibition). To 

better correlate with intracellular recording results, we showed the excitatory response 

with positive value and the inhibitory response with negative value (Figure 4). These two 

forms of activities were presented in all of the recorded slices with differences over the 

size of propagation area. The excitatory responses were mainly seen around the electrode 

tip up to layer II of piriform cortex (anatomically represents as a dark layer, more 

populated with cell bodies). In addition, in some of the slices the excitatory responses
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were seen in a deeper area after layer III as a circular region of activity separated from its 

surroundings, which is known as endopiriform nucleus (EN). The inhibitory responses 

were located mostly in layer III of piriform cortex. As shown in Figures 5 and 6 there 

was a significant increase in the excitatory responses in the range of 10 Hz to 80 Hz in 

layer II of piriform cortex (n= 6 slices from 5 rats, p = 0.006 R= 0.993, Figure 6). The 

inhibitory responses were also enhanced by higher stimulation frequencies in layer III of 

piriform cortex (n= 5 slices from 4 rats, p = 0.007, R= -0.96, Figure 7). However, the 10 

Hz stimuli often produced no inhibitory response. So this level of stimulation was unable 

to produce significant network activity.

40



A

41



Figure 4- Voltage-sensitive dye imaging (VSDI) of neuronal activity in piriform 
cortex.

(A) The filmstrip shows propagation of an evoked VSD signal from lateral olfactory tract 

to three layers of piriform cortex (layers I, II and III). The electrical stimulus was applied 

to the lateral olfactory tract 2 s after the start of the recording. The pictures are depicted 

every 1.7 s. Pseudocolours of the images represent excitatory and inhibitory responses to 

the stimulation. Warmer colors (red) represent excitation while the colder colors (blue) 

represent inhibition. (B) Responses are shown as waves that are representative of 

percentage change in fluorescence in two regions of interest. Each square represents a 

region of interest (ROI) of 3x3 pixels area. The yellow square placed on layer III shows 

mostly inhibitory responses. The white square on layer II has predominately excitatory 

responses.
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Figure 5- Excitatory and inhibitory responses increase with higher stimulus 
frequencies.

(A) Filmstrips depict the propagation of neuronal activity in piriform cortex in a single 

slice after stimulation by different frequencies (20 Hz, 40 Hz, 60 Hz and 80 Hz). They 

illustrate the fluorescent activity 50 ms after stimulus in 4 recordings from the same slice. 

Warmer colors (red) represent excitation while the colder colors (blue) represent 

inhibition. (B) Illustrations of inhibitory and excitatory responses to different stimulus 

frequencies. Waves demonstrate the percent change in fluorescence in two regions of 

interest over the time. The white and yellow squares placed on layers II and III of 

piriform cortex show excitatory and inhibitory responses, respectively.
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Figure 6- Excitatory response increases linearly over the range of 10-80 Hz in 
control slices.

(A) One second-long trains at different frequencies show a progressive increase in the 

excitatory responses. Each wave represents the average change in fluorescence in a ROI 

placed in layer II of piriform cortex (n= 6 slices from 5 rats). (B) The peak fluorescence 

amplitude increases in the range of 10-80 pulses per second in a linear manner. The 

average peak fluorescence for each frequency was normalized by the average peak of 20 

Hz recordings. Linear regression analysis was used to fit the line.
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Figure 7- Inhibitory response increases linearly over the range of 10-80 Hz in 
control slices.

(A) One second-long trains at different frequencies show a progressive increase in the 

inhibitory responses. Each wave represents the average change in fluorescence in a ROI 

placed in layer III of piriform cortex (n= 5 slices from 4 rats). (B) The peak fluorescence 

amplitude increases in the range of 10 to 80 Hz pulses per second in a linear manner. The 

average peak of fluorescence response for each frequency was normalized by the average 

peak of 20 Hz stimulus. Linear regression analysis was used to fit the line.
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To better clarify the input/output relationship in pirifrom cortex, we tried to find out 

whether the excitatory and inhibitory responses were sensitive to different frequency 

entrainment rather than number of pulses. For this purpose, we stimulated the slices by 

60 pulses at different frequencies (20, 40, 60 and 80 Hz). As the results show in Figure 8, 

the excitatory responses were only significantly sensitive to the 60 Hz stimulation (n= 11 

slices from 4 rats, p = 0.03). The inhibitory responses, however, were not sensitive to 

different stimulus frequencies (n= 6 slices from 4 rats, p > 0.05).

Since the evoked response spreads from the LOT to different layers of the PC, we 

calculated the timing when the evoked response reached layers II and III of pirifrom 

cortex. The results showed that the excitatory response in layer II preceded the inhibitory 

response in layer III. Furthermore, the lag time between inhibitory and excitatory 

responses decreased significantly with higher rates of stimuli (n= 12 slices from 7 rats, p 

= 0.03, Figure 9). To better understand the effect of higher frequencies of stimulus on 

the timing of excitatory and inhibitory responses, we next measured the rate of change of 

excitatory and inhibitory fluorescence responses after stimulation. For this purpose, we 

chose two regions of interest (ROI) of 3x3 pixels size in layers II and III of piriform 

cortex, then we divided the peak fluorescence amplitude of each wave by 10-90% rising 

time of the same wave. The results indicated an increase in response rate of both 

excitatory and inhibitory activities with higher stimulus frequencies in the range of 20-80 

Hz (The excitatory response: n= 13 slices from 7 rats; inhibitory response: n= 10 slices 

from 7 rats, Figure 10).
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Excitatory response Inhibitory response

Figure 8- Differential sensitivity to frequency between excitatory and inhibitory 
responses in control slices.

To test if responses are sensitive to different stimulus frequencies, 60 pulses were applied 

to the slices at different frequencies. A 10 pixel-stripe was used to calculate the average 

change in peak fluorescence in each recording. All data were normalized by the peak of 

20 Hz stripes. (A) Excitatory responses were sensitive to increased stimulus frequency 

from 20 Hz to 60 Hz (n= 11 slices from 4 rats). (B) Inhibitory responses were not 

sensitive to stimulus frequency (n= 6 slices from 4 rats). The statistical analysis was done 

using one-way ANOVA followed by Post hoc analysis.
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Figure 9- The timing of the excitatory response precedes the inhibitory response in 
control slices.

(A) The red and blue signals represent the excitatory and inhibitory responses in layers II 

and III respectively. Lateral olfactory tract stimulation first evokes the excitatory 

response in layer II and then the activity propagates to the layer III. (B) The inhibitory 

response latency decreases with higher stimulus frequencies. We compared the average 

lag time (ms) between the excitatory and inhibitory responses in recordings made after 

different stimulus frequencies (n= 12 slices from 7 rats). The statistical analysis was done 

using one-way ANOVA followed by Post hoc analysis.
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Figure 10- The response rate of both excitatory and inhibitory responses increases 
with higher frequencies of stimulus in control slices.

The peak fluorescence amplitude from a region of interest was divided by the 10-90% 

rising time of the same region to measure the response rate after stimulation. (A) The 

response rate of excitatory activity increases with higher frequencies of stimulus (n= 13 

slices from 7 rats). (B) The response rate of inhibitory activity increases with higher 

stimulus frequencies (n= 10 slices from 7 rats). The statistical analysis was done using 

one-way ANOVA followed by Post hoc analysis.
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To determine the effect of inhibition on the propagation of the activity in PC, we 

conducted some experiments before and after incubating the slice with 500 nM of 

gabazine for 15 min. SR95531 (gabazine) is a GABAA-receptor antagonist. We 

compared the excitatory and inhibitory responses in recordings made before and after 

applying gabazine. Gabazine made two kinds of effects on the excitatory activity in layer 

II of control slices. The data showed that gabazine increased the excitatory response in 

layer II significantly in a group of slices (n= 5 slices from 4 rats, p = 0.008, Figure 

11A1), whereas it didn’t have any effect in another group of slices (n= 8 slices from 5 

rats, p = 0.5, Figure 11A2). Gabazine also decreased the inhibitory response in layer III 

of piriform cortex in control rats slices (n= 10 slices from 6 rats, p = 0.002, Figure 1 IB).

In the next step, in order to better understand the circuitry of cells in PC, we recorded 

the neuronal activity of the PC before and after cutting the slice below layer II. The 

results showed that both the excitatory and inhibitory responses decreased significantly 

after disruption made between layer II and III. (n= 6 slices from 6 rats, p < 0.05, Figure 

12).
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Figure 11- SR95531 alters the excitatory and inhibitory neuronal responses in 
piriform cortex in control rats.

Brain slices were incubated with 500 nM SR95531 (gabazine) for 15 min. VSDI 

recordings were made using different stimulus frequencies both before and after applying 

gabazine. The average peak fluorescence along a 10-pixel stripe in layers II and III was 

calculated for each recording (see methods). Statistical analysis was performed by 

normalizing all data with the peak amplitude of 20 Hz stimulation. (Al) SR95531 

enhances the excitatory response in layer II of piriform cortex in a group of slices (n= 5 

slices from 4 rats). (A2) Gabazine does not have any effect on excitatory activity in 

another group of control slices (n= 8 slices from 5 rats). (B) SR95531 decreases the 

inhibitory response in layer III (n= 10 slices from 6 rats). The statistical analysis was 

done using repeated measures ANOVA.

52



A
Stripe Layer III Layer II

53



Figure 12- The cut made at the border of layer II and III of piriform cortex 
decreases the excitatory and inhibitory responses in layers II and III.

(A) Filmstrips of VSDI before and 2.13 s after stimulation. The stripe placed on layer 

III shows the neuronal activity, which predominantly consists of inhibitory responses. (B) 

Filmstrips of the same slice after cutting the slice below layer II before and after 

stimulation. The stripe is placed on the same region as shown in A. The inhibitory 

responses decrease after cut as some of the pixels show excitatory response and the 

amplitude of inhibitory responses is smaller. (C l) The peak fluorescence amplitude of 

excitatory responses decreases after the cut. (C2) The peak fluorescence amplitude of 

inhibitory responses decrease after the cut (n= 6 slices from 6 rats). The statistical 

analysis was performed using paired t-test.

54



Since amygdala kindling has been shown to make long-term changes in the brain 

circuitry (Goddard et al., 1969;McIntyre & Goddard, 1973;Racine, 1972a), to determine 

the effect of kindling on the neuronal circuitry in piriform cortex, we repeated some of 

the experiments in the kindled rats’ slices. Electrical stimulus to the LOT in kindled 

slices induced two kinds of responses in piriform cortex: inhibitory and excitatory 

responses. Similarly to control slices, the excitatory responses were mostly seen in layer 

II of PC and EN, whereas the inhibitory responses were mainly located in layer III of PC. 

Then we investigated the relationship between different stimulus frequencies and the 

evoked responses in layers II and III of piriform cortex in kindled rats. The data 

demonstrated linear increase in both excitatory and inhibitory responses in the range of 

10-80 pulses per second in kindled rats (excitatory response: n= 6 slices from 5 kindled 

rats, p = 0.005, R= 0.993, Figure 13; inhibitory response: n= 5 slices from 4 kindled rats, 

p = 0.005, R= -0.993, Figure 14).
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Figure 13- Excitatory response increases linearly over the range of 10-80 Hz in 
kindled rats.

(A) One second-long trains at different frequencies makes a progressive increase in the 

excitatory responses. Each wave represents the average change in fluorescence in a ROI 

placed in layer II of piriform cortex (n= 6 slices from 5 rats). (B) The peak fluorescence 

response increases in the range of 10-80 pulses per second in a linear manner in kindled 

rats. The average peak fluorescence for each frequency was normalized by the average 

peak of 20 Hz. Linear regression analysis was used to fit the line.
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Figure 14- Inhibitory response increases linearly over the range of 10-80 Hz in 
kindled rats.

(A) One second-long trains at different frequencies show a progressive increase in the 

inhibitory responses. Each wave represents the average change in fluorescence in a ROI 

placed in layer III of piriform cortex (n= 5 slices from 4 rats). (B) The peak fluorescence 

response increases in the range of 10 to 80 Hz in a linear manner in kindled rats. The 

average peak of fluorescence response for each frequency was normalized by the average 

peak of 20 Hz stimulus. Linear regression analysis was used to fit the line.
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To investigate whether the excitatory and inhibitory responses are sensitive to 

different stimulus frequencies in kindled rats, we applied the 60-pulse stimulation at 

different frequencies in kindled rats’ slices. As the results show in Figure 15, the 

excitatory response was sensitive to the increase in stimulus frequency (n= 10 slices from 

4 rats, p < 0.05). The inhibitory response, however, did not change in response to 

different frequencies (n= 8 slices from 5 rats, p > 0.05, Figure 15).

In the next attempt, the timing of both inhibitory and excitatory responses after 

stimulation of LOT was analyzed. Similar to control slices, the excitatory response in 

layer II preceded the inhibitory response in layer III. In addition, the time lag between 

two responses significantly decreased with higher stimulation frequencies (n= 9 slices 

from 4 rats, p < 0.05, Figure 16).

To determine the response rate of two responses, we measured the rate of fluorescence 

change (AF/F% / ms) in recordings made with different stimulus frequencies. The results 

demonstrated that the response rate of neither excitatory nor inhibitory responses were 

sensitive to stimulus rate in kindled rats (excitatory response: n= 9 slices from 4 rats; 

inhibitory responses: n= 9 slices from 4 rats, Figure 17). This is in contrast with the 

results from control slices, in which the higher stimulus frequencies increased the 

response rate significantly.
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Figure 15- Differential sensitivity to stimulus frequency between excitatory and 
inhibitory responses in kindled slices.

To test if responses are sensitive to different stimulus frequencies, 60 pulses were 

applied to the slices at different frequencies. A 10 pixel-stripe was used to calculate the 

average change in peak fluorescence in each recording. All data were normalized by the 

peak of 20 Hz stripes (A) Excitatory responses were sensitive to increased stimulus 

frequency from 20 Hz to 60 Hz (n= 10 slices from 4 rats). (B) Inhibitory responses were 

not sensitive to stimulus frequency (n= 8 slices from 5 rats). The statistical analysis was 

done using one-way ANOVA followed by Post hoc analysis.
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Figure 16- The timing of the excitatory response precedes the inhibitory response in 
kindled slices.

(A) The red and blue signals represent the excitatory and inhibitory responses in layers II 

and III, respectively. Lateral olfactory tract stimulation first evokes the excitatory 

response in layer II and then propagates to the layer III. (B) The inhibitory response 

latency decreased with higher frequencies of stimulus. We compared the average lag time 

(ms) between the excitatory and inhibitory response in recordings made with different 

stimulus frequencies (n= 9 slices from 4 rats). The statistical analysis was done using 

one-way ANOVA followed by Post hoc analysis.
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Figure 17- The response rate of both excitatory and inhibitory responses does not 
change with higher frequency stimuli in kindled rats' slices.

The peak fluorescence amplitude of a region of interest was divided by the 10-90% rising 

time from the same region to measure the response rate of fluorescence. (A) The response 

rate of excitatory activity is not sensitive to different stimulus frequencies (n= 9 slices 

from 4 rats). (B) The response rate of inhibitory activity in kindled rats does not change 

in response to higher stimulation frequencies (n= 9 slices from 4 rats). The statistical 

analysis was done using one-way ANOVA followed by Post hoc analysis.
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Finally, we measured the effect of gabazine (SR95531) on the neuronal activity in 

kindled rats. The recordings were made before and after incubating the slices with 

gabazine (500 nM) (see Figure 18). In contrast with control slices, the excitatory response 

in kindled slices did not change after gabazine (n= 7 slices from 5 rats, p = 0.6). The 

inhibitory response also didn’t change after applying gabazine (n= 8 slices from 5 rats, p 

= 0.6). Thus, we concluded that the excitatory and inhibitory responses in kindled slices 

were not sensitive to gabazine anymore.
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Figure 18- SR95531 does not alter the excitatory and inhibitory responses in 
piriform cortex in kindled rats.

Brain slices were incubated with 500 nM SR95531 (gabazine) for 15 min. VSDI 

recordings were made using different frequencies of stimuli both before and after 

applying gabazine. The average peak fluorescence along a 10-pixel stripe in layers II and 

III was calculated for each recording (see methods). Statistical analysis was performed by 

normalizing all data with the peak amplitude of 20 Hz stimulation. (A) SR95531 does 

not affect the excitatory response in layer II of piriform cortex in kindled rats (n= 7 slices 

from 5 rats). (B) The inhibitory response in layer III doesn’t change in kindled rats after 

applying gabazine (n= 8 slices from 5 rats). The statistical analysis was done using 

repeated measures ANOVA.
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5. Discussion

In this set of experiments we showed that voltage-sensitive dye imaging could provide 

a novel insight on neuronal population activity in piriform cortex. High spatial and 

temporal resolution of VSD recordings enables us to follow the change in the 

fluorescence emitted from dye molecules residing in cells membranes. We also showed 

that the occurrence of disinhibition in the layer III of PC is important for activation of 

principle cells in layer II. Considering the previous findings that inhibitory cells are more 

inhibited after kindling and the results of this study which imply the importance of 

disinhibition in driving the activity in principle cells, we propose that increased 

disinhibition is one of the mechanisms responsible for seizure activity after kindling. This 

finding is novel, since it is the first time that increased level of inhibition in PC has been 

implicated in kindling process.

In our recordings, applying the electrical stimulation to LOT lead to propagation of 

activity downstream to the layers I, II and III of PC. This was similar to the results of 

previous VSD recordings where the stimulus applied to LOT or Layer I of guinea pig and 

rat slices in vitro  spread over the same area (Demir et al., 1998c;Sugitani et al., 1994a). 

In addition, in vivo  VSD recordings of rat piriform cortex after stimulation of LOT 

showed the same propagation pattern from layer I to layer III (Litaudon et al., 1997).

We recorded two main types of fluorescence responses in different layers of PC. The 

excitatory response, which was reflected by decreased fluorescence intensity signal and 

the inhibitory response, which was indicated by increased fluorescence signal. The 

excitatory responses were mostly observed in layers I, and II while the inhibitory
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responses were predominantly located in layer III of PC. The activity of the excitatory 

responses was consistent with previous VSDI studies in PC in which excitation was the 

only response recorded in the PC after electrical stimulation (Demir et al., 

1998c;Litaudon et al., 1997;Sugitani et al., 1994a). The inhibitory response, however, 

was never described in the PC using VSDI techniques. This was true not only for the PC 

but also for the other structures such as hippocampus (Plenz & Aertsen, 1993). It was 

only until recently that a few investigators could record the inhibitory response in 

hippocampus using optical techniques (Tominaga et al., 2000;Carlson & Coulter, 

2008;Coulter & Carlson, 2007). In a study performed in rats’ hippocampal slices the 

inhibitory activity was shown in the stratum radiatum after electrical stimulation of 

temporoammonic region (Ang et al., 2006;Canepari et al., 2010). The probable reason 

why previous investigators were unable to record the inhibitory response using VSDI can 

be explained by the fact that VSDI technique has been improved in recent decades by 

introduction of new styryl dyes with less toxicity and faster response time.

There is solid evidence suggesting the authenticity of VSD signal as a reliable tool to 

follow the changes in the membrane potential. Several studies have shown that VSD 

signals coincide with local field potentials and whole-cell patch clamp recordings. For 

instance, in a study on PC, it has been shown that after stimulating layer III of PC, the 

maximum negativity in the field potential in the claustrum coincides well with the peak 

of excitatory fluorescence response from the same region (Demir et al., 1998c). Another 

study performed on hippocampus also demonstrated the overlap of an excitatory 

fluorescence response on a dendritic I-clamp recording from a CA1 pyramidal cell 

(Carlson & Coulter, 2008). Therefore, based on all these observations we suggest that
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excitatory and inhibitory responses recorded by VSDI represent the average change in 

membrane voltage in-group of cells in the recorded area. This average response would be 

confused with excitatory and inhibitory signals of VSD recorded from a single cell that 

has been injected with the dye, which can reveal both EPSPs and IPSPs (Canepari et al., 

2010;Grinvald & Farber, 1981;Grinvald et a l, 1983).

In the next set of experiments we found that the excitatory responses were sensitive to 

an increase in the frequency of stimulation from the LOT over the beta (10-20 Hz) and 

gamma range (30-80 Hz), a range of action potential frequencies that is typical of the 

olfactory bulb communication with the PC (Boeijinga & Lopes da Silva, 1988;Bressler, 

1984;Freeman, 1959;Freeman, 1978;Kay & Freeman, 1998). For example, gamma 

oscillations that originate in the PC are thought to originate as the result of feedback 

between excitatory pyramidal cells and inhibitory INs (Freeman, 1974;Rall & Shepherd, 

1968;Litaudon et al., 2008). We also know any disruption in the gamma frequency from 

the OB will also abolish oscillations in PC (Becker & Freeman, 1968). Thus, any 

stimulus in the gamma and beta range applied to the LOT can facilitate the excitatory 

response in the PC. This was not apparently the case with the inhibitory responses in the 

layer III as they were not sensitive to increasing frequency stimulation, even though their 

amplitude increased by higher number of pulses per second. Thus, the inhibition was 

only sensitive to the strength of stimuli but not the frequency of it. This may be due to the 

fact that intemeurons fire high frequency bursts of action potentials that would not 

necessarily encode the frequency of stimulus. Recent data from our lab has indicated that 

some intemeurons may fire as fast as 150 Hz. Thus, once threshold is reached the neuron 

will fire more frequently than the stimulus that was provided. As well intemeurons have

66



a predominate NMDA receptor mediated synaptic component which is slowly 

developing and long lasting and would tend to be insensitive to frequency (Dingledine et 

al., 1999b).

Analyzing the timing of excitatory and inhibitory responses revealed that the 

inhibitory responses were activated after the excitatory responses. This can be explained 

by the fact that any stimulation to the LOT directly activates the apical dendrites of 

pyramidal cells in layers I and II which if sufficiently intense causes action potentials that 

will stimulate local circuit intemeurons in layer III (Haberly & Bower, 1984;Loscher & 

Ebert, 1996b). We also noticed that stimulating the LOT with more pulses per second 

lead to a significant decrease in the time lag, which is consistent with a previous VSD 

study showing higher stimulus intensity, decreased the latency to response in the PC 

(Demir et al., 1998). Increasing the intensity of stimulation with higher pulses also 

resulted in a faster change in fluorescence activity or faster response rate in control slices.

Our data also showed that cutting the slice just below layer II of PC resulted in 

significant decrease in both excitatory and inhibitory responses, implying the pivotal role 

of feed forward and feedback interaction between layers II and III cells to maintain the 

synchronized activity of the PC. In a basic circuit of the PC stimulation of LOT activates 

the intemeurons in layer I which provides feed forward inhibition to pyramidal cells 

(Kanter & Haberly, 1990), also pyramidal cells can activate intemeurons in layer III 

which provide feedback inhibition on the pyramidal cells (Haberly & Behan, 1983). 

Based on our observations it is likely that activation of layer III intemeurons may feed 

back to inhibit other intemeurons that control pyramidal cells excitability. Therefore, the
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occurrence of disinhibition in layer III leads to excitation of pyramidal cells in layer II

(see Figure 19).

Figure 19- Schematic diagram showing the postulated circuitry in the PC.

Excitatory and inhibitory synapses are shown with positive and negative symbols. The 

afferent input from LOT activates the pyramidal cell in the layer II. Pyramidal cell makes 

excitatory connections on an intemeuron in layer III. The activated intemeuron feedbacks 

to inhibit the intemeuron that controls the pyramidal cell excitability.

68



We were also interested to find out how kindling alters the circuitry of the PC. To 

investigate the effects of kindling on PC, some of the experiments were performed in the 

kindled rats’ slices as well. The two main responses, excitatory and inhibitory, were also 

present in the kindled rats. Similar to control slices, increasing the stimulus intensity by 

higher pulses per second enhanced both kinds of responses in kindled rats. Kindled slices 

also showed the same pattern of sensitivity to differing stimulus frequency, where the 

excitatory responses were sensitive to higher frequencies in contrast to inhibitory 

responses. Nevertheless, there were some differences between control and kindled 

recordings. First, the time lag between the excitatory and inhibitory responses was 

smaller in kindled rats, especially with higher frequency stimuli. The average time lag 

between the two responses after 80 Hz stimuli was significantly shorter in kindled rats. 

The reason for this is not readily clear but it may be due to altered synaptic strength by 

the excitatory input from the LOT. Alternatively, we have shown that inhibition among 

intemeurons is increased after kindling, suggesting of increased disinhibition in layer II 

of PC that may explain our observations (Gavrilovici et al., 2006). Second, in contrast to 

control slices the response rate of excitatory and inhibitory activities in kindled rats did 

not increase with higher pulses of stimulus. This agrees with the findings of a previous 

study in the PC which showed that after kindling the intemeurons were more inhibited, 

consequently leading to disinhibition of pyramidal cells in the layer II (Gavrilovici et al., 

2006). Based on those findings we can assume that since the pyramidal cells in the layer 

II of PC were disinhibited after kindling, they were already firing with maximum rate; 

hence, increasing the input frequency did not make any change in the response time. The 

intemeurons are also more inhibited after kindling.
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Third, decreasing the inhibition by applying 500 nM gabazine (SR95531), a GABAa- 

receptor antagonist, made different effects in control and kindled rats. Gabazine 

increased the excitatory responses in a group of slices and decreased the inhibitory 

responses in control rats. Other VSD studies performed either in hippocampus or in the 

PC also showed that applying bicuculline, another GABAA-receptor antagonist (1 or 5 

pm), to the control slices enhanced the excitatory response (Demir et al., 2000;von et al., 

2011). However, gabazine did not affect the excitatory response in another group of 

slices. This can be explained by considering the effect of disinhibition on the firing of 

pyramidal cells. We propose that any stimulus to the LOT can activate the intemeurons 

in layer III. Then, intemeurons can make inhibitory feedback synapses on other 

intemeurons which control the pyramidal cells firing; therefore, blocking the GABAa 

receptor on pyramidal cells increased the excitatory response in layer II, while blocking 

the same receptors on INs which control pyramidal cells activity resulted in decreased 

inhibitory input to the pyramidal cells. Thus, these contraindicating effects of gabazine 

can explain its different effects on excitatory activity in layer II.

In kindled rats the inhibitory and excitatory responses did not change in response to 

gabazine. This is consistent with our previous finding implying the enhancement of 

disinhibition in piriform cortex after kindling. Thus, decreasing the inhibition cannot 

affect the excitatory response because the pyramidal cells were already disinhibited after 

kindling.

In conclusion, our results suggest that VSD imaging can be used to follow the changes 

in the membrane potential in multiple sites of PC simultaneously. The only concern
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about the VSDs is the effect of dye on membrane channels. It has been shown that acute 

use of dye potentiates GABAa receptors; however, this effect was completely reversible 

after washing out the dye (Mennerik et al., 2010). Since in our experiments the slices 

were washed with choline solution for 15 min before recording and also during the 

recording; we believe the dye had no effect on the membrane channels. VSDI also 

provides the opportunity to analyze the behaviour of different cells in the PC circuitry in 

different conditions such as kindling. In addition, we demonstrated the important role of 

intemeurons in regulating the firing of principle cells in the PC. Based on present 

observations, we can argue that inhibitory synapses on intemeurons that result in 

disinhibition in layer III are important for activation of principle cells. Furthermore, our 

results imply that the level of disinhibition is increased after kindling. Although this may 

not be the only mechanism of seizure propagation in epilepsy, it gives us a new insight 

into the mechanism of seizure. In contrast to traditional belief that decreased level of 

inhibition is responsible for seizure activity, here we have shown that enhancement of 

inhibition among the intemeurons can facilitate the seizure activity. This is important 

since many chugs target to increase the inhibitory activity have not been successful or 

just made partial effects in patients with temporal lobe epilepsy. More investigation in 

this field can lead to introduction more effective drugs for the epileptic patients.
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