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Abstract

During the last decade, major evolutions were introduced for Multiple Input Multiple Output

(MIMO) wireless communication systems. To reap the full benefits of MIMO systems, the

Base Station (BS) and user equipments require accurate Channel State Information (CSI),

which can be acquired using one of the two major approaches for Channel Estimation (CE):

pilot-based or blind-based CE.

In this thesis, a pilot-based lower complexity channel estimator for Cell-Specific Refer-

ence Signals (C-RS) and User Equipment RS (UE-RS) in LTE-A Downlink (DL) system is

proposed based on using a hybrid Wiener filter. The proposed system is a sub-optimum

scheme that requires 8.8% and 74.5% of the number of computations required by the op-

timum system and other sub-optimum systems. Moreover, a less computationally complex

CE scheme based on Fast Fourier Transform (FFT) is proposed. The presented pilot-based

system is validated in end-to-end LTE-A system in terms of throughput, which confirms

that the proposed system is suitable for practical implementation. Next, a new blind-based

CE technique based on a hybrid OFDM symbol structure for SIMO and MIMO systems is

presented. It is shown that the developed system, with enough receive antennas, performs as

good as pilot-based system, with similar complexity and better spectral efficiency. Finally,

new Resource Grid (RG) configurations that serve the blind-based CE scheme developed

for MIMO-OFDM system are presented, with the aim to improve the Mean Squared Error

(MSE) performance, while minimizing the number of required receive antennas. Results

show that the proposed RG configurations provide superior MSE performance, from the

perspective of the blind-based CE scheme under investigation, compared to the LTE-A RG

configuration.

Throughout the thesis, performances of linear receivers is presented in terms of spectral

efficiency as a function of Signal-to-Noise Ratio (SNR), and number of BS antennas. CE

techniques are evaluated in terms of MSE as a function of SNR for different channel condi-

tions. Analytical results wherever possible and, in general, simulation results are presented.

Keywords: MIMO, OFDM, Channel Estimation (CE), Least Squares, Mean
Square Error, Wiener Filter, LTE-A, Blind-Based CE, Pilot-Based CE.
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Chapter 1

Introduction

In this Chapter, an overview of the functional block diagram of a Digital Wireless Com-

munication System (DWCS) is presented with emphasis on the communication channel and

Channel Estimation (CE) blocks. Moreover, Orthogonal Frequency Division Multiplexing

(OFDM) and Multiple Input Multiple Output (MIMO) are introduced as key technologies

towards the realization of the Fifth-Generation (5G) DWCS with focus on their advantages,

and the role of CE in their operation. CE classification, techniques, and state-of-the-art

research are discussed. All in all the emphasis in this Chapter is mainly on the literature

review, problem statements, their justifications, approaches for their solutions, and organi-

zation of the thesis.

1.1 Digital Wireless Communication System Overview

Digital communication is one of the most rapidly growing industries in the world, and its

products cover a wide array of applications and they are exerting a direct impact on our

daily lives. The communication process involves implicitly the transmission of information

from one point to another through a succession of processes. The first step is the generation

of a message signal, either analog (voice, music or picture) or digital (computer data). The

second step is to describe that message signal with a certain measure of precision by using a

set of electrical, aural or visual symbols. These symbols are encoded in a form that is suitable

for transmission over the available physical medium. The encoded symbols are transmitted

to a specific destination using a transmission device. The encoded symbols are received on

the other side using a receiver device. Then, the encoded symbols are decoded to produce

an estimate of the original symbols. Thus, the message signal is re-created with a definable

degradation in quality due to signal fading, system imperfections and the different types

of noise (thermal noise, Additive White Gaussian Noise (AWGN), etc). A typical digital
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CHAPTER 1. INTRODUCTION

communication system is shown in Figure 1.1.

Figure 1.1: Block diagram of general DWCS

Information source may be either analog (audio or video) or digital (computer output)

signal. In a Digital communication system, messages produced by a source are always

converted to a sequence of binary digits (010110...). If the source output is analog, analog

to digital conversion (sampling, quantization and encoding) is employed using Analog to

Digital Convertor (ADC).

The second stage is the source encoder. Ideally, we would like to represent the source

output by as few binary digits as possible. Thus, the objective of the source encoder is to

provide an efficient representation of the source output. The process of efficiently converting

the source output into a sequence of binary digits is called Source Encoding or Data Compres-

sion. Examples of source encoding are Huffman Coding and Lempel-Ziv Coding [1], which

use information theoretic concepts to remove redundancies present in the source output.

The third stage is the channel encoder block. The purpose of the channel encoder is

to introduce, in a controlled manner, some redundancy in the binary sequence at its input;

primarily to combat the effects of noise and interference over the channel. The added re-

dundancy improves the fidelity of the received signal and increases the signal’s immunity to

noise. It provides the message with error detection and correction capabilities. Examples of

channel encoding are single-parity check codes, convolutional coding and cyclic redundancy

2



CHAPTER 1. INTRODUCTION

check codes. Typically, channel encoding involves taking k�information bits at a time as

input and in response producing a unique n�bit sequence, called the code word, as output.

The amount of redundancy introduced by the channel encoder in this manner is measured

by the ratio n/k. The code rate is the ratio k/n.

The fourth stage is the Modulator. Modulation is a fundamental process in any com-

munication system and especially so in a radio system. In DWCS, the modulator’s function

is the translation between digital data and the electrical signal required at the input to the

Radio Frequency (RF) section. The modulator can be considered as a signal sub-system that

maps input data, usually binary 0 and 1, on to a modulated RF carrier for later processing,

transmission and amplification by the RF section. First, the modulator maps the binary in-

formation sequence into a set of values suitable for the modulation scheme that will be used

at the RF transmission stage. Second, each value in the set is assigned to its corresponding

RF signal that will be used over the channel. Suppose that the coded information sequence

will be transmitted one bit at a time at some uniform rate R bits/sec. The coded bits will be

assigned to two values, +1 or �1, then each value is assigned to two signals, S1(t) or S2(t)

as illustrated in Figure 1.2, which shows a block diagram of a binary modulator.

Figure 1.2: Block diagram of binary modulator

In binary modulation, two values, +1 or �1, are used to map to S1(t) or S2(t). Alter-

natively, the modulator may transmit n coded information bits at a time by using M = 2

n

values, where each one of the 2

n
possible n�bit sequences has its own distinct waveform

Si(t), i = 1, 2, ...,M . M is called the modulation order and the modulation scheme is called

M�ary modulation. Various types of waveforms can be used at the RF stage, such as phase

shift keying and frequency shift keying. Thus, the modulator is characterized by the mod-

ulation order and the type of waveforms used in the process along with other modulation

parameters specific to each scheme. The modulation stage decides the bandwidth occupied

by the transmitted signal. Furthermore, modulation controls the robustness of the commu-

nication system to channel impairments, due both to the RF sub-systems (such as phase

distortion and amplifier nonlinearity) and the RF channel (such as additive noise, multipath

3



CHAPTER 1. INTRODUCTION

fading and dispersion). Thus, a suitable choice of modulation scheme is important for the

efficient operation of DWCS.

The source encoder, channel encoder and Channel State Information (CSI) aware-modula-

tor form the integral parts of the transmitter. The reverse of all these processes is taken

care of on the destination side by the receiver, which will typically contain a demodulator,

channel decoder and source decoder. When an analog output is desired, the output of the

source decoder is fed to the Digital to Analog Converter (DAC) to reconstruct the estimated

message. Because of channel conditions and distortions, the message at the destination

output is an approximation to the original source message.

1.1.1 Communication Channel and Channel Estimation

The communication channel represents the physical medium that is used to send the sig-

nal from the transmitter to the receiver such as telephone/wire-line channels, fiber-optic

channels, underwater channels and wireless/free space channels. The essential feature of the

wireless channel is that the transmitted signal is corrupted in a random manner by a variety

of mechanisms, namely AWGN and multipath fading.

The adverse effects of the wireless communication channel are due to the channel’s phys-

ical properties that are governed by the environment (obstacles, moving objects, ..., etc) be-

tween the transmitter and receiver. There are always reflections, diffraction as well as signal

scattering. The overall result of these interactions are many distorted signal copies arriving

at the receiver from multipaths with different attenuations, delays and phase shifts, resulting

in either a constructive or destructive interaction between the copies. The phenomenon when

signal power significantly diminishes due to destructive interference is known as fading. Deep

fading channel is the term used to describe the channel when strong destructive inference

occurs, which may eventually cause temporary communication interruption attributed to the

severe drop in the Signal to Noise Ratio (SNR) associated with the channel.

Basically, wireless communication channels is associated with two types of fading effects:

large and small-scale fading [2]. Large-scale fading describes the average path loss or signal

power attenuation due to motion over large areas. Small-scale fading describes the dramatic

variations in phase and amplitude of a transmitted signal due to the slight spatial separation

variations between transmitter and receiver. A Small-scale fading with various multiple

reflective paths and no line of sight component is referred to as Rayleigh fading. Therefore,

a Rayleigh Probability Density Function (PDF) can statistically describe the received signal

envelope. On the other hand, if line of sight propagation component is present, the envelope

of the small scale fading is statistically described by a Rician PDF [2]. Those PDFs describe
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the nature of the rapid changes of the wireless channel across frequency, whether it is a

flat or a frequency selective channel. Another property of a wireless channel is the Doppler

shift, which is a result of the movement of any object contributing to the channel’s physical

environment, as well as the relative motion between receiver and transmitter. The Doppler

shift describes the nature of the wireless channel across time, whether it is a slow or a fast

fading channel.

In order for the receiver to coherently detect the transmitted signal, accurate CSI is

required at the receiver end, which is regarded as a major challenge to the optimum perfor-

mance of DWCS. In the case CSI is not available at the receiver, only non-coherent detection

methods could be used such as differential demodulation, which comes at the expense of

about 3-4 dB loss in SNR compared with coherent detection methods [3]. Therefore, the

development of CE schemes has gained a lot of attention in order to acquire accurate CSI at

low complexity, to enable coherent detection and eliminate the huge loss associated with the

usage of non-coherent detection. In general, CE is an arranged process between receiver and

transmitter, as shown in Figure 1.1, where an agreed upon signaling instances, values, and

techniques are incorporated at the modulator stage of the transmitter. This provides the

receiver with means to learn the CSI and use them to successfully demodulate the received

signal.

Each one of the blocks shown in Figure 1.1 is a research field on its own, and our focus

in this thesis is on the CE block of DWCS. In the next Section, an overview of OFDM,

currently deployed in 4G and a strong modulation candidate for the upcoming 5G [4], is

introduced as CE will be studied in the context of OFDM.

1.2 Orthogonal Frequency Division Multiplexing

OFDM is a multicarrier modulation technique that received great attention from the academia

and industry over the past decade. The motive behind such interest, is the special charac-

teristics that OFDM has, such as resistance against multipath propagation, spectral effi-

ciency, low-complexity equalization and efficient employment using the Fast Fourier Trans-

form (FFT) and Inverse FFT (IFFT) pair [5]. OFDM systems convert a frequency selective

channel into a group of flat fading channels, which can be equalized by simply employing a

one-tap equalizer [6]. Therefore, equalizer design can be greatly simplified by using OFDM,

while enabling rather high data rates. However, the performance of OFDM systems is af-

fected by both frame synchronizer and channel estimator, for which several methods have

been proposed for timing synchronization [7–11].

OFDM is currently implemented by several commercial standards, such as Long Term
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Evolution-Advanced (LTE-A) [12], the Second-Generation Digital Video Broadcasting-Terre-

strial (DVBT2) [13], Worldwide Interoperability for Microwave Access (WiMAX) [14] and

Wireless Local Area Networks (WLAN) IEEE 802.11 [15]. Therefore, OFDM is one of the

technologies that will surly be carried over to the upcoming 5G wireless communications

standard [4], due to its numerous advantages.

Figure 1.3: Block diagram of general OFDM modulator and demodulator

Figure 1.3 shows a block diagram of the general OFDM modulator and demodulator,

which will be further elaborated in Chapter 2. In the next Section, Massive MIMO, which is

considered as a vital technology in the deployment of 5G, is introduced in order to demon-

strate the role of CE in the performance of future DWCS.

1.3 Multiple Input Multiple Output

During the last decade, mobile and fixed data traffic has grown exponentially. This is due to

the rapid growth of smartphones, tablets, laptops, and many other wireless data demanding

equipments. Moreover, it is anticipated that the demand for wireless data traffic will further
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increase [16]. During 2017, Cisco measured the global mobile data traffic at 17 exabytes per

month and they are expecting it to grow to 49 exabytes per month by 2021, which is about

a 3-fold increase over 2017. In addition, the number of mobile devices and connections were

measured at 8.6 billion devices and is also expected to increase to 11.6 billion by 2021. Thus,

new technologies are required to accommodate this demand. The key factor to consider in

wireless data traffic is throughput, which is defined as,

Throughput (bits/sec) = Spectral Efficiency (bits/sec/Hz)⇥ Bandwidth (Hz) .

Clearly, some new technologies that can enhance the spectral efficiency or increase the band-

width or both should be employed in order to improve the throughput. Since bandwidth is a

fixed resource, research has focused on techniques which can increase the spectral efficiency.

Using multiple antennas at the receiver or transmitter or both is a recognized method to

improve the spectral efficiency. The major fundamental challenge for reliable wireless com-

munication is signal attenuation by shadowing, due to large obstacles between transmitter

and receiver, and by fading, due to multipath propagation. Transmission with MIMO is

a famous diversity scheme known to improve the reliability of DWCS. Moreover, a multi-

plexing gain can be achieved by using MIMO to send multiple signals out, which drastically

enhances the communication capacity. Therefore, MIMO systems have received major at-

tention during the past decades, and are utilized in numerous current wireless standards

(e.g., LTE-Advanced, 802.16m), and are considered for future DWCS.

The focus to employ spatial multiplexing gain has been shifted from MIMO to Multi User-

MIMO (MU-MIMO), where a MIMO Base Station (BS) serves multiple users simultaneously.

Since MU-MIMO systems have the ability to achieve spatial multiplexing gain even with

single antenna users [17], User Equipments (UEs) with low-cost and small physical size

requirements can be designed. Moreover, MU-MIMO systems are able to realize all MIMO

systems benefits. In addition, it overcomes most of the MIMO propagation limitations, such

as ill-behaved channels through using scheduling techniques. Furthermore, the problem of

line of sight propagation in MIMO systems, which causes major performance degradation,

does not effect MU-MIMO systems. Hence, there has been significant interest in MU-MIMO

[17–22].

The tradeoff between implementation complexity and system performance is always

present. MU-MIMO benefits come at the cost of multiuser interference and complex user

scheduling, while requiring fast and accurate CE schemes. On the other hand, increasing

the number of BS antennas increases the degrees of freedom in the system. Thus, in the

same time/frequency resource, more users are able to communicate simultaneously, and that
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results in a huge sum throughput. The downside of large antenna arrays is that regular sig-

nal processing schemes, such as Maximum Likelihood Detection (MLD), become excessively

complex because of the high dimensionality of the received signal.

Marzetta demonstrated in [23] that simple linear processing becomes nearly optimal when

using a huge number of antennas at the BS relative to the number of active users. More

specifically, as the number of antennas at the BS grows large, the effects of uncorrelated noise,

fast fading and intra-cell interference tend to disappear, even with simple Maximum Ratio

Transmission (MRT) in the Downlink (DL), from BS to users, or Maximum Ratio Combining

(MRC) in the Uplink (UL), from users to BS. MU-MIMO systems, serving tens or more of

users concurrently in the same time/frequency resource with a hundred or more antennas

at the BS, are identified as very large MU-MIMO or Massive MIMO. The main advantages

of Massive MIMO systems are high communication reliability, huge energy and spectral

efficiency, and simple signal processing. Furthermore, a massive BS antenna array does not

have to be physically large. For example, consider 128 antennas contained in a cylindrical

array, arranged in four circles with 16 dual-polarized antennas per circle. The distance

between adjacent antennas at 2.6 GHz would be about 6 cm, which is half a wavelength.

Thus, such an array would occupy a physical size of only 28cm⇥29cm [24]. Moreover, it is

expected that each antenna in Massive MIMO would be contained in an inexpensive unit

with low-power amplifier and simple processing.

The aforementioned benefits of Massive MIMO can be fully realized only if perfect CSI

are available at the BS and users. Nevertheless, in practice, CSI has to be acquired. The

BS obtains CSI through UL training to pre-code the signals in the DL to resist channel

effects, and to detect signals transmitted from the users in the UL. Moreover, for each user

to coherently detect transmitted signals from the BS, they may require partial knowledge

of CSI, which can be obtained through DL training. It was shown in [25] that each user’s

transmission power can be reduced by the number of BS antennas in the case of perfect CSI,

and can be reduced by the square root of the number of BS antennas in the case of imperfect

CSI, while using simple linear receivers, which demonstrates the effect of CE accuracy on

the achievable rates by the system.

One of the requirements for Massive MIMO is to be backward compatible [26], meaning

that techniques developed for current MIMO-OFDM systems would be utilized in future

DWCS. Hence, the work in this thesis targets current MIMO-OFDM systems. In the next

Section, an overview of the relevant developments in the area of CE techniques, classification,

evaluation criteria, and state-of-the-art research is provided.
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1.4 Review of Channel Estimation Techniques

A receiver has to accomplish two important tasks before information symbols could be ex-

tracted from the received signal: obtain CSI, and use them for channel equalization. In

the literature, most CE methods are categorized based on their computational complexity,

required observation window, spectral efficiency and estimation accuracy. A practical and

efficient estimator is one that minimizes complexity and observation window size, while ex-

ploiting spectral efficiency and accuracy. Nevertheless, realizing all such contradicting goals

into one single scheme is generally not possible. Therefore, the system design is a trade-off

between these objectives based on Quality of Service (QoS) requirements and the available

system resources. For most real-world applications, a practical trade-off can be realized by

using training symbols, denoted as pilot or reference symbols, where specific subcarriers at

the transmitter side are modulated using known symbols, and later used at the receiver side

for CSI estimations and CE purposes [27–34].

Pilot designs and interpolation techniques have been widely studied in the literature. Two

types of pilot designs have been adopted, namely, comb pilots and block pilots [35], while

other 2-D pilot designs were discussed in [28]. Comb pilots-based CE and time/frequency

plane scattered pilots generally achieve better performance than block type pilot design in

tracking the variations of fast fading channels in time. In general, pilot-based CE algorithms

in OFDM systems are based on Least Square Estimation (LSE or LS) to acquire Channel

Frequency Responses (CFR). LSE is relatively simple, since it does not consider relevant

channel information, and hence, is easily affected by noise [36]. Therefore, filtering techniques

are used to enhance the estimation by reducing the noise effect on the CFRs. Noise reduction

filters are classified into two categories based on their incorporation of channel’s statistical

information in their design. There is simple, yet, powerful moving average filters and the

more complex Linear Minimum Mean Square Error (LMMSE)-based filters such as 2-D

Wiener filter, which was first derived in [37]. The major difference between the two is

that LMMSE-based filters are more computationally complex compared to moving average

filters. In the literature, there has been attempts at finding lower complexity LMMSE-

based filtering techniques at the expense of processing latency, since they are iterative-

based [38–40]. Generally, optimal 2-D Wiener filtering is followed by optimal interpolation

using 2-D Wiener interpolation to find the CFRs for the rest of the time/frequency plane.

Hence, robust channel statistics independent interpolators with comparable performance to

that of 2-D Wiener interpolator are also needed, in order to further reduce the complexity

of the whole CE system.

Linear interpolation, second-order polynomial interpolation, spline, lowpass interpolation
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and transform domain interpolation for comb pilots were studied in [32,35], and parametric

estimation and least-square-fitting were presented in [41] and [42], respectively. In [43],

the authors presented the performance analysis and design of a linear interpolator followed

by a 2-D Moving Average-Finite Impulse Response (MA-FIR) filter for a rectangular pilot

grid design. In [28], a diamond shape lowpass filter was proposed that is implemented in the

transform domain using 2-D Discrete Fourier Transform (DFT)/Inverse DFT (IDFT), which

has high computational complexity. It is worth noting that when a nonlinear interpolator

is used, the pre-interpolation channel estimates at pilots positions are replaced by post-

interpolations estimates obtained from the fitting polynomial [42].

Figure 1.4 shows comb-type pilots distribution in a time/frequency plane in LTE-A [12],

where the pilots constitute 4.8% of the total time/frequency resource, which represents a

reduction in spectral efficiency. For some other systems, such as IEEE 802.11n, pilots occupy

7.1% of the total time/frequency resource, which means reducing the spectral efficiency even

more. Additionally, if channel coefficients over successive OFDM symbols are uncorrelated,

as it is the case with burst transmission systems, pilots are then required in every OFDM

symbol, which means greater reduction in spectral efficiency. Hence, many algorithms have

been developed to obtain the CSI blindly, without the use of any pilots, by extensively

processing the received data symbols [44–54] to estimate CSI. Consequently, such algorithms

enhance the spectral efficiency at the cost of higher computational complexity.

Figure 1.4: Time-frequency resource grid of LTE-A example

In the literature, blind CE is a major research area in wireless communication [28–34,44–

55]. The key idea behind the design of numerous blind estimators is the usage of a Constant
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Modulus (CMM) constellation, such as M -ary Phase Shift Keying (MPSK), to modulate all

subcarriers [45–48], and no pilots are required in such schemes. However, such blind tech-

niques prevent the usage of spectrally efficient modulation techniques, such as Quadrature

Amplitude Modulation (QAM) , hence, indirectly reducing the system’s spectral efficiency.

Hence, a more accurate description of such CE schemes would be conditionally-blind, to

differentiate them from fully and semi-blind schemes. In fully blind systems, there are

no restrictions on the modulation order or type, and no pilots are needed. In semi-blind

schemes, CE is performed using both, the data symbols and pilots [53–55]. In [56], a novel

conditionally-blind One Shot Blind Channel Estimator (OSBCE) was introduced for Single

Input Single Output (SISO) OFDM systems. The system is based on modifying the conven-

tional OFDM symbol structure, by placing MPSK data symbols instead of pilot subcarriers,

and modulating adjacent subcarriers using M -ary Amplitude Shift Keying (MASK). Since no

phase is associated with the MASK symbol, it can be considered as an imperfect CFR with

respect to the MPSK symbol. Therefore, the MPSK symbol can be immediately decoded,

and used to estimate the CFR. Since the proposed OSBCE in [56] restricts the modulation

type for only a small number of the subcarriers, it is spectrally efficient. Moreover, the

authors showed that the proposed OSBCE outperforms the subspace estimator [57] for the

entire SNR test range, with drastically smaller observation window.

Another important performance measure used to compare different CE techniques is

computational complexity. In general, blind-based CE schemes have higher computational

complexity than pilot-based CE schemes [32,50]. This is due to the extreme computational

complexity resulting from extensively searching over the solution space [49], or due to the

iterative nature of such techniques [50–52]. [49] presents a blind-based CE system, which

has comparable complexity to pilot-based CE at high SNRs, however, in practical scenarios,

such condition is usually not the case.

Moreover, the observation window size is another critical criteria in CE systems design,

and it specifies the number of OFDM symbols needed to acquire the CSI estimates. CE

techniques that demand large observation window are based on the assumption that the

channel is invariable over the observation period [45, 46, 48, 50], which is an acceptable as-

sumption for slow flat fading channels. However, this is not essentially the case for frequency

selective fast fading channels. Usually, CE techniques that require an observation window of

one OFDM symbol perform better than estimators with several OFDM symbols observation

window [49]. Such CE schemes are referred to as one-shot estimators.

The accuracy of CE schemes is usually assessed using Mean Squared Error (MSE). The-

oretically, MSE should be appropriately low to minimize the reduction in Bit Error Rate

(BER) resulting from CE errors [58]. Since pilot-based CE schemes have satisfactory effect
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on the BER by offering reliable CFR estimates, their MSE performance is regularly used in

the literature as a benchmark for comparison [27,47,58].

The previous review is focused on SISO-OFDM systems. The major difference between

SISO-OFDM and MIMO-OFDM in terms of CE is the fact that the received signal is a

superposition of signals from several transmit antennas. Therefore, SISO-OFDM CE tech-

niques cannot be directly applied in MIMO-OFDM [59]. There are two major strategies for

CE in MIMO-OFDM [43]. The first strategy, which is widely used in MIMO-OFDM based

wireless systems [60], is to send pilots from only one transmit antenna during a signaling

period while the other transmit antennas are nulled or turned off [61–63]. As a result, the

receive signal at pilot locations is reduced to a single transmitting antenna case, and the

CFR for each transmit antenna can be estimated using the SISO-OFDM techniques. In [64],

the authors investigate optimum pilot design for MIMO-OFDM, which achieves optimum

MSE performance. Since the pilot design in [64] uses nulling, the method is also proposed

for SISO-OFDM in [65]. The nulling strategy is powerful, yet, it has some drawbacks, such

as reducing the spectral efficiency and increasing the Peak Average Power Ratio (PAPR) [66]

by reducing the signal’s total Root Mean Square (RMS) value.

The other strategy for CE in MIMO-OFDM does not null any of the transmit antennas,

and pilots are simultaneously transmitted from all antennas. In this case, pilot sequences

are designed and coded to insure that they are separable at the receiver side. Generally,

such methods involve lots of computational complexity due to the matrix inversion involved

[59, 67]. If the channel is assumed to be quasi-static across two successive OFDM symbols,

complexity can be reduced by using Space Time Block Coded (STBC) pilots. In [68] and [69],

pilots from multiple transmit antennas are designed based on Alamouti’s scheme [70]. Other

sequences can also be used for the same purpose [60, 71, 72]. As a result, CFR estimation

can be performed at the receiver without matrix inversion. Nevertheless, this method is

limited by the requirement for the channel to be fixed over several successive OFDM symbols

that are equal in number to the the number of transmit antennas. Otherwise, the system

performance is significantly degraded. In addition to the reduced complexity, optimum MSE

performance [59] is achieved due to the orthogonal design of the pilot symbols.

In practice, the leading standards such as LTE-A [12], WiMAX [14] and DVB-T2 [13] are

using pilot-based CE, which indicates that compromising the spectral efficiency is preferred

in the pursuit of the other advantages. Consequently, it is necessary to investigate pilot-

based CE schemes to obtain sub-optimal channel estimates compared to the optimal 2-D

Wiener system, at a reduced computational complexity level, while maintaining a minimum

MSE threshold for a desired QoS. Since LTE-A systems, which mainly use pilot-based CE

with nulling [60], are the focus of this work, the LTE-A MIMO-OFDM system is regarded
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as a SISO-OFDM system.

1.5 Problem Statement and Justification

Although pilot-based system reduces spectral efficiency, it does fulfill most of the other CE re-

quirements such as: estimation accuracy, complexity and observation window size. Previous

related works in the literature use the Wiener filter for both noise filtering and interpolation,

which is the optimum filter and interpolator design [36,73–76]. Nevertheless, the associated

complexity of using 2-D Wiener filter for both estimation and interpolation is still high [77].

Therefore, the first objective of the thesis is to investigate less complex versions of 2-D

Wiener filtering implementation that can be applied to the current 4G LTE, and can be

carried forward to 5G. Thus, a new lower complexity implementation scheme is presented,

which uses 2 ⇥ 1-D Wiener instead of 2-D Wiener to filter the noisy CFR LS estimates

at pilots locations only, and then use cubic spline interpolation for data symbols locations.

Performance evaluation and complexity analysis in estimating LTE-A Cell-specific Reference

Signals (C-RS) and UE-specific Reference Signals (UE-RS) are reported and compared to

different variations of Wiener and moving average filters, with different interpolation tech-

niques. In addition, to eliminate the need to store pilot locations using look-up tables, we

analyze pilot locations and provide equations that give C-RS locations based on the related

parameters.

In addition, the second objective is to test the proposed CE scheme in full LTE-A system

to measure throughput performance for some LTE-A test cases, which were specified by

the 3rd Generation Partnership Project (3GPP) [60], to validate the proposed scheme’s

performance in real-life application.

Moreover, the usage of 2-D DFT/IDFT in pilot-based CE incurs high computational

complexity [28]. Therefore, the third objective of this work is to investigate the implementa-

tion of a less computationally complex filter and interpolator that uses 2⇥ 1-D FFT/IFFT,

instead of 2-D DFT/IDFT, in LTE-A OFDM CE. 1-D FFT is deployed to find the noisy

Channel Impulse Response (CIR) from the LS estimated CFRs, filter the CIR based on the

number of channel taps, then find the CFRs at data symbols locations by zero-padding and

using 1-D IFFT. Performance and complexity comparisons with other techniques, especially

with 2-D DFT/IDFT, are reported.

Since none of the blind-based techniques reported in the literature, to the best of our

knowledge, succeeds in resolving the contradicting CE design objectives perfectly, blind CE

remains one of the extensively addressed topics in wireless communication. Although the

work in [56] showed that the proposed OSBCE can be efficiently and effectively utilized
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in practical systems such as LTE-A standard, it did not take into consideration the Single

Input Multiple Output (SIMO) and MIMO cases, which are being deployed in the current

4G, and are strong candidates for future DWCS. Therefore, the fourth objective of the thesis

is to develop the novel OSBCE technique for SIMO and MIMO systems, describe the system

model and report the performance and potential of this new OSBCE for the different SIMO

and MIMO variations.

Moreover, the OSBCE technique for MIMO-OFDM will first be developed for an LTE-A

resource grid configuration, which is not optimal in terms of MSE performance from the

OSBCE operation point of view. Therefore, the fifth objective would be to propose resource

grid configurations, which enhances the MSE performance of the OSBCE for MIMO-OFDM.

1.6 Thesis Contributions

The major contributions of the thesis are summarized below:

• MSE mathematical expressions for LS estimation, Equal Weight Averaging (EWA),

currently used by manufacturers such as Samsung, and Wiener filters are derived and

presented.

• A pilot-based lower complexity channel estimator for C-RS and UE-RS in LTE-A DL

system is proposed based on using a hybrid Wiener filter, where 2⇥1-D Wiener, instead

of 2-D Wiener, is used to filter the noisy CFR LS estimates at pilot locations only and is

followed by cubic spline, instead of 2-D Wiener, interpolation for data symbol locations.

Moreover, equations that describe C-RS locations for pilots insertion and extraction

are given, which eliminates the need for look-up tables. Analytical results wherever

possible and, in general, simulation results are presented.

• Validate throughput performance using the proposed pilot-based system in full end-

to-end LTE-A system, and report the throughput measurements for successful LTE-A

test cases with different Transmission Modes (TM), and different Reference Channels

(RC) at a number of SNR points that were all specified by 3GPP [12].

• 2 ⇥ 1-D FFT/IFFT for filtering and interpolation, in place of 2-D DFT/IDFT, is

proposed as a less computationally complex overall system to de-noise the CIR in time

domain and interpolate the CFRs at data locations by oversampling. Performance and

complexity comparisons with other techniques, especially with 2-D DFT/IDFT, are

reported.

14



CHAPTER 1. INTRODUCTION

• Develop the new OSBCE scheme for SIMO and MIMO systems, and evaluate the

performance for different system and channel configurations in terms of MSE, and

symbol and bit error rates using computer simulations. In general, numerical results

are presented and discussed for the different implementations of SIMO-OFDM and

MIMO-OFDM.

• Propose new resource grid configurations that enhances the MSE performance of the

developed OSBCE for MIMO-OFDM, and compare its performance to the equivalent

OSBCE variation for MIMO-OFDM in different channel conditions. Different config-

urations of OSBCE are presented, namely across frequency, time and time/frequency.

1.7 Thesis Organization

In Chapter 2, the problem of lower-complexity pilot-based CE techniques is addressed. LTE-

A OFDM DL system, and MSE mathematical explicit expressions for LS estimation, EWA,

and Wiener filters are presented and derived, respectively. In addition, equations that de-

scribe C-RS locations for pilots insertion and extraction are given. A hybrid lower-complexity

Wiener filter for pilot-based CE for C-RS and UE-RS in LTE-A DL system is proposed, and

tested under various channel conditions. Simulations in real-life LTE-A scenarios are carried

out to confirm that the proposed CE sub-optimum scheme produces reliable CFR estimates

at a much lower complexity. The optimal noise filter is shown to be composite of both EWA

and Wiener filtering, where the lower bound is a function of both SNR and the channel

statistics. Moreover, 2 ⇥ 1-D FFT/IFFT filtering and interpolation system is proposed for

CE, instead of 2-D DFT/IDFT, and performance and complexity comparisons are provided.

Numerical results are reported, and discussions of the performance of the sub-optimum filter

and 2⇥ 1-D FFT/IFFT in LTE-A are given.

In Chapter 3, a novel spectrally efficient OSBCE, first introduced to SISO-OFDM in [56],

is developed for SIMO-OFDM system. The approach is illustrated using various examples

in both dimensions (time and frequency), and performance is verified in various channel

conditions in terms of Symbol Error Rate (SER) and MSE using computer simulations, with

the benchmark set by the pilot system [43]. Discussions of numerical results are given with

focus on the effect of the increased number of antennas on the performance of the OSBCE,

and the effect of the separation distance between MPSK and MASK symbols.

In Chapter 4, different OSBCE configurations are developed for MIMO-OFDM systems

using LTE-A pilots configuration, where two different schemes are introduced, namely Mode

1 and Mode 2. In Mode 1, MASK symbols are coded and transmitted multiple times across
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the resource grid as a form of transmit diversity. This facilitates the extraction of the

associated MASK symbol per transmit antenna, which is needed for the OSBCE operation.

When MPSK symbols are transmitted from one transmit antenna, other antennas will be

nulled. In Mode 2, no coding is required, and the RE locations where MPSK and MASK

symbols are transmitted from one antenna, are nulled at all other transmitting antennas.

Discussions of numerical results are presented by comparing the MSE performance between

the different modes of OSBCE for MIMO and the pilot-based MSE performance as the

number of receive antennas increases.

In Chapter 5, new RG configurations, instead of the LTE-A configurations from Chapter

4, that enhances the MSE performance of the OSBCE for MIMO-OFDM are proposed. The

criteria for the new configurations is to minimize the separation distance within the resource

grid between the MASK and MPSK symbols of the OSBCE system. The proposed grid

configurations transmit the MPSK and MASK symbols next to each other across frequency,

time, or time and frequency, in order to improve the MSE performance. Discussion of

numerical results are given with comparison to the equivalent OSBCE variation for MIMO-

OFDM using LTE-A grid.

The thesis is concluded in Chapter 6 by summarizing the work carried out, contributions

made and conclusions from the results obtained. Also, we outline areas for further research

in the light of the needs of modern reliable DWCS and the work done in the thesis.
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Chapter 2

Hybrid Lower-Complexity Filtering
Schemes for Pilot-Based Channel
Estimation1

2.1 Introduction

The objective of this Chapter is to propose and examine new pilot-based lower complexity

CE schemes. The optimum pilot-based CE system is dependent on 2-D Wiener filtering

and interpolation, which has high computational complexity. Hence, lower complexity filters

and interpolators are needed for future DWCS, and it is also necessary to test the proposed

1Related Publications:

1. M. Zourob and R. Rao, "2×1-D Fast Fourier Transform Interpolation for LTE-A OFDM Pilot-Based
Channel Estimation," 2017 International Conference on Electrical and Computing Technologies and
Applications (ICECTA), Nov. 21-23, 2017, pp. 1-5. (Best Student Paper Award - Second

Place)

2. M. Zourob and R. Rao, "Hybrid Lower-Complexity Wiener Filter for Pilot-Based Channel Estimation
for C-RS in LTE-A DL System," Mobile Networks and Applications Journal (MONET by Springer),
2017, pp. 1-19.

3. M. Zourob and R. Rao, "Lower-Complexity Wiener Filtering for UE-RS Channel Estimation in LTE
DL System," 2017 International Symposium on Wireless Systems and Networks (ISWSN), Nov. 19-22,
2017, pp. 1-5.

4. M. Zourob and R. Rao, "A Low-Complexity C-RS-Aided Channel Estimation Scheme for LTE Down-
link System," 2017 International Conference on Smart Grid and Internet of Things (SGIoT), Jul.
11-13, 2017, pp. 1-10.

5. M. Zourob and R. Rao, "Reduced-Complexity Implementation Scheme for OFDM Channel Estima-
tion," 2017 IEEE 30th Canadian Conference on Electrical and Computer Engineering (CCECE), May.
1-3, 2017, pp. 1-4.
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systems in practical scenarios such as LTE-A. Therefore, the Chapter starts by introducing

the LTE-A OFDM DL system model, with focus on two types of pilot signals: C-RS and

UE-RS. Next, equations that describe C-RS locations for pilots insertion and extraction

are given, in order to minimize storage requirements for look-up tables. Afterwards, MSE

mathematical explicit expressions for LS estimation, EWA, and Wiener filters are derived

and presented. Thereafter, some common interpolators are presented, and the 2 ⇥ 1-D

FFT/IFFT is proposed, as a less computationally complex alternative, for CE instead of

2-D DFT/IDFT. Next, a hybrid pilot-based CE system is proposed, based on using 2 ⇥ 1-

D Wiener filter for noise filtering at pilot locations only, and cubic spline interpolation for

data symbol locations. In general, numerical analysis of MSE performance and complexity

comparison are provided. Finally, simulations in real-life LTE-A scenarios are carried out to

confirm the feasibility of the proposed CE scheme, before the Chapter is concluded.

2.2 LTE-A OFDM DL System and Channel Model

Data is transmitted between one BS and one UE in the form of packets called radio frames.

3GPP LTE-A supports two radio frame structures; one is applicable to both full duplex

and half duplex Frequency Division Duplex (FDD) system, which is shown in Figure 2.2.

The other is applicable to Time Division Duplex (TDD). Each radio frame consists of 10

sub-frames and spanning 10 milliseconds in time. Each sub-frame occupies 1 millisecond in

time and consists of two time slots. The OFDM time/frequency plane is called a Resource

Grid (RG). Each 12 sub-carriers and 14 OFDM symbols are labeled as a single Resource

Block (RB) and contains 12⇥ 14 = 168 Resource Elements (RE).

Different reference signals, or pilots, are transmitted in LTE-A system for different pur-

poses. C-RS are one type of pilots and they are transmitted in all DL subframes on antenna

ports 0,1,2 and 3. Antenna ports do not correspond to physical antennas, but rather are

logical entities distinguished by their reference signal sequences. C-RS are used by UE for

channel estimation, cell selection, cell re-selection and handover. Figure 2.1 shows C-RS dis-

tribution for ports 0, 1, 2, and 3. The white-colored REs are used for data transmission, and

the colored REs are occupied by C-RS from different ports. The grey-colored REs denote

unused REs, because locations of REs used for C-RS transmission on any antenna port shall

not be used for transmission by other antenna ports and are set to zero. Thus, the received

RE at any of the C-RS locations from port q, q 2 {0, 1, 2, 3}, would represent the pilot

transmitted by one port only. Therefore, at C-RS locations, the system can be considered

as a SISO system.

The other type of reference signals considered in this Chapter are UE-RS. UE-RS are
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transmitted on DL antenna ports 5 and 7-14 and they are used to derive the channel estimates

to demodulate the data, and enable beamforming for data transmissions to specific UEs.

Moreover, UE-RS are used for pre-coding wherein the UE-RS are also pre-coded in the

same manner as the data. UE-RS are transmitted within the resource blocks allocated

only to a specific UE. There are different pilot distributions based on the antenna port

number [60]. UE-RS, although different from C-RS, but have the same basic properties in

terms of modulation type and order. Therefore, for simplification, discussion will focus on

C-RS, however the analysis and results are also applicable to UE-RS. We will be using “C-

RS” and “pilots” interchangeably from here on and we will consider the number of ports to

be equal to the number of transmitters throughout the Chapter.

Figure 2.1: Mapping of C-RS in LTE-A – Normal CP

Consider an NT ⇥NR LTE-A OFDM system, where NT and NR describe the number of

transmit and receive antennas, respectively, with N sub-carriers modulated by a sequence

of N complex data symbols at each transmit antenna as
=

⇥

As
0, A

s
1, ..., A

s
N�1

⇤T
where s 2

{1, 2, ..., NT}. The data symbols in as
are selected uniformly from a general constellation

such as MPSK with modulation order MP . It is worth noting that the average symbol

power is set to 1/NT to normalize the total transmit power from both antennas to unity.

In pilot-based practical OFDM systems [12], ks
N

P

of the subcarriers at `sN
P

OFDM symbols
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are reserved for pilot symbols, which are used for channel estimation and synchronization

purposes. P s
= (ks

P , `
s
P ), where ks

P =

�

ks
1, k

s
2, . . . , k

s
N

P

 

and `sP =

�

`s1, `
s
2, . . . , `

s
N

P

 

, are the

set of indices for pilot-carrying REs within transmitter’s s RG.

Figure 2.2: Frame Structure in LTE-A FDD

The modulation process at each transmit antenna can be implemented efficiently using

N -point IFFT. The output of the IFFT process during the `th OFDM symbol is given by

x(`) = FHa(`); where F is the normalized N ⇥ N FFT matrix, and hence, FH
is the

IFFT matrix. The elements of FH
are defined as Fk̀,k = (1/

p
N)ej2⇡k̀k/N where

`k and k

denote the row and column indices

`k, k 2 {0, 1, ..., N � 1}, respectively. To eliminate Inter

Symbol Interference (ISI) between consecutive OFDM symbols and maintain the subcarriers’

orthogonality in frequency selective multipath fading channels, a Cyclic Prefix (CP) of length

NCP samples no less than the channel maximum delay spread (Lh) is formed by copying the

last NCP samples of x and appending them in front of the IFFT output to compose the

OFDM symbol with a total length Nt = N + NCP samples and a duration of Tt seconds.
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Then, the complex baseband OFDM symbol during the `th signaling period

˜x is upsampled,

filtered and up-converted to a radio frequency centered at fc before transmission through

each transmit antenna.

Table 2.1: Channel delay profiles used in simulation

Delay Profile Doppler Spread (Hz) Max. Excess Tap Delays (ns)

EPA 5 410

EVA 70 2510

ETU 300 5000

At the receiver front-end, the NR received signals are down-converted to baseband and

sampled at a rate Ts = Tt/Nt. In this work, we assume that the channel between each pair

of transmit and receive antennas is composed of Lh + 1 independent multipath components

each of which has a gain hm ⇠ CN
�

0, 2�2
h
m

�

and delay m ⇥ Ts, where m 2 {0, 1, ..., Lh}.
In this Chapter, channel taps are set to represent different channel delay profiles that are

outlined by 3GPP [60] and are shown in Table 2.1. Figure 2.3 shows a block diagram of

the pilot-based SISO OFDM modulator and demodulator. The modulator and demodulator

blocks of an OFDM system are available at each transmit and receive antennas, respectively,

in a MIMO OFDM system.

Figure 2.3: Block diagram of SISO OFDM modulator and demodulator
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Then, the received signal for the `th OFDM symbol after discarding the first NCP CP

samples, and computing the FFT can be expressed as,

rv(`) =
N

T

X

s=1

Hs,v
(`)as

(`) + nv
(`) (2.1)

where v 2 {1, 2, ..., NR}, rv(`) =

⇥

rv0,`, r
v
1,`, ..., r

v
k,`..., r

v
N�1,`

⇤T
, rv(`) 2 CN⇥1

, nv
(`) denotes

AWGN vector at receiver v, whose samples are independent and identically distributed (i.i.d.)

⌘vk,l ⇠ CN
�

0, 2�2
⌘

�

, and Hs,v
(`) denotes the CFR between transmitter s and receiver v, which

is defined as

Hs,v
(`) = diag

�

�

�Hs,v
0,` , H

s,v
1,` , ..., H

s,v
k,` , ..., H

s,v
N�1,`

�

�

 

(2.2)

where

Hs,v
k,` =

L
h

X

m=0

hme
�j2⇡mk/N . (2.3)

We can rewrite (2.1) to represent the REs at subcarrier k as follows

rvk,` =
N

T

X

s=1

Hs,v
k,`A

s
k,` + ⌘vk,`. (2.4)

Thus, the received REs at locations (ks
P , `

s
P ) at receiver v are

rvks
P

,`s
P

= Hs,v
ks
P

,`s
P

As
ks
P

,`s
P

+ ⌘vks
P

,`s
P

(2.5)

where s 2 {1, 2, ..., NT} and As
ks
P

,`s
P

describes the pilots at transmitter’s s RG at locations

described by (ks
P , `

s
P ).

2.3 Channel Estimation

CE in pilot-based LTE-A OFDM systems can be broken into four major steps that are shown

in Figure 2.4. Based on the availability of channel statistical information and system com-

plexity, different noise reduction schemes and interpolation techniques can be implemented.

C-RS CFRs are first extracted from the RGs and equalized using LS estimation. Afterwards,

different schemes are applied to the LS estimates to reduce the noise effect and produce bet-

ter estimates. Since the first three steps are all done at pilot-carrying REs only, we need to

interpolate for the other REs using one of the many interpolation techniques.
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Figure 2.4: Channel Estimation in LTE-A OFDM

2.3.1 Pilots Extraction

First, C-RS symbols need to be extracted from the received RG at each receiver. By thor-

oughly analyzing the pilot symbols distribution scheme proposed in [60], we arrived at math-

ematical equations that describe C-RS pilots locations for each antenna port or transmit

antenna for both Normal CP (NCP) and Extended CP (ECP) cases, which are shown in

Table 2.2.

Table 2.2: Mathematical equations for C-RS pilot indices

Port 0, s = 1

(ks
P , `

s
P ) = [6i+ (3t+ vshift)mod6, (3 +NCP ) t+ (6 +NCP ) [nsmod2]]

Port 1, s = 2

(ks
P , `

s
P ) = [6i+ (3 [(t+ 1)mod2] + vshift)mod6, (3 +NCP ) t+ (6 +NCP ) [nsmod2]]

Port 2, s = 3

(ks
P , `

s
P ) = [6i+ (3 [nsmod2] + vshift)mod6, 1 + [NCP [nsmod2]] + 6 [nsmod2]]

Port 3, s = 4

(ks
P , `

s
P ) = [6i+ (3 + 3 [nsmod2] + vshift)mod6, 1 + [NCP [nsmod2]] + 6 [nsmod2]]

vshift = NCell
ID mod6, NCP =

(

1, For Normal Cyclic Prefix (NCP)

0, For Extended Cyclic Prefix (ECP)

i = 0, . . . , 2⇥Nmax,DL
RB � 1, t = 0, 1, ns = {1, 2}

NCell
ID is a number that identifies the cell in the network, vshift is the cell-specific frequency

shift, Nmax,DL
RB is the maximum number of DL RBs, and ns is the time slot number. To

verify the distributions shown in Figure 2.1, set NCell
ID = 0. The difference between NCP and

ECP will be covered in detail in section 2.4, and pilot distributions with ECP can be found

in [60].
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2.3.2 Pilots Equalization

Now, LS estimation is used to equalize the CFRs at pilot locations sent from different

transmitters at all receive antennas. C-RS locations and values are known to both receiver

and transmitter. Using LS estimation to solve for Hs,v
ks
P

,`s
P

for all transmitter and receiver

pairs (s, v), s 2 {1, 2, ..., NT}, v 2 {1, 2, ..., NR} from (2.5), we get

ˆHs,v
ks
P

,`s
P

=

rvks
P

,`s
P

As
ks
P

,`s
P

= Hs,v
ks
P

,`s
P

+ ⌘̂vks
P

,`s
P

. (2.6)

ˆHs,v
ks
P

,`s
P

represents LS estimated CFRs between transmitter s and receiver v RG at locations

(ks
P , `

s
P ) and ⌘̂vks

P

,`s
P

= ⌘vks
P

,`s
P

/As
ks
P

,`s
P

. The filter coefficient in the LS case is expressed as

ws,v
ks
P

,`s
P

=

1

As
ks
P

,`s
P

, ks
P =

�

ks
1, k

s
2, . . . , k

s
N

P

 

, `sP =

�

`s1, `
s
2, . . . , `

s
N

P

 

. (2.7)

Thus, the MSE is defined as

MSEls = E

⇢

�

�

�

Hs,v
ks
P

,`s
P

� ˆHs,v
ks
P

,`s
P

�

�

�

2
�

(2.8)

= E

⇢

�

�

�

�Hs,v
ks
P

,`s
P

� ⌘̂vks
P

,`s
P

+Hs,v
ks
P

,`s
P

�

�

�

2
�

(2.9)

= E

⇢

�

�

�

⌘̂vks
P

,`s
P

�

�

�

2
�

(2.10)

= E

8

<

:

�

�

�

�

�

⌘vks
P

,`s
P

As
ks
P

,`s
P

�

�

�

�

�

2
9

=

;

(2.11)

= 1/�s,v (2.12)

where E {.} denotes the expectation, and �s,v is the SNR between transmitter s and receiver

v.

2.3.3 Noise Reduction

After arriving at the LS estimated CFRs, the estimation performance is generally not good

enough because of the presence of ⌘̂vks
P

,`s
P

. Thus, further processing is needed to enhance the

CFRs estimates. Two major techniques are presented based on complexity and availability

of channel statistics: EWA and Wiener Filtering. Time domain interpolation using 2⇥ 1-D

FFT/IFFT instead of 2-D DFT/IDFT is proposed, but since it involves de-noising the LSE

and interpolation, it will be completely covered under the interpolation section.
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2.3.3.1 Equal Weight Averaging

EWA is considered a simple, yet, powerful tool to reduce the noise effect, especially at low

SNRs, after LS estimation without the need for channel statistical information. In EWA,

LS estimates are treated as deterministic but unknown. So, LS estimation is followed by

EWA at each (ks
P , `

s
P ) location, which simply averages all

ˆHs,v
ks
P

,`s
P

that falls in the RG within

a window bounded by ks
P � F

2  ks
P  ks

P +

F
2 and `sP � T

2  `sP  `sP +

T
2 . EWA is then

performed according to the following

H
s,v

ks
P

,`s
P

=

1

Z

ks
P

+F

2
X

k̀s
P

=ks
P

�F

2

`s
P

+T

2
X

`̀s
P

=`s
P

�T

2

ˆHs,v

k̀s
P

,`̀s
P

(2.13)

where Z is the number of LS estimated CFRs around

ˆHs,v
ks
P

,`s
P

within the window bounded by

ks
P � F

2  ks
P  ks

P +

F
2 and `sP � T

2  `sP  `sP +

T
2 . EWA is a discrete, linear, and generally

shift variant filter with an odd number of taps. Thus we can write (2.13) as follows

H
s,v

ks
P

,`s
P

=

X

{k̀s
P

,`̀s
P

}
w(ks

P , `
s
P ;

`ks
P , ``

s
P )

ˆHs,v

k̀s
P

,`̀s
P

(2.14)

=

X

{k̀s
P

,`̀s
P

}
w(ks

P , `
s
P ;

`ks
P , ``

s
P )

⇣

Hs,v

k̀s
P

,`̀s
P

+ ⌘̂v
k̀s
P

,`̀s
P

⌘

(2.15)

where

`ks
P , ``

s
P are bounded as specified previously, and w(ks

P , `
s
P ;

`ks
P , ``

s
P ) is the shift-variant

impulse response of the EWA filter, where the number of filter coefficients is Z. We can

write (2.15) in matrix form as

H
s,v

ks
P

,`s
P

= ws,v
P

ˆHs,v
T/F (2.16)

where

ws,v
P =

1

Z
⇥ [11, 12, ..., 1Z ] . (2.17)

ws,v
P is the 1 ⇥ Z-taps filter coefficients vector and

ˆHs,v
T/F is the Z ⇥ 1 LS estimated CFRs

vector at pilot locations bounded by ks
P � F

2  ks
P  ks

P +

F
2 and `sP � T

2  `sP  `sP +

T
2 .

Thus, the MSE is defined as
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⇢

�

�

�

Hs,v
ks
P

,`s
P

�H
s,v

ks
P

,`s
P

�

�

�

2
�

= E

⇢

⇣

Hs,v
ks
P

,`s
P

�H
s,v

ks
P

,`s
P

⌘⇣

Hs,v
ks
P

,`s
P

�H
s,v

ks
P

,`s
P

⌘H
�

= E

⇢

Hs,v
ks
P

,`s
P

⇣

Hs,v
ks
P

,`s
P

⌘H
�

� E

⇢

ws,v
P

ˆHs,v
T/F

⇣

Hs,v
ks
P

,`s
P

⌘H
�
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� E

⇢

Hs,v
ks
P

,`s
P

⇣

ws,v
P

ˆHs,v
T/F

⌘H
�

+ E

⇢

ws,v
P

ˆHs,v
T/F

⇣

ws,v
P

ˆHs,v
T/F

⌘H
�

(2.18)

where (.)H is the Hermitian transpose. Knowing that Rxx = E
�

xxH
 

is the autocorrelation

coefficient for a RV x, and Ryx = RH
xy = E

�

yxH
 

is the crosscorrelation coefficient between

two RVs y and x, (2.18) becomes

MSEewa = R(HH)s,v
k

s

P

,`

s

P

�ws,v
P RH

(

HĤ
)

s,v

T/F

�R
(

HĤ
)

s,v

T/F

(ws,v
P )

H
+ E

⇢
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P
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T/F

⇣
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H

�
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(
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(
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⇣
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=
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⇢
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(

ĤĤ
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=
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(2.19)

where Re {.} denotes the real part, R
(

HĤ
)

s,v

T/F

is the 1 ⇥ Z crosscorrelation vector between

Hs,v
ks
P

,`s
P

and

ˆHs,v
T/F , and R

(

ĤĤ
)

s,v

T/F

is the Z ⇥ Z channel autocorrelation matrix. We as-

sume that the noise and the fading are statistically independent. Assuming the Wide Sense

Stationary Uncorrelated Scattering (WSSUS) model for Hs,v
ks
P

,`s
P

with two-dimensional auto-

correlation function; Rs,v
(f, t), and that noise and fading are statistically independent, then

the elements of R
(

ĤĤ
)

s,v

T/F

and R
(

HĤ
)

s,v

T/F

are expressed as, respectively

Rs,v
(

`ks
P � ´ks

P , ``
s
P � ´`sP ) +

✓

1

�s,v

◆

�s,v(`ks
P � ´ks

P , ``
s
P � ´`sP ) (2.20)

Rs,v
(ks

P � `ks
P , `

s
P � ``sP ). (2.21)

For WSSUS channels [36], the scattering function and the two-dimensional autocorrelation

function factorizes to

Rs,v
(�f, �t) = Rs,v

(f, 0)Rs,v
(0, t) = Rs,v

H (f)Rs,v
c (t) . (2.22)
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Rs,v
c (t) is given as the inverse Fourier transform of the Doppler spectrum. For the Jakes

spectrum with fd,max as the maximum Doppler frequency, it is given by

Rs,v
c (t) = J0 (2⇡fd,maxt) . (2.23)

Rs,v
H (f) is given as the Fourier transform of the delay power spectrum. For a rectangular

delay power spectrum between 0 and ⌧max as the maximum tap delay, it is given by

Rs,v
H (f) = e�j⇡f⌧

max

sinc (f⌧max) . (2.24)

If we substitute (2.20) into (2.19), it is noted that as SNR increases, MSEewa will hit an error

floor that is a function of the number of taps, Z, and the channel statistical information.

Figure 2.5 shows an example of different EWA schemes. Note that EWA is applied for each

antenna port separately; meaning that the averaging window spans pilots from one antenna

port at a time. We will use Nfreq.F ⇥NtimeT notation to specify the EWA averaging window

size.

2.3.3.2 Wiener Filtering

Estimation performance can be greatly improved by exploiting the channel’s statistical in-

formation, which is the case in Wiener filtering. The LS estimates are considered as random

variables and a linear filter based on the MMSE theory is used for noise reduction, namely

Wiener filter. We are trying to find the CFRs Hs,v
ks
P

,`s
P

from the noisy channel measurements

ˆHs,v
ks
P

,`s
P

with properly chosen estimator coefficients. This linear estimator can be expressed

as

ˇHs,v
ks
P

,`s
P

=

X

{k̀s
P

,`̀s
P

}
b(ks

P , `
s
P ;

`ks
P , ``

s
P )

ˆHs,v

k̀s
P

,`̀s
P

. (2.25)

To simplify the formalism, we assume that a CFR, Hs,v
ks
P

,`s
P

, must be estimated from a finite

number of M measurements,

ˆHs,v
ks
P

,`s
P

. The sample and M measurements are taken only at

pilots locations. We may then write the estimated sample,

ˇHs,v
ks
P

,`s
P

, at pilots locations only

as

ˇHs,v
ks
P

,`s
P

= bs,v
P

ˆHs,v
P (2.26)

where

bs,v
P =

h

bs,v11 bs,v12 · · · · · · bs,v1M

i

. (2.27)
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Figure 2.5: Examples of EWA

The criteria for designing the Wiener filter coefficients bs,v
P is to minimize the following

E

⇢

�

�

�

es,vks
P

,`s
P

�

�

�

2
�

= E

⇢

�

�

�

Hs,v
ks
P

,`s
P

� ˇHs,v
ks
P

,`s
P

�

�

�

2
�

. (2.28)

Based on the MMSE theory, we arrive at the Wiener-Hopf equation that describes the values

of bs,v
P as

bs,v
P = R

(

HĤ
)

s,v

M

⇣

R
(

ĤĤ
)

s,v

M

⌘�1

(2.29)

where R
(

HĤ
)

s,v

M
is the crosscorrelation vector of size 1 ⇥ M between Hs,v

ks
P

,`s
P

and

ˆHs,v
P , and

⇣

R
(

ĤĤ
)

s,v

M

⌘�1

is the inverse of the channel autocorrelation matrix of size M ⇥ M. If the

crosscorrelation and autocorrelation functions are known, the MSEw is obtained and de-
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scribed as

MSEw =

L
h

X

m=0

2�2
h
m

�R
(

HĤ
)

s,v

M

⇣

R
(

ĤĤ
)

s,v

M

⌘�1 ⇣

R
(

HĤ
)

s,v

M

⌘H

. (2.30)

Different variations of Wiener filtering can be used such as: 1-D frequency Wiener, 1-D time

Wiener, 2⇥1-D Wiener and 2-D Wiener. It was indicated in [78] that the cascade of two 1-D

Wiener filters achieves performance similar to that of the 2-D Wiener filter with negligible

degradation and reduced implementation complexity. The order can be shown to be arbitrary

due to linearity of the estimation and due to the fact that the rectangular constellation is

the Cartesian product of two one-dimensional ones. We will use Nfreq.F ⇥NtimeT notation

to specify the number of taps being used by Wiener filter.

2.3.4 Interpolation

Once the noise has been reduced or removed from the CFRs estimates, it is possible to

use interpolation to estimate the missing values from the channel estimation grid. For

the purpose of this work, two of the widely used interpolation techniques namely spline

interpolation and Wiener interpolation are presented. Moreover, time domain interpolation

is proposed using 2⇥1-FFT/IFFT instead of the computationally complex 2-D DFT/IDFT.

2.3.4.1 Linear Spline Interpolation

Given a tabulated function fk = f(xk), k = 0, 1, ..., N, a spline is a polynomial between

each pair of tabulated points, but one whose coefficients are determined “slightly” non-

locally. The non-locality is intended to make sure that there will be global smoothness in

the interpolated function up to some order of derivative. We start first by presenting the

linear spline interpolation.

If we have two consecutive points (xk,yk),(xk+1,yk+1) where yk = fk = f(xk), Linear

interpolation in the interval [k, k + 1] gives the interpolation formula

f = Cfk +Dfk+1 (2.31)

where

C =

xk+1 � x

xk+1 � xk

, D = 1� C. (2.32)

Linear interpolation is simple and performs well for low-variant functions. Nevertheless,

because the interpolation function represents a straight line, it fails at tracing the curvatures

of the function. The accuracy can be improved by using more interpolating points. However,

a major issue is that the first derivatives of the interpolating function are discontinuous at
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the interpolated points. The order of complexity for ⇣ number of points using linear spline

interpolation is O(⇣).

2.3.4.2 Cubic Spline Interpolation

The objective in cubic spline interpolation is to arrive at an interpolation formula that is

continuous in both the first and second derivatives, both within the intervals and at the

interpolating points. This will result in a smoother interpolating function. In general, if the

function to be approximated is smooth, then cubic splines will do better than linear spline

interpolation.

Continuing on from the subsection 2.3.4.1, assume that in addition to the tabulated

values of fi, we also have tabulated values for the function’s second derivatives, that is, a

set of numbers f
00
i . Then within each interval [k, k + 1], we can add to the right-hand side

of (2.31) a cubic polynomial whose second derivative changes linearly from a value f
00
k on

the left of a value f
00
k+1 on the right. Doing so, we arrive at the desired continuous second

derivative. If the cubic polynomial is constructed to have zero values at xk and xk+1, then

adding it in will not spoil the agreement with the tabulated functional values fk and fk+1

at the end points xk and xk+1. A little side calculation shows that there is only one way to

arrange this construction, namely replacing (2.31) by

f = Cfk +Dfk+1 + Ef
00

k + Ff
00

k+1 (2.33)

where C and D are defined as before and

E =

1

6

�

C3 � C
�

(xk+1 � xk)
2 , F =

1

6

�

D3 �D
�

(xk+1 � xk)
2 . (2.34)

It can be seen that the number of multiplications needed per one cubic spline interpolated

point is 3 multiplication operations. Note that since C and D are linearly dependent on x,

E and F (through C and D) have cubic x-dependence. We can readily check that f 00
is in

fact the second derivative of the new interpolating polynomial. We take derivatives of (2.33)

with respect to x , using the definitions of A,B,C and D to compute dC/dx, dD/dx , dE/dx

and dF/dx. The result is

df

dx
=

fk+1 � fk
xk+1 � xk

� 3C2 � 1

6

(xk+1 � xk) f
00

k +

3D2 � 1

6

(xk+1 � xk) f
00

k+1. (2.35)

For the first derivative, and

d2f

dx2
= Cf

00

k +Df
00

k+1. (2.36)
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For the second derivative. Since C = 1 at xk and C = 0 at xk+1, and D = 0 at xk and D = 1

at xk+1, (2.36) shows that f
00

is just the tabulated second derivative, and also that the second

derivative will be continuous across the boundary between two intervals, say (xk�1, xk) and

(xk, xk+1) .

We supposed the f
00
k s to be known, when actually they are not. However, we have not

yet applied the constraint that the first derivative, computed from (2.35), be continuous

across the boundary between two intervals. The key idea of a cubic spline is to require this

continuity and to use it to get equations for the second derivatives f
00
k .

The required equations are obtained by setting (2.35) evaluated for x = xk in the interval

(xk�1, xk) equal to the same equation evaluated for x = xk in the interval (xk, xk+1). With

some rearrangement, this give (for k = 1, 2, ..., N � 1)

xk � xk�1

6

f
00

k�1 +
xk+1 � xk�1

3

f
00

k +

xk+1 � xk

6

f
00

k+1 =
fk+1 � fk
xk+1 � xk

� fk � fk�1

xk � xk�1
. (2.37)

These are N � 1 linear equations in the N + 1 unknowns f
00
i , i = 0, 1, ..., N . Thus, there

is a two-parameter family of possible solutions. To arrive at a unique solution, one needs

to specify further conditions, typically taken as boundary conditions at x0 and xN . The

most common way of doing this is to set both f
00
0 and f

00
N equal to zero, which results in the

so-called natural cubic spline, which has zero second derivatives on both boundaries. Now

that we have the solution for f
00
k , k = 0, 1, ..., N , we can substitute back into (2.31) to give

the cubic interpolation formula in each interval (xk, xk+1). The order of complexity for ⇣

number of points using cubic spline interpolation is O(3

2⇣).

To minimize notations, we will refer to linear spline interpolation as “linear” interpolation,

and cubic spline interpolation as “spline” interpolation.

2.3.4.3 Wiener Interpolation

In subsection 2.3.3.2, the formulation assumed that we are estimating CFRs at pilot locations

only, Hs,v
ks
P

,`s
P

, from a finite number of M measurements at pilot locations as well,

ˆHs,v

k̀s
P

,`̀s
P

. The

difference between Wiener filtering and Wiener interpolation is that now the estimation is

done for all data locations in the RG, Hs,v
k,` , using estimates at pilot locations. The finite

M measurements can be either the Wiener filtered estimates,

ˇHs,v
ks
P

,`s
P

, or the LS equalized

estimates,

ˆHs,v
ks
P

,`s
P

. Thus, Wiener interpolation following Wiener filtering is written as

ˇHs,v
k,` =

X

{ks
P

,`s
P

}
b(ks, `s; ks

P , `
s
P )

ˇHs,v
ks
P

,`s
P

(2.38)
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where k and ` are the indices for all non-pilot RE locations.

2.3.4.4 2⇥ 1-D FFT/IFFT Filtering and Interpolation

Although the proposed technique in this subsection is listed under interpolation techniques,

it does involve de-noising of the CFRs at pilot locations in the middle of the process of

interpolating for data locations. The proposed technique involves transforming the CFRs into

the time domain using FFT to find the noisy CIR. Then, based on statistical measurements,

the number of taps of the channel, Lh, is obtained, and is used to low-pass the noisy CIR,

and only keep the first Lh taps. Thereafter, a fixed number of zeros is inserted to the end

of the CIR, followed by IFFT of the modified CIR sequence and scaling. It is essentially a

process of upsampling using zero padding in the transform domain. It is worth mentioning

that this type of filter/interpolator is a reasonable compromise between EWA and Wiener

filtering, as the process is essentially averaging using a channel statistics dependent low-pass

filter. The complexity associated with 1-D DFT is of the order O(⇣2) for ⇣ points and is

reduced by using 1-D FFT to O(⇣ log2 ⇣). In the case of 2-D DFT for a ⇣1 ⇥ ⇣2 matrix, the

complexity is O(⇣2⇣21 ) + O(⇣1⇣22 ), which is also reduced to O(⇣2⇣1 log2 ⇣1) + O(⇣1⇣2 log2 ⇣2)

using 2-D FFT.

Assume a RG of size k ⇥ `. First, channel estimates at pilot locations are rearranged

into an kN
P

⇥ `N
P

matrix Hs,v
P . Next, 1-D kN

P

�point FFT is applied along the frequency

direction for each individual `N
P

symbol. Afterwards, the `N
P

FFT sequences, each of length

kN
P

, are passed through a low pass filter keeping only the first Lh samples, and then each

one of the `N
P

FFT sequences is padded with enough zeros to account for all data carrying

subcarriers, kN
D

= k�kN
P

. Now the inverse k�point IFFT for all `N
P

symbols is performed

to get the k⇥ `N
P

matrix. The same procedure along the time dimension is applied without

low-pass filtering, to find the estimates at all `N
D

= `� `N
P

OFDM symbols, and obtain the

estimated CFR matrix k ⇥ `.

2.4 Results and Discussion

Simulations were carried out to compare the different types of noise reduction schemes with

different interpolation techniques in different channel conditions. Table 2.1 shows the speci-

fications for the multipath delay profiles for the simulated channels and they are: Extended

Typical Urban model (ETU), Extended Vehicular A model (EVA) and Extended Pedestrian

A model (EPA) [60]. Simulation results will be divided into three sections to report the

different results and their associated discussions.

32



CHAPTER 2. HYBRID LOWER-COMPLEXITY FILTERS FOR PILOT-BASED CE

2.4.1 CE Results Before Interpolation

The simulated system is a 2⇥ 2 LTE-A-OFDM antenna system. The system has 100 RBs,

1200 sub-carriers, �f = 15 KHz/subcarrier and every time slot occupies 500µ seconds. In

the case of NCP, 7 OFDM symbols occupy the time slot, where each symbol has a length

of

⇠
=

66.7µ seconds with a CP length of

⇠
=

5.2µ seconds for the first symbol and

⇠
=

4.7µ

seconds for the other 6 symbols. In the case of ECP, 6 OFDM symbols occupy the time slot,

where each symbol has a length of

⇠
=

66.7µ seconds with a CP length of

⇠
=

16.67µ seconds

per symbol. Notice that with ECP, one OFDM symbol has been sacrificed to increase the

CP length to protect the data from ISI resulting from frequency selective channels, such as

ETU. We are considering the channel statistical models provided by (2.23) and (2.24) in our

simulations. For each delay profile, we have tested different variations of EWA and Wiener

filter. We are comparing the LS estimates, 2-D Wiener (8F ⇥ 4T taps), 2 ⇥ 1-D Wiener

(8F ⇥ 4T taps), 1-D Wiener-16 (16F taps), 1-D Wiener-8 (8F taps), EWA-13 (13F ⇥ 27T ),

EWA-53 (53F ⇥ 27T ) and EWA-91 (91F ⇥ 27T ). The EWA windows were selected to

represent light (EWA-13), medium (EWA-53) and extreme (EWA-91) averaging cases for

the different SNR values and different channel delay profiles. The time-direction window

size in EWA is set to 27 to span two full sub-frames. We have omitted the plots of frequency

averaging and time averaging of EWA, as the results were quite poor, due to the simplicity

of such schemes. Complexity study will be performed in subsection 2.4.2. Simulation results

for each channel delay profile are presented separately.

Figure 2.6 shows the MSE simulation results for CFRs before interpolation for EPA 5

channel delay profile. The LS estimates simulation result matches the mathematical analysis

reported in subsection 2.3.2. It is noticed that EWA-91 and EWA-53 perform worse as SNR

increases, which is to be expected. From (2.19), it can be noticed that for low SNR values, a

bigger EWA window is required to mitigate the noise effect, which is distorting the channel

statistical information as well. Up till SNR = �6 dB, EWA-91 performs better than EWA-53

and EWA-13. However, as SNR increases, the number of EWA taps, Z, becomes the major

noise contributor to the channel statistical information, and with bigger number of averaging

taps, the estimates are smeared by harsher averaging. This results in worse performance

compared to LS estimates for both EWA-91 and EWA-53, for which both hit error floors

that are described by (2.19) as SNR ! 1. EWA-13 starts performing better than EWA-91

and EWA-53 after SNR

⇠
=

10 dB. It can be seen that EWA-13’s performance starts to get

worse towards the end of the graph and will eventually hit its respective error floor.

All the different variations of Wiener shown in Figure 2.6 provide different, yet, consistent

results across the SNR range, with 2-D Wiener providing the best noise reduction among all

the other variations. Based on the MIMO detector and the acceptable MSE threshold for
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successful detection, one can select the appropriate Wiener variation. As expected, there is

a slight degradation in the performance of 2 ⇥ 1-D Wiener when compared to 2-D Wiener.

However, as SNR gets higher, 2 ⇥ 1-D Wiener approaches the performance of 2-D Wiener.

At MSE = 10

�2
, 1-D Wiener-8 and 1-D Wiener-16 performances suffer by almost ⇠ 5 dB

and ⇠ 4 dB, respectively, when compared to 2⇥ 1-D Wiener.
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Figure 2.6: MSE vs. SNR for EPA 5 & EVA 70 before interp.

Figure 2.6 shows the MSE simulation results for CFRs before interpolation for EVA 70

channel delay profile. EWA-91 performs poorly across the whole SNR region, while EWA-53

provides the best performance up till SNR

⇠
=

�2 dB. After that, EWA-13 outperforms EWA-

53 until it hits its MSE error floor of

⇠
=

10

�2
. The LSE simulation result almost matches the

mathematical analysis reported in subsection 2.3.2. This is due to Inter Carrier Interference

(ICI) and ISI. ICI is an impairment well known to degrade performance of OFDM systems.

In this case, it arises from higher Doppler spreads due to channel time-variations and users

mobility. ICI effect will be clearer in the case of ETU 300. Generally, when ICI is present,

(2.6) becomes

ˆHs,v
ks
P

,`s
P

=

rvks
P

,`s
P

As
ks
P

,`s
P

= Hs,v
ks
P

,`s
P

+  s,v
ks
P

,`s
P

(✏) + ⌘̂vks
P

,`s
P

(2.39)

where  s,v
ks
P

,`s
P

(✏) is the ICI term as a function of the normalized Carrier Frequency Offset
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(CFO), ✏, due to Doppler shift. Hence, the MSE for LS estimation will have an error floor

at high SNR decided by the term  s,v
ks
P

,`s
P

(✏), which is attributed to the time-varying nature

of the channel. ICI will be covered extensively in subsection 3.3.3. Figure 2.7 shows the

MSE at SNR = 30 dB vs maximum Doppler frequency (fd,max), with a zoomed-in version in

the figure’s corner, for the different techniques considered in this Chapter, and it shows how

MSE gets worse as fd,max increases. Better results are obtained using ECP, which mitigates

ISI, however, the ICI effect is still present and degrades the overall performance.
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Figure 2.7: MSE vs Maximum Doppler Frequency for ETU 300 at SNR = 30 dB

Moreover, the different variations of Wiener show better results than EWA variations after

SNR

⇠
=

0 dB, with 2-D Wiener providing the best noise reduction. 1-D Wiener variations

approach the performance of the 2-D and 2⇥1-D Wiener as SNR increases, but still performs

better than LSE. This is due to ICI, which is not completely remedied by Wiener filtering.

Figure 2.8 shows the MSE for CFRs before interpolation in ETU 300 with NCP and

ECP. Since ETU 300 suffers from both ISI and ICI, the LS estimated CFRs deviate from

the mathematical analysis reported in subsection 2.3.2 after SNR

⇠
=

10 dB. Moreover, the

length of the NCP is not enough in the case of ETU to mitigate ISI as shown in Figure

2.8. Therefore, the performance improves slightly with ECP, but still suffers from ICI as

shown in Figure 2.8. This is due to higher Doppler shift, which becomes the major source

of distortion once SNR increases. This will cause both the LS estimates and Wiener filtered
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estimates to hit their own respective error floors.

In ETU 300, all EWA variations perform best at the low SNR region up till SNR

⇠
=

1 dB, before hitting their respective error floors based on the number of averaging taps,

Z. The different variations of Wiener show better results than EWA, since it adapts to

channel variations using the channel statistical information and SNR value, with 2-D Wiener

outperforming the other variations, and 2⇥ 1-D Wiener providing very similar performance

results, rendering it as a sub-optimal version of 2-D Wiener. The performance of the 1-D

Wiener variations approach those of 2-D Wiener as SNR increases.
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Figure 2.8: MSE vs. SNR for ETU 300 (NCP & ECP) before interp.

2.4.2 CE Results After Interpolation

In general, CFR interpolated estimates are as good as the CFR estimates before interpola-

tion. If CFR estimates are properly filtered before interpolation, then further improvement

would be obtained after interpolation. However, if an error persists and causes the CFR

estimates before interpolation to hit an error floor, that error will also propagate through

interpolation. In this subsection, we present the performance simulation results for each one

of the following schemes separately: the proposed scheme, 2 ⇥ 1-D Wiener filtering with

spline interpolation, EWA variations with spline and linear interpolation, 1-D, 2⇥ 1-D and

2-D Wiener filter variations with Wiener, spline and linear interpolations. Comparisons are
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carried out using the different channel delay profiles.
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Figure 2.9: MSE vs. SNR with interp. - EWA - EPA 5 & EVA 70

Figures 2.9 and 2.10 show the MSE simulation results for estimated CFRs using different

EWA variations after interpolation using two main techniques, namely linear and spline, for

the three channel delay profiles in use. By comparing LS/Spline and LS/Linear, it is noticed

that spline interpolation performs better than linear interpolation. Moreover, it can be

noticed that performance for the different EWA/Spline variations outperform EWA/Linear

variations as SNR increases. However, as channel variations increase, moving from EPA

to EVA to ETU, both EWA/Linear and EWA/Spline converge to their respective error

floors at various SNR points depending on the channel delay profile. This is due to the

fact that the different EWA variations has their own respective error floors, which will still

propagate through the interpolated values. The performance gap between linear and spline

interpolation disappears as the number of EWA taps increases.
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Figure 2.10: MSE vs. SNR with interp. - EWA - ETU 300 (NCP & ECP)
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Figure 2.11: MSE vs. SNR with interp. - 1-D Wiener - EPA 5 & EVA 70
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Figure 2.12: MSE vs. SNR with interp. - 1-D Wiener - ETU 300 (NCP & ECP)

Figures 2.11 and 2.12 show the MSE simulation results for estimated CFRs comparing

1-D Wiener-8 and 1-D Wiener-16 after interpolation using three main techniques, namely

linear, spline and Wiener, for the three channel delay profiles in use. It can be noticed

that 1-D Wiener/Wiener provides the best performance among the other interpolation vari-

ations.Moreover, 1-D Wiener/Spline outperforms 1-D Wiener/Linear with the performance

gap between them increasing as SNR increases. However, as channel variations increase, all

different interpolation techniques starts converging to their respective error floors at various

SNR points depending on the channel delay profile due to ICI.

Figures 2.13 and 2.14 show the MSE simulation results for estimated CFRs comparing

2-D Wiener and 2 ⇥ 1-D Wiener after interpolation using three main techniques, namely

linear, spline and Wiener, for the three channel delay profiles in use. Similar to the case of

1-D Wiener, it is noticed that 2-D and 2⇥1-D Wiener/Wiener provides the best performance

among the other interpolation variations. 2-D and 2 ⇥ 1-D Wiener/Spline outperforms 2-

D and 2 ⇥ 1-D Wiener/Linear as SNR increases, and generally speaking, 2 ⇥ 1-D Wiener

eventually matches 2-D Wiener at higher SNR values.

Again, as channel variations increase, moving from EPA to EVA to ETU, all different

interpolation techniques starts converging to their respective error floors at various SNR

points depending on the channel delay profile. This happens with Wiener interpolation as

well, because its performance is only as good as the performance of the LS CFR estimates
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before interpolation. Again, this is due to the higher ICI before interpolation.
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Figure 2.13: MSE vs. SNR with interp. - 2-D and 2⇥ 1-D Wiener - EPA 5 & EVA 70
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Figure 2.14: MSE vs. SNR with interp. - 2-D and 2⇥ 1-D Wiener - ETU 300 (NCP & ECP)
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One important observation for ETU 300 is that after SNR

⇠
=

20 dB, the LS/Spline

outperforms 2-D Wiener/Wiener before it hits its associated error floor. This indicates

that Wiener interpolation for the ICI affected 2-D Wiener filtered estimates gives poorer

performance compared to LS/Spline system, which is also affected by ICI.

Figures 2.15 and 2.16 summarize important simulation results in channel delay profiles

EPA 5, EVA 70 and ETU 300, respectively. Our proposed scheme, 2⇥ 1-D Wiener/Spline,

provides very similar results to 2-D Wiener/Spline and suffers a bit when compared to the

computationally exhaustive 2-D Wiener/Wiener.

From Figure 2.15, the proposed scheme in EPA 5 suffers by almost ⇠ 0.5 dB at MSE

= 10

�2
. For EVA 70 channel delay profile, which is shown in Figure 2.15, the proposed

scheme suffers by almost ⇠ 3 dB at MSE = 10

�2
. As for ETU 300 that is shown in Figure

2.16, the proposed scheme hits an error floor of MSE = 1.8⇥10

�2
compared to the MSE error

floor of 2-D Wiener/Wiener of ⇠ 0.5 ⇥ 10

�2
. Results show that performance gap between

the proposed scheme and 2-D Wiener/Wiener increases as channel variations increase.

Therefore, the optimal method for CFR estimation would be a combination of both

EWA/Spline, 2-D Wiener/Wiener and 2 ⇥ 1-D Wiener/Spline, where the lower bound is

a function of both SNR and the channel statistics. Thus, based on the acceptable MSE

threshold for successful detection by the MIMO detector in use, SNR value and channel

delay profile, one can select the appropriate filtering and interpolation to be used.
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Figure 2.15: MSE vs. SNR for EPA 5 & EVA 70 after interp. - All schemes
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Figure 2.16: MSE vs. SNR for ETU 300 (NCP & ECP) after interp. - All schemes

In the next subsection, simulation results for the proposed time domain filtering and in-

terpolation using 2⇥1-D FFT/IFFT instead of 2-D DFT/IDFT are presented and compared

to proposed hybrid CE and EWA variations.

2.4.2.1 2⇥ 1-D FFT/IFFT Filtering and Interpolation

For all channel delay profiles shown in Figures 2.17 and 2.18, the proposed scheme, time

domain filtering using 2⇥1-D FFT/IFFT provides comparable performance to LS and other

variations of Wiener up till a certain SNR point depending on the channel conditions. Since

time domain filtering is essentially averaging the CFRs in time domain, it is compared to the

different EWA variations. EWA-13 outperforms the proposed method in EPA5 and EVA 70

across most of the SNR values. This is due to the huge oscillations at the boundaries of the

interpolated data, which is shown in Figure 2.19 at the left-most and right-most interpolated

points. In ETU 300, the proposed method outperforms all EWA variations. While EWA

requires fine tuning the number of taps in different channels, time domain filtering is governed

by the maximum number of CIR taps. Unlike EWA, time domain filtering is capable of using

part of the channel statistics to reduce the noise effect on the estimated CFRs. In addition,

since the de-noising involved performing FFT to obtain the CIRs, simply oversampling and

performing IFFT would produce the CFRs at the non-pilot data locations.
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Figure 2.17: MSE vs. SNR with 2⇥ 1-D FFT/IFFT interp. - EPA 5 & EVA 70
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Figure 2.18: MSE vs. SNR with 2⇥ 1-D FFT/IFFT interp. - ETU 300 (NCP & ECP)

Moreover, the proposed implementation scheme performs as good as the 2-D DFT/IDFT,
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but with less computational complexity. The drawback of this method is the less desirable

performance compared to other different versions of Wiener. Also, since large number of

observed data is needed to obtain good interpolation performance, 2 ⇥ 1-D FFT/IFFT

method incurs large latency, is not real time, and requires large data storage.
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Figure 2.19: CE with different interpolators example

2.4.2.2 Complexity Analysis

Table 2.3 presents the complexity analysis for interpolated CFR estimates for a 1⇥1 system

with a frequency time plane spanning 1200 sub-carriers and 14 OFDM symbols in EPA 5 at

SNR = 20 dB. Increasing the number of transmitters or receivers does not make a difference

in complexity analysis since there is no cross talk between transmitters at pilot locations,

rendering the system as a SISO at pilot locations. Since we are using Wiener filters with

8F ⇥ 4T taps, we set the parameters for the EWA windows to span similar number of

pilots. We are using the number of multiplications needed at the filtering stage as a metric

of the complexity level. On DSP processors, each Complex Multiplication (CM) operation

translates to four Real Multiplication (RM) operations. Using EWA filter constitutes real

operations in filtering and using Wiener filter constitutes complex operations in filtering.

spline interpolation operations are considered as real operations.

Although 2-D Wiener/Wiener outperforms all other schemes in terms of MSE at SNR

= 20 dB, this is achieved is at the cost of a relatively higher number of computations as shown
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Table 2.3: Comparison of noise reduction techniques complexity for C-RS Port-0 - EPA 5

Algorithm -

Filter/Interpolation

Est. # of Operations.

Filtering & Interpolation

Total in

RM

MSE at SNR

= 20 dB

EWA 53⇥ 27/Spline 200⇥ 4⇥ 32 RM &
1200⇥ 14⇥ 9 RM

176, 800 1.0⇥ 10

�2

2-D Wiener/Wiener 200⇥ 4⇥ 32 CM &
(1200⇥ 14� 200⇥ 4)⇥ 32 CM

2, 150, 400 1.5⇥ 10

�3

2-D Wiener/Spline 200⇥ 4⇥ 32 CM &
1200⇥ 14⇥ 9 RM

253, 600 2.3⇥ 10

�3

2⇥ 1-D Wiener/Spline 200⇥ 4⇥ 12 CM &
1200⇥ 14⇥ 9 RM

189,600 2.8⇥ 10

�3

1-D Wiener-16/Spline 200⇥ 4⇥ 16 CM &
1200⇥ 14⇥ 9 RM

202, 400 4.0⇥ 10

�3

Time domain filtering

2⇥ 1-D FFT/IFFT

200⇥ log2 200⇥ 4 CM &
1200(4⇥ log2 1200 + 4⇥
log2 4+14⇥ log2 14) CM

515, 112 4.5⇥ 10

�3

Time domain filtering

2-D DFT/IDFT

200

2 ⇥ 4 + 200⇥ 4

2
CM &

1200

2 ⇥ 14 +1200⇥ 14

2
CM

20, 558, 400 4.5⇥ 10

�3

in Table 2.3. The proposed scheme, 2 ⇥ 1-D Wiener/Spline, requires 8.8% and 74.5% the

number of computations needed by 2-D Wiener/Wiener and 2-D Wiener\Spline, respectively,

while sill maintaining relatively similar MSE up till a certain SNR value depending on the

channel delay profile. Moreover, the proposed implementation of time domain filtering using

2⇥1-D FFT/IFFT requires just 2.5% the number of computations of 2-D DFT/IDFT, while

providing similar performance.

In addition to the higher complexity of Wiener filtering compared to EWA, Wiener re-

quires a considerable higher memory to store the bs,v
P coefficients for different combinations

of delay profiles and SNR values. This is needed in order to avoid calculating the filter coef-

ficients on the fly, which introduces great computational complexity because of the inversion

process associated with the autocorrelation matrices.

2.4.3 Throughput Conformance Testing in LTE-A System

We have run simulations for full LTE-A system to measure throughput performance for some

LTE-A test cases with different TMs, and different RCs at a number of SNR points that

were all specified by 3GPP [60]. This was done in order to validate the usage of the proposed

CE scheme, namely 2 ⇥ 1-D Wiener/Spline. The simulation generates one sub-frame at a

time and a populated RG is generated and OFDM modulated to get the transmit waveform.

The transmitted waveform goes through one of noisy fading channels specified in Table 2.1.
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At the receiver side, CE, equalization, demodulation and decoding are all performed and

the throughput performance is determined. The results reported in Tables 2.4, 2.5, 2.6, 2.7

and 2.8, where A and B represent the minimum fraction of maximum throughput and the

proposed system throughput, respectively, proves that the proposed system can be used in

actual practical LTE-A systems.

Table 2.4: TM1 - Single antenna (Port-0)

RC Channel MIMO SNR (dB) Modulation A (%) B (%)

R.1 ETU 70 1⇥ 2 �1.9 16-QAM 30 37.6

R.3 EVA 5 1⇥ 2 6.7 16-QAM 70 78.8

R.3 ETU 70 1⇥ 2 1.4 16-QAM 30 35.1

R.3 ETU 300 1⇥ 2 9.4 16-QAM 70 71.1

R.7 EVA 5 1⇥ 2 17.7 64-QAM 70 100

R.7 ETU 70 1⇥ 2 19 64-QAM 70 95.7

Table 2.5: TM2 - Transmit diversity

RC Channel MIMO SNR (dB) Modulation A (%) B (%)

R.11 EVA 5 2⇥ 2 6.8 16-QAM 70 86.2

R.12 EVA 5 2⇥ 2 5.9 16-QAM 70 70.7

Table 2.6: TM3: Open loop codebook based precoding

RC Channel MIMO SNR (dB) Modulation A (%) B (%)

R.11 EVA 70 2⇥ 2 13 16-QAM 70 74.8

R.12 EVA 70 2⇥ 2 12.7 16-QAM 70 71.5

R.35 EVA 200 2⇥ 2 20.2 64-QAM 70 79.9

R.14 EVA 70 4⇥ 2 14.3 16-QAM 70 88.5

Table 2.7: TM4: Closed loop codebook based spatial multiplexing

RC Channel MIMO SNR (dB) Modulation A (%) B (%)

R.35 EPA 5 2⇥ 2 18.9 64-QAM 70 77.3

Table 2.8: TM6: Single layer closed loop codebook based spatial multiplexing

RC Channel MIMO SNR (dB) Modulation A (%) B (%)

R.10 EVA 5 2⇥ 2 �2.5 QPSK 70 70.2
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2.5 Conclusion

In this Chapter, a new pilot-based lower complexity CE scheme for C-RS and UE-RS in

LTE-A DL system was introduced. The proposed scheme uses 2⇥ 1-D Wiener filter to filter

the noisy CFR LS estimates at pilot locations only instead of 2-D Wiener filter. Next, cubic

spline interpolation is used for data symbol locations instead of 2-D Wiener interpolation.

Results indicated that the optimal method for noise filtering would be a combination of

both averaging and Wiener filtering, where the lower bound is a function of both SNR and

the channel statistics. The performance of the proposed scheme was evaluated in terms of

MSE using simulations under various channel conditions. Numerical results showed that

the proposed scheme is sub-optimum in the sense that it provides performance that almost

matches the 2-D Wiener filter and interpolation, up till certain channel conditions and noise

levels, at a much reduced computational complexity. Complexity analysis showed that the

proposed scheme requires 8.8% of the number of computations needed by 2-D Wiener fil-

tering with Wiener interpolation. Moreover, accurate description for C-RS pilot locations

were given using mathematical equations. Despite the proposed time domain filtering us-

ing 2⇥ 1-D FFT/IFFT having less complexity than 2-D DFT/IDFT, its MSE performance

is still worse than 2 ⇥ 1-D Wiener/Spline in different channel conditions. This is due to

the huge oscillations produced at the boundaries of the interpolated data. Results indicate

that one need to select the appropriate filtering and interpolation combination based on the

acceptable MSE threshold for successful detection provided by the system detector in use,

SNR value and channel delay profile. Thus, the optimal method for noise reduction after

equalization. Finally, simulations in real-life LTE-A proved that the proposed CE system,

2 ⇥ 1-D Wiener/Spline, achieves the throughput threshold for numerous test cases of the

different transmission modes in LTE-A.
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Chapter 3

One-Shot Blind Channel Estimation for
SIMO-OFDM Systems1

3.1 Introduction

Since the pilot-based system in Chapter 2 depends on non-data carrying pilot symbols,

the spectral efficiency of the pilot-based system is reduced. Moreover, if the channel is ill-

behaved, more pilots will be needed to track the channel variations. Hence, it is important

to investigate CE algorithms that do not use pilots, which enhances the spectral efficiency

especially for future DWCS, which will be required to provide much higher data rates than

what is provided now. Therefore, in this Chapter, a novel blind CE technique for SIMO-

OFDM DWCS is presented. The system is based on replacing pilots from pilot-based systems

by a pair of MASK and MPSK symbols [56]. Hence, first, the system model overview and

the OSBCE scheme is presented. Next, OSBCE is proposed for SIMO systems with differ-

ent variations based on the channel conditions and system requirements. Since numerous

implementation schemes are proposed in this Chapter, numerical results and discussions

are presented throughout the Chapter after introducing each new variation. The developed

systems are compared to the benchmark pilot-based system, to verify that the developed

OSBCE can achieve reliable CFRs, with improved spectral efficiency, and with similar com-

plexity. Discussions of numerical results are given with focus MSE performance enhancement

as a result of increasing NR
x

. Finally, the Chapter is concluded with a summary of results.

1Related Publications:

1. M. Zourob, A. Al-Dweik and R. Rao, "Different Implementation Schemes for One-Shot Blind Channel
Estimation in SIMO-OFDM Systems," 2018 IEEE Conference on Standards for Communications and
Networking (IEEE CSCN), to be submitted.
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3.2 OSBCE System Model Overview

Consider an N -subcarriers OFDM system modulated by a sequence of N complex data

symbols a = [A0, A1, ...., AN�1]
T
. Data symbols are selected from a general constellation

uniformly such as MPSK, QAM or MASK, with modulation orders MP ,MQ and MA, re-

spectively. In pilot-based practical OFDM systems [12], NP of the subcarriers are reserved

for pilot symbols, which can be used for channel estimation and synchronization purposes.

For the purpose of this section, we define three sets of indices for the subcarriers, namely,

the set of pilots’ indices kP = {k1, k2, . . . , kN
P

}, the set of subcarriers’ indices adjacent to the

pilots are defined as

~kP =

n

~k1,~k2, . . . ,~kN
P

o

, where

~ki = ki + ,  = 1, and the set of indices

of the remaining data symbols-carrying subcarriers is denoted as k. It is worth noting that

the three sets are disjoint, kP \ ~kP \ k.

An N -point IFFT is used to efficiently implement the modulation process. The output

of the IFFT process during the `th OFDM block is given by x(`) = FHa(`), where FH
is

the normalized N ⇥N IFFT matrix, and hence, F is the FFT matrix. The elements of FH

are defined as Fk̀,k = (1/
p
N)ej2⇡k̀k/N where

`k and k denote the row and column indices

`k, k 2 {0, 1, ..., N � 1}, respectively. Since this work deals with an observation window of

size 1, we drop the block index notation ` in the remaining parts unless it is necessary to

include it. A CP is added to maintain the subcarriers’ orthogonality in frequency-selective

multipath fading channels and eliminate ISI between consecutive OFDM symbols. The added

CP of length NCP samples, which is no less than the channel maximum delay spread (Lh),

is formed by copying the last NCP samples of x and appending them in front of the IFFT

output to compose the OFDM symbol with a total length Nt = N + NCP samples and a

duration of Tt seconds, which can be expressed as,

˜x = [xN�N
CP

, ..., xN�1, x0, x1, ..., xN�1] . (3.1)

Then, the complex baseband OFDM symbol during the `th signaling period with the added

CP,

˜x, is upsampled, filtered and up-converted to a radio frequency centered at fc before

transmission through the antenna.

At the receiver front-end, the received signal is sampled at a rate Ts = Tt/Nt after down-

converting it to baseband. It is assumed that the channel has Lh + 1 independent complex

multipath components each of which has a gain hv ⇠ CN
�

0, 2�2
h
v

�

and delay v ⇥ Ts, where

v 2 {0, 1,..., Lh}. The channel taps are assumed to be time-invariant over one OFDM

symbol, but may change over two consecutive symbols, which represents to a quasi-static

multipath channel [9]. Then, the received signal after discarding the first NCP CP samples,
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and computing the FFT can be expressed as,

rk = HkAk + ⌘k

r = Ha+ n (3.2)

where r 2 CN⇥1
, n denotes AWGN vector, whose samples are independent and identically

distributed (i.i.d.) ⌘k ⇠ CN
�

0, 2�2
⌘

�

, and H denotes the CFR, which is defined as,

H = FHh

= diag {[H0, H1, . . . , HN�1]} (3.3)

Hk =

L
h

X

v=0

hve
�j2⇡vk/N . (3.4)

It is worth noting that the diagonal elements of H are highly correlated, particularly the

adjacent elements where the correlation coefficient ⇢ , E
n

HkH⇤
~k

o

is defined as

⇢ = E

(

L
h

X

v̀=0

L
h

X

v=0

hv̀h
⇤
ve

j2⇡�(v̀�v)k+v̀

N

)

. (3.5)

Given that hv and hv̀ are mutually independent 8v 6= v̀, then E
�

|hv̀|2
 

= 2�2
h
v̀

and

E {hv̀h⇤
v} |v̀ 6=v = 0. Thus

⇢ =

Lh
X

v̀=0

�2
h
v̀

ej2⇡
v̀

N . (3.6)

Afterwards, the elements of the output of the FFT are fed to a single-tap equalizer such

as MMSE or Zero Forcing (ZF), followed by an MLD. ZF equalizer is considered for the

following discussion. Thus, the estimated kth
symbol can be expressed as

ˆAk = arg min

A
(i)
k

,i2M
Q

�

�

�

�

�

ˆH⇤
k

| ˆHk|2
rk � A(i)

k

�

�

�

�

�

2

, k /2 kP (3.7)

where A(i)
k are the possible values of the data symbols, MQ is the modulation subspace, and

ˆHk is the estimated CFR at the kth
subcarrier. It is worthwhile to mention that single-tap

frequency-domain MMSE and ZF detectors provide approximately similar performance in

quasi-static SISO systems [79,80]. Nevertheless, ZF is considered, since the MMSE detector

has higher computational complexity.

The data symbols in OFDM-based systems, such as LTE-A, are distributed in a time/freq-
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Figure 3.1: Time/Frequency grid in LTE-A

uency plane as shown in Figure 3.1, and CE for such structure is typically performed over two

steps after pilots are extracted, and with no noise reduction techniques under consideration.

First, initial CFRs are obtained at pilot symbols positions using LS estimation,

ˆHk =
rk
Ak

, k 2 kP (3.8)

where Ak, the actual pilot symbols values, are assumed to be known by the receiver. Since

rk = HkAk + ⌘k, the CFR estimates can be expressed as

ˆHk = Hk + ⌘̂k (3.9)

where Hk ⇠ CN (0, 2�2
H) and ⌘̂k ⇠ CN

⇣

0,

2�2
⌘

|A
k

|2

⌘

.

Once the initial CFR

ˆHk8 k 2 kP is obtained, noise reduction techniques that were thor-

oughly covered in Chapter 2 can be utilized to further improve the quality of the estimates.

By exploiting the frequency and time correlation of the channel, 2⇥ 1-D Wiener filtering at

pilot locations can be used, followed by cubic spline interpolation for the remaining REs in

the RG. However, in order to investigate the basic performance of the proposed OSBCE with

the pilot-based system that is used as the benchmark [43], noise reduction and interpolation

schemes from Chapter 2 are not going to be included in this Chapter.

In the special case where Ak belongs to a CMM constellation, only the phase of the CFR
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Table 3.1: Correlation Coefficient ⇢ for common channel models(N = 256)

Channel model Channel Profile |⇢| arg {⇢}
cost207RAx4 Rural Area (RAx), 4 taps 0.99998 0.00169

cost207TUx6 Typical Urban (TUx), 6 taps 0.99475 0.05616

cost207TUx12 Typical Urban (TUx), 12 taps 0.99556 0.07981

cost207BUx6 Bad Urban (BUx), 6 taps 0.97447 0.19145

is needed for coherent MLD, which can be expressed as

ˆAk = arg min

A
(i)
k

, i2M
P

�

�

�

e�j✓̂
k rk � A(i)

k

�

�

�

2

(3.10)

where

ˆ✓k , arg

n

ˆHk

o

is the estimated version of ✓k , arg {Hk}. Table 3.1 indicates that

for most practical channels, |⇢| ⇡ 1 and arg {⇢} ⇡ 0, where ⇢ is the correlation coefficient,

and that indicates that Hk ⇡ H~k [56]. Hence, the output of the FFT at subcarriers k and

~k, where

~k = k + ,  = 1, can be expressed as

rk = HkAk + ⌘k (3.11)

and

rk+ = Hk+Ak+ + ⌘k+

rk+ ⇡ HkAk+ + ⌘k+. (3.12)

Equation (3.12) can be further simplified to rk+1 ⇡ HkAk+ by dropping AWGN at high

SNRs. Hence, by wisely selecting the modulation types for the data symbols Ak and Ak+,

the information symbol Ak can be blindly recovered without explicit knowledge of Hk. To

achieve this goal, assume Ak is modulated using MPSK and Ak+ is modulated using unipolar

MASK, Ak+ 2 R+
, where R+

is the set of real positive numbers excluding zero. Therefore,

MLD of Ak needs only knowledge of

ˆ✓k, which can be estimated by noting that arg {rk+} =

arg {Hk+Ak+ + ⌘k+1} , ˆ✓k+ ⇡ ✓k. It is considered a preliminary estimate since it includes

the AWGN component and depends on the correlation with the adjacent subcarrier. Hence,

the preliminary estimate of the phase of the CFR

ˆ✓k+ can be used to preliminary estimate

the symbol Ak, where

ˆAk = arg min

A
(i)
k

,i2M
P

�

�

�

e�j✓̂
k+ rk � A(i)

k

�

�

�

2

. (3.13)
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Figure 3.2: Block diagram of the proposed OFDM modulator

Figure 3.3: Block diagram of the proposed OFDM demodulator

Moreover, since Ak+ 2 R+
and Ak has CMM, the MLD in (3.13) can also be realized as,

ˆAk = arg min

A
(i)
k

,i2M
P

�

�

�

rkr
⇤
k+1 � A(i)

k

�

�

�

2

. (3.14)

Once

ˆAk is obtained,

ˆHk can be computed in a Decision Directed (DD) manner as expressed

in (3.8),

ˆHk =
rk
ˆAk

, k 2 kP . (3.15)

Thus, the OSBCE scheme can be employed by replacing pilot symbols with data symbols

that have CMM, and using MASK to modulate the adjacent subcarriers, Ak+ 2 R+
. Finally,
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Figure 3.4: Proposed SISO F.OSBCE grid in LTE-A

interpolation is used to find

ˆHk, k /2 kP at non-pilot locations using

ˆHk, k 2 kP at MPSK

pilot locations using any of the techniques that were presented in Chapter 2, or any technique

that is originally used in conjunction with pilot-based systems [32, 41, 42]. Transmitter and

receiver block diagrams for the OSBCE scheme under consideration are shown in Figures

3.2 and 3.3, respectively [56]. At the transmitter, the information bits are passed through

a channel encoder with the output split into three parallel streams, and each stream is

modulated using the corresponding modulation scheme. The streams are combined to form

the OFDM blocks/symbols, and the rest is similar to a conventional OFDM system.

Figure 3.4 shows the OSBCE system RG. It is noticed that the OSBCE transmitter

is generally similar to other practical OFDM-based systems such as LTE-A, however, the

pilot subcarriers within an OFDM block are replaced with MPSK data symbols while the

adjacent subcarriers are modulated using MASK. It is worthwhile to mention that pilot

symbols in LTE-A are originally QPSK modulated and, most importantly, do not carry

any data-specific information. Moreover, since the adjacent symbols to the pilots can be

QPSK, 16 or 64 QAM modulated, channel information cannot be directly acquired from the

modulation techniques. Hence, MASK is used to obtain an estimate of the channel phase

directly from the received symbols. Consequently, that allows for coherent detection of the

MPSK symbols at pilots locations. The MASK average power of the modulated symbols

Ak+ can be normalized to unity according to Ps =

1
M

A

PM
A

�1
i=0

⇣

A(i)
k+

⌘2

= 1. If equally
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spaced amplitudes are assumed [44], where � , A(i+1)
k+ � A(i)

k+ , A(i)
k+ can be written as

A(i)
k+ = (i+ 1)⇥ �, i 2 {0, 1, . . . , MA � 1} (3.16)

where,

� =

s

6

(2MA + 1)(MA + 1)

. (3.17)

The modulation type and order for all other subcarriers other than the pilots’ and their

adjacent subcarriers can be chosen randomly. Though the OSBCE is employed for LTE-A

scenario in this thesis, it can be utilized in other OFDM-based systems by changing the

frequency spacing �f and the time spacing �t based on the respective system specifications.

It is noticed from the description of the aforementioned system that the computational

complexity of the OSBCE is comparable to that of LS estimation using pilots. If re-detection

of the pilot MPSK symbols is applied after the estimation of Ĥ, the only added complexity,

compared to pilot systems, will result from NP complex multiplications and NP MLD de-

tections for the MPSK symbols. Hence, the OSBCE complexity is similar to pilot-based CE

and is generally low.

3.3 SIMO-OFDM 1⇥NR
x

OSBCE System Models

Using multiple antennas at the receiver is one form of space diversity, called receiver diversity.

It is considered a special case of NT
x

⇥NR
x

MIMO systems with m = 1, n 2 {1, 2, ..., NR
x

}.
To simply explain the advantage of using multiple receive antennas, assume a 1 ⇥ 1 SISO

system, with an outage probability proportional 1/� due to the random multipath channel

coefficient between the single transmit antenna and the single receive antenna. Outage

occurs if the signal drops below the noise power level. If NR
x

antennas were to be installed

at the receiver, there will be NR
x

random coefficients. The probability that all random

multipath channel coefficients cause the transmitted signal power to fall below the noise

power would proportional to (1/�)NR

x

. This means that by using NR
x

receive antennas, the

probability that the transmitted signal is lost at all NR
x

receive antennas would be much

lower. One of the aims of using space diversity is to achieve array gain, which is a result of

coherent combining of multiple branches. Array gain can be simply called power gain and

it is defined as the average effective combined SNR divided by the average branch SNR. In

receiver diversity, array gain is achieved even if there is no fading.

In order to obtain the array/SNR gain, the different signals replicas at the receiver

need to be combined. In general, the replicas from the NR
x

receive antennas are linearly
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combined using the complex weighted sum of each branch after the phase of each received

path is aligned. This means that the signals from each branch are coherently combined.

Several methods are used to combine the branches such as MRC and Equal Gain Combining

(EGC). The difference between each scheme is the type of tradeoff between performance and

complexity. For the purpose of our work, we briefly explain MRC and EGC.

3.3.1 Review of Multiple Antenna Linear Receivers

Maximum Ratio Combining

If the channel is assumed to be a 1-tap Rayleigh channel with h ⇠ CN (0, 2�2
h) and the

channel is time-invariant during one signaling period, there will be no need to use OFDM

with a slow flat fading. Hence, the channel would be simply multiplied by the transmitted

signal. Also, the modulation in use is assumed to be BPSK. Thus, the received signal at the

nth
antenna, where n 2 {1, 2, ..., NR

x

}, the associated instantaneous SNR, and the associated

average SNR are given as

rn = hnA+ ⌘n (3.18)

�n =

|hnA|2

E {|⌘n|}2
=

Eb |hn|2

No

(3.19)

�n = E {�n} = E

(

Eb |hn|2

No

)

=

Eb

No

E
�

|hn|2
 

=

Eb2�2
h

No

(3.20)

where ⌘ ⇠ CN
�

0, 2�2
⌘

�

is AWGN noise with total noise power No = 2�2
⌘, E

�

|hn|2
 

=

E {hnh⇤
n} = 2�2

h is the variance of hn with mean equal to 0, and Eb is the energy per bit.

Since MRC’s design criteria is to maximize the combiner’s SNR, Cauchy-Schwarz inequality

dictates that the nth
equalization coefficient, wn, be linearly proportional to hn [25]. In some

sense, this is effectively the matched filter for the fading signal, which is known to be optimal

in the single antenna case.

Hence, equalization in MRC is performed by multiplying the nth
received signal by the

complex conjugate of the apriori known channel coefficients wmrc,n = hn = |hn| ej✓n . To
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decode for A, the N equalized signals are summed as follows,

r̃mrc =

N
R

x

X

n=1

rnw
⇤
mrc,n =

N
R

x

X

n=1

�

w⇤
mrc,nhnA+ ⌘̃mrc,n

�

= A

N
R

x

X

n=1

|hn|2 +
N

R

x

X

n=1

⌘̃mrc,n (3.21)

where ⌘̃mrc,n = ⌘nw⇤
mrc,n. Knowing that,

E

8

<

:

 

N
R

x

X

n=1

⌘nh
⇤
n

! 

N
R

x

X

ń=1

⌘ńh
⇤
ń

!⇤9
=

;

=

8

<

:

PN
R

x

n=1

PN
R

x

ǹ=1 (E {⌘n⌘⇤ǹ}E {hǹh⇤
n}) n 6= ǹ

PN
R

x

n=1 (E {⌘n⌘⇤n}E {hnh⇤
n}) n = n

=

8

<

:

0 n 6= ǹ
PN

R

x

n=1

�

E
�

|⌘n|2
 

E
�

|hn|2
 �

n = n

=

8

<

:

0 n 6= ǹ

2NR
x

�2
hNo n = n

(3.22)

the combiner’s instantaneous SNR will be

�mrc =

⇣

�

�

�

A
PN

R

x

n=1 |hn|2
�

�

�

⌘2

E

⇢

�

�

�

PN
R

x

n=1 ⌘̃mrc,n

�

�

�

2
�

=

Eb

�

�

�

PN
R

x

n=1 |hn|2
�

�

�

2

2NR
x

�2
hNo

. (3.23)

Hence, the average SNR is given as

�mrc = E{�mrc} = E

8

>

<

>

:

Eb

�

�

�

PN
R

x

n=1 |hn|2
�

�

�

2

2NR
x

�2
hNo

9

>

=

>

;

=

Eb

2NR
x

�2
hNo

E

8

<

:

�

�

�

�

�

N
R

x

X

n=1

|hn|2
�

�

�

�

�

2
9

=

;

=

Eb

2NR
x

�2
hNo

E

(

�

�

�

�

�

N
R

x

X

n=1

|hn|2
�

�

�

�

�

�

�

�

�

�

N
R

x

X

n=1

|hn|2
�

�

�

�

�

)

=

Eb

2NR
x

�2
hNo
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Figure 3.5: SNR gain vs. NR
x

= NR
x

2�2
hEb

No

= NR
x

�n. (3.24)

Therefore, the output SNR of the MRC is the sum of all SNRs from all branches, and on

average, the SNR improves by NR
x

, which is the array gain. However, the technique requires

the weights to vary with the fading signals, meaning that CE is required.

Equal Gain Combining

On the other hand, EGC avoids this problem by setting unit gain at each branch, and

performing co-phasing to the received signal at each branch. Therefore, Equalization is

performed by multiplying the nth
received signal by the complex conjugate of the apriori

known phase of hn = |hn| ej✓n . Thus, the equalizer weight for the nth
branch would be

wegc,n = ej✓n . To decode for A, the NR
x

phase-compensated signals are summed as follows,

r̃egc =

N
R

x

X

n=1

rnw
⇤
egc,n

=

N
R

x

X

n=1

(|hn|A+ ⌘̃egc,n)
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Figure 3.6: BER vs. SNR using MRC and EGC
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X
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|hn|A+

N
R

x

X

n=1

⌘̃egc,n (3.25)

where ⌘̃egc,n = ⌘w⇤
egc,n. Knowing that
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ń

!⇤9
=

;

=

8

<

:

PN
R

x

n=1

PN
R

x
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the combiner’s instantaneous SNR will be

�egc =

�

�

�

PN
R

x

n=1 |hn|A
�

�

�

2

E

⇢

�

�

�

PN
R
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�

�

2
�

=

Eb
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�
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. (3.27)
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Knowing that
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where E {|hn|} =

p

⇡
2�h is the mean for the envelop, |hn|, of the Rayleigh distributed channel

hn, the average SNR will be
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. (3.29)

The goal of the previous analysis is to demonstrate that, despite having significantly

simpler implementation, EGC results in improved SNR that is comparable to that of the

optimal MRC [1]. The EGC array gain is 1 + (NR
x

� 1)

⇡
4 . The SNR of both combiners

increases linearly with NR
x

as shown in Figure 3.5. Moreover, it is worth noting that the

maximum rate of improvement happens at NR
x

= 2, and the rate of improvement decreases
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as the number of antennas increase. No closed form solution for the BER of EGC with

NR
x

antennas has been found, but several works in the literature have investigated the BER

performance in different fading channels [81]. Figure 3.6 shows how the BER improves when

the number of receive antennas increase using MRC and EGC.

For MPSK modulation schemes, equalization by the phase of the channel coefficients

is sufficient, which is the idea behind the blind OSBCE method introduced in this chapter.

Therefore, EGC is considered for the rest of the discussion. In the following sections, OSBCE

across frequency, time and time/frequency are presented. The system model setup and

defined variables from Section 3.2 are carried over to the different SIMO cases.

3.3.2 SIMO 1-D F.OSBCE - Across Frequency

The pilots are distributed across one dimension (frequency) within one OFDM symbol, which

means this system model is not susceptible to high Doppler frequencies due to high mobility,

but, is effected by the selectivity of the channel. Assume an RG of 12 subcarriers and 14

OFDM symbols as shown in Figure 3.7. The indexing starts from 0 to 11 and 0 to 13 for k

(vertical axis, subcarriers) and ` (horizontal axis, OFDM symbols), respectively. This is a

special case of the mTx⇥nRx MIMO system, namely SIMO, where m = 1, n 2 {1, 2, ..., NR
x

}.
Since this work deals with an observation window of size 1, the block index notation ` is

dropped in the remaining parts unless it is necessary to include it.

Figure 3.7: 1⇥NR
x

Frequency OSBCE system -  2 {1, 6}

The MPSK and MASK symbols are transmitted at subcarriers k and k+, respectively.

After dropping the NCP CP samples, the received post-FFT samples from the transmit

antenna at time index ` and subcarriers k, k +  for receive antenna n, where  is the
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subcarrier spacing between the MASK and MPSK symbols,

r(n)k = AkH
(n)
k + ⌘(n)k (3.30)

r(n)k+ = Ak+H
(n)
k+ + ⌘(n)k+. (3.31)

The pattern is repeated for different  as shown in Figure 3.7 . Now, we can decode for Ak

as follows,

S(n)
k = r(n)k /r(n)k+

=

H(n)
k Ak + ⌘(n)k

H(n)
k+Ak+ + ⌘(n)k+

=

H(n)
k Ak + ⌘(n)k

�

�

�

H(n)
k+Ak+ + ⌘(n)k+

�

�

�

ej✓̂
(n)
k+

=

Ak

�

�

�
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k

�

�

�

ej(✓
(n)
k
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k+

)
+

�

�

�

⌘(n)k

�

�

�

e
j
⇣

arg
⇣

⌘
(n)
k

⌘

�✓̂(n)
k+

⌘

�

�

�

H(n)
k+Ak+ + ⌘(n)k+

�

�

�

=

1

�

�

�

r(n)k+

�

�

�

⇣

�

�

�

H(n)
k

�

�

�

ej#
(n)
k Ak + ⌘̌(n)k

⌘

(3.32)

where #(n)
k = ✓(n)k � ˆ✓(n)k+ and ⌘̌(n)k =

�

�

�

⌘(n)k

�

�

�

e
j
⇣

arg
⇣

⌘
(n)
k

⌘

�✓̂(n)
k+

⌘

. The nth
receiver branch can

now detect the transmitted symbol Ak from the phase of S(n)
k , since it has been equalized

by an imperfect CFR, namely r(n)k+. However, since there are NR
x

receive antennas, EGC

is employed to enhance the SNR of the detected symbol. EGC is applied by adding all the

co-phased S(n)
k , n 2 {1, 2, ..., NR

x

} , from the different receive antennas as follows,

N
R

x

X

n=1

S(n)
k = Ak

N
R

x

X

n=1

�

�

�

H(n)
k

�

�

�

ej#
(n)
k

�

�

�

r(n)k+

�

�

�

+

N
R

x

X

n=1

⌘̌(n)k
�

�

�

r(n)k+

�

�

�

. (3.33)

The combiner’s MLD detection for the MPSK symbol would only need the phase of

PN
R

x

n=1 S
(n)
k . Since

�

�

�

H(n)
k

�

�

�

and

�

�

�

r(n)k+

�

�

�

are scaler entities, they have no effect on the MLD,

while #(n)
k and ⌘̌(n)k are the two sources of phase error that would effect the detection process.

From the discussion of EGC, it was demonstrated that noise effect in general is reduced

by collecting the signal from multiple receivers. Moreover, it is worth mentioning that 

inherently affects #(n)
k = ✓(n)k � ˆ✓(n)k+. As  increases, the correlation between the associated

CFRs decreases and E
n

H(n)
k

⇣

H(n)
k+

⌘⇤o
⇡ ej⇥0

no longer holds, thus, producing more phase
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error in the MLD detection. Using MLD, the initial estimate for

ˆAk is expressed as,

ˆAk = arg min

A
(i)
k

, i2M
P

�

�

�

�

�

N
R

x

X

n=1

S(n)
k � A(i)

k

�

�

�

�

�

2

. (3.34)

Using

ˆAk ,

ˆH(n)
k at each branch can be found using LSE as follows,

ˆH(n)
k =

r(n)k

ˆAk

=

AkH
(n)
k + ⌘k
ˆAk

⇡ H(n)
k + ⌘̂k (3.35)

where ⌘̂(n)k =

�

�

�

⌘(n)k

�

�

�

e
j
⇣

arg
n

⌘
(n)
k

o

�arg{Â
k

}
⌘

. The source of improvement in this system is the

added accuracy in the initial detection of the MPSK symbol, which would lead to better

estimation of H(n)
k .

3.3.2.1 Results and Discussion -  2 {1, 6}

The initial estimate

ˆAk SER and BER vs. SNR for a TUx channel environment are presented

in Figure 3.8 with  = 1 and  = 6 , in order to show the effect of separating distance in

terms of REs between MPSK and MASK on the OSBCE performance. In Figure 3.8, the

pilot system curve represents the error rate of the MPSK symbols when equalized using

perfect CSI. The SER with  = 1 and 2 receive antennas outperforms the SER with  = 6

and 4 antennas, due to the fact that the distance in terms of REs, , between MPSK and

MASK is reduced from 6 to 1. In mathematical terms, it means that the phase error,

#(n)
k = ✓(n)k � ˆ✓(n)k+, would be higher and cause more detection errors for Ak, which is later

used to estimate H(n)
k . In addition, this means that #(n)

k is a function of . Moreover, with 2

receive antennas and  = 1, the

ˆAk SER becomes lower than the

ˆAk SER using perfect CSI.

The

ˆAk SER gets lower as SNR increases, however, for the blindly estimated

ˆAk, it hits an

error floor produced by #(n)
k . Moreover, the improvement rate gets lower as the number of

receive antennas increase, as was noted in the EGC subsection.

Figure 3.9 shows the impact of increasing the number of receive antennas for  2 {1, 6}
in a TUx channel environment. With  = 1, simply using 2 receive antennas would improve

the detection of Ak to the point where the MSE of CFRs estimated using OSBCE matches

that of the pilot-based system. As  increases, more receive antennas are needed to match

the pilot-based system performance. With  = 6, 4 receive antennas are not enough to
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match the pilot-based system performance, and more receive antennas are required.
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F. OSBCE - Âk BER & SER vs. SNR.  2 {1, 6}
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F. OSBCE - MSE vs. SNR for different channels.  2 {1, 6}
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F. OSBCE - MSE vs. SNR for different MA, MP .  2 {1, 6}

Figure 3.10 shows the MSE vs. SNR for  2 {1, 6} with different channel gains. With
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 = 1, the MSE performance of the OSBCE in a TUx channel environment starts deviating

from the pilot-based system after SNRw 40 dB. On the other hand, with  = 6, the MSE

performance is significantly degraded compared to the  = 1 case. In general, the closer the

MASK and MPSK symbols in terms of , the better the OSBCE performance.

Figure 3.11 shows the impact of increasing the modulation order across the whole system

for  2 {1, 6} in a TUx channel environment. As the modulation order increase, the MSE

performance gets worse, which is a result of a worse SER performance of Ak. This is expected

since increasing MA will introduce more amplitudes with small values, which is similar to

equalizing using less reliable channel estimates. Moreover, as MP increases, smaller margins

of phase noise can cause detection errors in Ak. The performance degradation when increas-

ing the modulation order is controlled by . For  = 1, the MSE OSBCE performance stays

close to that of the pilot-based system, while with  = 6, performance gets significantly

worse.

Figure 3.12 shows ⇢() between Hk and Hk+, as a function of . As  increase, the

correlation between Hk and Hk+ decreases and the rate at which  affects ⇢() depends on

the channel’s number of taps. In other words, it depends on the power spectrum function

for Hk.
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F. OSBCE - Example of ⇢() vs.  for different channels

It is worth mentioning that the pilot system performance is consistent with different
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channel gains and different modulation orders, however, it does not benefit from increasing

the number of receive antennas with respect to CE. Increasing the number of receive antennas

would simply mean that there are more CFRs to estimate at the receiver side. Thus, perfect

CSI does not benefit from increasing NR
x

.

3.3.3 SIMO 1-D T.OSBCE - Across Time

Since the analysis in section 3.2 focused on the selectivity of the channel across frequency,

the definition did not reflect the changes across different OFDM symbols. Therefore, the

Doppler effect should be included in the channel definition for CE across time, since it will

constitute an error source as will be demonstrated later. It is worth mentioning that while

CFO may result from frequency mismatch in the transmitter and the receiver oscillators; or

from the Doppler effect as the transmitter or the receiver is moving, the focus of this work

is the Doppler effect due to motion. Thus, it is assumed perfect frequency synchronization

between transmitter and receiver. Hence, the Doppler frequency/shift is defined as

fd = V
✓

5

18

◆✓

fc
c

◆

cos (�) (3.36)

where fd is the Doppler shift, V is the radial velocity of the target in Km/hrs, � is the signal’s

angle of arrival, fc is the carrier frequency and c is the speed of light. Doppler spread is

defined as the difference between the maximum and minimum values of fd. To simplify the

problem, assume minimum fd occurs at cos (�) = 0 and maximum fd occurs at cos (�) = 1.

It is assumed that the channel has Lh + 1 independent complex multipath components each

of which has a gain hv ⇠ CN
�

0, 2�2
h
v

�

and delay v ⇥ Ts, where v 2 {0, 1,..., Lh}. The

channel taps are assumed to be time-invariant over one OFDM symbol, but may change

over two consecutive symbols, which represents a quasi-static multipath channel [9]. Then,

the received signal after discarding the first NCP CP samples would be,

y(`) = ej2⇡✏`
N+N

CP

N C(✏)H(`)x(`) + z(`) (3.37)

where ✏ is the normalized CFO which can be modeled as a uniformly RV (�✏max, ✏max),

which is given as

|✏max| =
fd,max

�f

=

N

2K(N +NCP )
(3.38)

where K is the number of phase shift rotations for a given constellation. C(✏) is an N ⇥N

diagonal matrix that represents the accumulated phase shift to the time domain samples
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caused by the CFR, which is expressed as,

C(✏) = diag

✓

h

ej
2⇡✏

N

⇥0, ej
2⇡✏

N

⇥1, ..., ej
2⇡✏

N

⇥(N�1)
iT
◆

. (3.39)

The CIR matrix H is an N ⇥ N Toeplitz matrix with h0 on the principle diagonal and

h1, h2, ..., hL
h

on the minor diagonals. The noise vector z(`) is modeled as AWGN process

where zn ⇠ CN (0, 2�2
z). After some simple mathematical manipulations, the received symbol

in (3.37) can be expressed as,

yn (`) =
1p
N
ej2⇡✏`

N+N

CP

N

N�1
X

i=0

Ai (`)Hi (`) e
j2⇡n ✏+i

N

+ zn (`) . (3.40)

Afterwards, the receiver removes the first NCP CP samples, and performs N-FFT of y to

obtain the received samples,

r (`) = Fy (`) .

The received element at the kth
subcarrier is expressed as,

rk (`) =
1p
N

N�1
X

n0=1

yn0
(`) e�j2⇡ n

0
k

N , k 2 {0, 1, ..., N � 1}

=

ej2⇡✏`
N+N

CP

N

N

N�1
X

i=0

sin (⇡✏)

N sin

⇣

⇡ (✏+i�k)
N

⌘Ai (`)Hi (`) e
j⇡

(N�1)(✏+i�k)
N

+ ⌘k (`) (3.41)

where ⌘k (`) is the FFT of zn (`) and can be modeled as Gaussian RV ⇠ CN
�

0, 2�2
⌘

�

. Af-

ter separating the desired term at the kth
subcarrier from the other subcarriers, (3.41) is

expressed as,

rk (`) = e
j⇡✏

✓

2`(N+N

CP

)+(N�1)

N

◆

⇥ sin (⇡✏)

N sin

�

⇡ ✏
N

�Ak (`)Hk (`)+

ej2⇡✏`
N+N

CP

N

N�1
X

i 6=k

sin (⇡✏)

N sin

⇣

⇡ (✏+i�k)
N

⌘Ai (`)Hi (`) e
j⇡

(N�1)(✏+i�k)
N

+ ⌘k (`) . (3.42)

The first term in (3.42) represents the desired signal, while the second term is the ICI, which

causes the loss of the orthogonality among the subcarriers. Notice that the e
j⇡✏

✓

2`(N+N

CP

)+(N�1)

N

◆

⇥
sin(⇡✏)

N sin
(

⇡ ✏

N

)

part from the first term, describes the CFR change from one OFDM symbol to

the other at the kth
subcarrier. To simplify notation for the upcoming discussions, (3.42) is
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expressed as,

rk (`) = ' (`, ✏)Ak (`)Hk (`) +  k (`, ✏) + ⌘k (`) . (3.43)

Since sin

�

⇡✏
N

�

⇡ ⇡✏
N

for N � ⇡✏, and lima!0
sin(a)

a
= 1, the following is true,

lim

✏!0
' (`, ✏) = lim

✏!0
e
j⇡✏

✓

2`(N+N

CP

)+(N�1)

N

◆

⇥ sin (⇡✏)

N sin

�

⇡ ✏
N

�

= lim

✏!0
e
j⇡✏

✓

2`(N+N

CP

)+(N�1)

N

◆

⇥ sin (⇡✏)

⇡✏

= 1. (3.44)

Moreover,

lim

✏!0
 k (`, ✏) = lim

✏!0
ej2⇡✏`

N+N

CP

N

N�1
X

i 6=k

sin (⇡✏)

N sin

⇣

⇡ (✏+i�k)
N

⌘Ai (`)Hi (`) e
j⇡

(N�1)(✏+i�k)
N

= 0. (3.45)

Now, in this OSBCE configuration, the pilots are distributed across one dimension (time)

within one subcarrier frequency, which means this system model is not susceptible to fre-

quency selective channels, but, is effected by the Doppler frequency of the channel. The pilot

distribution for this OSBCE system is shown in Figure 3.13. Again, This is a special case of

the mTx ⇥ nRx MIMO system, namely SIMO, where m = 1, n 2 {1, 2, ..., NR
X

}. Notation

is rearranged to include the OFDM symbol number in subscript, and it is assumed that ✏

does not change within ◆ symbols duration. For ease of notation and because of the assump-

tion that ✏ is constant during ◆ OFDM symbols, the ✏ is dropped from '` (✏) and  k,` (✏).

Moreover, the subcarrier notation k is dropped, and will be included only if necessary.

The MPSK and MASK symbols are transmitted at OFDM blocks ` and `+◆, respectively.

It is assumed that ✏ is constant during ◆ OFDM blocks, meaning that the relative speed

between transmitter and receiver is constant during ◆ symbols. Hence, the received FFT

samples from the transmit antenna at subcarrier k and OFDM symbols `, ` + ◆ for receive

antenna n, where ◆ is the OFDM symbols spacing between the ASK and PSK symbols,

r(n)` = '`A`H
(n)
` +  (n)

` + ⌘(n)` (3.46)

r(n)`+◆ = '`+◆A`+◆H
(n)
` +  (n)

`+◆ + ⌘(n)`+◆. (3.47)
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Figure 3.13: 1⇥NR
x

Time OSBCE system - ◆ 2 {1, 7}

It is worth mentioning that this OSBCE system model focuses on estimating '`H
(n)
` as

a whole and considers it to be the actual CFR. Notice that '` is the term that describes the

change due to Doppler at the kth
subcarrier CFR. The pattern is repeated for different ◆ as

shown in Figure 3.13. Now, we can decode for A` as follows

S(n)
` = r(n)` /r(n)`+◆

=

'`A`H
(n)
` +  (n)

` + ⌘(n)`

'`+◆A`+◆H
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=
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=

1
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r(n)`+◆

�

�

�

⇣

A`

�
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'`H
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�

�

�

ej#
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ˇ (n)
` + ⌘̌(n)`

⌘

(3.48)

where #(n)
` = ✓(n)` � ˆ✓(n)l+◆,

ˇ (n)
` =

�

�

�

 (n)
`

�

�

�

e
j
⇣

arg
n

 
(n)
`

o

�✓̂(n)
l+◆

⌘

, ⌘̌(n)` =

�

�

�

⌘(n)`

�

�

�

e
j
⇣

arg
n

⌘
(n)
`

o

�✓̂(n)
l+◆

⌘

. #(n)
` in

the T.OSBCE is a function of ◆. The nth
receiver branch can now detect the transmitted

symbol A` from the phase of S(n)
` , since it has been equalized by an imperfect CFR, namely

r(n)`+◆. However, since there are multiple receive antennas, EGC is employed to enhance

the SNR of the detected symbol. EGC is applied by adding all the co-phased S(n)
` , n 2
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{1, 2, ..., NR
x

} , from the different receive antennas as follows,

N
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x

X

n=1
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X

n=1

�
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` '`
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+
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X

n=1

ˇ (n)
` + ⌘̌(n)`
�

�

�

r(n)`+◆

�

�

�

. (3.49)

The combiner’s MLD detection for the MPSK symbol would only need the phase of

PN
R

x

n=1 S
(n)
` . Since

�

�

�

H(n)
` '`

�

�

�

and

�

�

�

r(n)`+◆

�

�

�

are scaler entities, they have no effect on the phase of

A`, while #(n)
` ,

ˇ (n)
` and ⌘̌(n)` are the sources of phase error that would effect the detection

process. From the discussion of EGC, it was demonstrated that noise effect in general is

reduced by collecting the signal from multiple receivers. Moreover, it is worth mentioning

that ◆ and ✏ inherently affect #(n)
` = ✓(n)` � ˆ✓(n)l+◆. For ◆ = 1, ◆ 2 R+, #(n)

` ⇡ 0 since ✓(n)` ⇡ ˆ✓(n)l+◆.

Moreover, as ◆ increases while ✏ 6= 0, so does the phase error produced by #(n)
` . Also, as

✏ ! 0, the arg {'`} = arg

n

ˇ (n)
`

o

= 0 and the opposite is true. Meaning that as the relative

speed between transmitter and receiver increases, the Doppler frequency, ✏, arg {'`}, and

arg

n

ˇ (n)
`

o

would increase and cause phase distortions. Using MLD,

ˆA` is expressed as,

ˆA` = arg min

A
(i)
`

, i2M
P

�

�

�

�

�

N
R

x

X

n=1

S(n)
` � A(i)

`

�

�

�

�

�

2

. (3.50)

Using

ˆA` ,

ˆH(n)
` at each branch can be found using LSE as follows,

ˆH(n)
` =

r(n)`

ˆA`

=

'`A`H
(n)
` +  (n)

` + ⌘(n)`

ˆA`

⇡ '` (✏)H
(n)
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ˆ (n)
` + ⌘̂(n)` (3.51)

where ⌘̂(n)` =
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, and
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�arg{Â
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}
⌘

. In SIMO

OSBCE across frequency, enough NCP CP samples were used to eliminate ISI between

consecutive OFDM symbols. The added CP of length NCP samples is no less than the

channel maximum delay spread (Lh). In order to stay consistent, it is assumed that ICI

cancellation/estimation is used. Thus, (3.51) becomes,

ˆH(n)
` =

r(n)`

ˆA`

=

'`A`H
(n)
` + ⌘(n)`

ˆA`

⇡ '`H
(n)
` + ⌘̂(n)` . (3.52)

Similar to the SIMO F.OSBCE, the obtained enhancement is the added accuracy in the

initial detection of the MPSK symbol, which would result in better CFR estimates '`H
(n)
` .
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3.3.3.1 Results and Discussion - ◆ 2 {1, 7}

The impact of increasing the number of receive antennas on the initial estimate

ˆA` in terms

of SER and BER is shown in Figure 3.14 with ◆ = 1 and ◆ = 7. The speed of the moving

object in Figure 3.14 is 200 Km/hr, which translates to a maximum Doppler frequency of

351.9 Hz for fc = 1.9 GHz. The SER with ◆ = 1 and 2 receive antennas outperforms the

SER with ◆ = 7 and 5 antennas, due to the fact that the distance in terms of OFDM blocks,

◆, between MPSK and MASK is reduced from 7 to 1. In mathematical terms, it means that

the phase error, #(n)
` = ✓(n)` � ˆ✓(n)l+◆, would be higher and cause more detection errors for

ˆA`,

which is later used to estimate '`H
(n)
` . Moreover, with 2 receive antennas and ◆ = 1, the

ˆA`

SER is slightly worse than the

ˆA` SER using perfect CSI, and can be further improved if

the number of receive antennas increases. As expected, blindly estimated

ˆA` SER decreases

as SNR increases until it hits an error floor produced by #(n)
` . Also, the rate of enhancement

resulting from increasing NR
x

gets lower as the number of receive antennas increases.

Figure 3.15 shows how increasing the number of receive antennas for ◆ 2 {1, 7} affects the

CFRs MSE. With ◆ = 1 and NR
x

= 2, the detection of A` improves to the point where the

MSE of OSBCE estimated CFRs matches that of the pilot-based system. As ◆ increases, more

receive antennas are needed to match the pilot-based system performance. With ◆ = 7, more

than 20 receive antennas are needed to perfectly match the pilot-based system performance.
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T. OSBCE - Â` BER & SER vs. SNR. ◆ 2 {1, 7}
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T. OSBCE - MSE vs. SNR for different NR
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T. OSBCE - MSE vs. SNR for different channels. ◆ 2 {1, 7}
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T. OSBCE - MSE vs. SNR for different MA, MP . ◆ 2 {1, 7}

Figure 3.16 shows the impact of the receiver’s relative speed on the OSBCE MSE for

◆ 2 {1, 7}. With ◆ = 1, the MSE performance of the OSBCE for a relative speed of 200

Km/hr starts deviating from the pilot-based system performance after SNR w 30 dB. The

Doppler frequency in this case is 351.9 Hz for fc = 1.9 GHz. In such case, performance

would match the pilot-based performance by simply using 2 receive antennas. On the other

hand, with ◆ = 7, the MSE performance is significantly degraded compared to the ◆ = 1 case.

Again, the previous results show that the closer the MASK and MPSK symbols in terms of

subcarrier spacing, the better the OSBCE performance.

Figure 3.17 shows how the modulation order impacts the OSBCE system for ◆ 2 {1, 7}
at a relative motion speed of 200 Km/hr. In general, as the modulation order increases, the

MSE performance gets worse, which is a result of a worse SER performance of A`. The rate

of performance degradation as modulation order increases is a function of ◆. For ◆ = 1, the

MSE OSBCE performance with binary modulation is comparable to pilot-based system till

SNR w 35, while with ◆ = 6, performance is significantly worse.

Figure 3.18 shows the cross-correlation coefficient between '`H` and '`+◆H`, ⇢(◆), as a

function of ◆. As ◆ increase, the correlation between '`H` and '`+◆H` decreases and the rate

at which ◆ affects ⇢(◆) depends on the channel variations with respect to time. Moreover,

even if ⇢(◆) = �1 between '`H` and '`+◆H`, the negative sign would mean a phase rotation

by a 180 degrees. In that case, if the transmitted symbol was A`, it would be detected as
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�A`. Also, it is worth noting here that the effect of 1 step of ◆ on the correlation in general

is greater than the effect of 1 step of  on the correlation.
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T. OSBCE - Example of ⇢(◆) vs. ◆ for different speeds

3.3.4 SIMO 2-D T/F.OSBCE - Across Time & Frequency

In this configuration, the OSBCE system is designed to work across the two dimensions,

time and frequency. The aim is to investigate how OSBCE performs when distortions to the

correlation between CFRs happens in both time and frequency. The pilot distribution for this

OSBCE system is shown in Figure 3.19. Again, This is a special case of the mTx⇥nRx MIMO

system, namely SIMO, where m = 1, n 2 {1, 2, ..., NR
x

}. Similar notations as in subsections

3.3.2 and 3.3.3 are used. Moreover, it is assumed that ISI and ICI are eliminated before the

CE step. Enough NCP CP samples are used for ISI mitigation, and ICI estimation or guard

bands are used for ICI mitigation, and ✏ does not change within ◆ symbols duration. The

MPSK and MASK symbols are transmitted at locations (k, `) and (k + , `+ ◆), respectively.

It is assumed that ✏ is constant during ◆OFDM blocks. Hence, the received post-FFT samples

at MPSK and MASK locations at receive antenna n, respectively, are

r(n)k,` = '`Ak,`H
(n)
k,` + ⌘(n)k,` (3.53)

r(n)k+,`+◆ = '`+◆Ak+,`+◆H
(n)
k+,`⌘

(n)
k+,`+◆. (3.54)
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Figure 3.19: 1⇥NR
x

Time/Frequency OSBCE system - (, ◆) 2 {(1, 1), (3, 4)}

The actual CFR to be estimated is represented as '`H
(n)
k,` . The pattern is repeated for

different (, ◆) as shown in Figure 3.19. Now, Ak,` is detected as follows

S(n)
k,` = r(n)k,` /r

(n)
k+,`+◆

=

'`Ak,`H
(n)
k,` + ⌘(n)k,`

'`+◆Ak+,`+◆H
(n)
k+,`⌘

(n)
k+,`+◆

=

'`Ak,`H
(n)
k,` + ⌘(n)k,`

�

�

�

r(n)k+,`+◆

�

�

�

e
j
⇣

✓̂
(n)
k+,l+◆

⌘

=

Ak,`

�

�

�

'`H
(n)
k,`

�

�

�

ej(✓
(n)
k,`

�✓̂(n)
k+,l+◆

)
+ ⌘̌(n)k,`

�

�

�

r(n)k+,`+◆

�

�

�

=

1

�

�

�

r(n)k+,`+◆

�

�

�

⇣

Ak,`

�

�

�

'`H
(n)
k,`

�

�

�

ej#
(n)
k,`

+ ⌘̌(n)k,`

⌘

(3.55)

where #(n)
k,` = ✓(n)k,` � ˆ✓(n)k+,l+◆, ⌘̌

(n)
k,` =

�

�

�

⌘(n)k,`

�

�

�

e
j
⇣

arg
n

⌘
(n)
k,`

o

�✓̂(n)
k+,l+◆

⌘

. In comparison to the previous

OSBCE systems, #(n)
k,` here is a function of both  and ◆. As demonstrated previously, EGC

is applied by adding all the co-phased S(n)
k,` , n 2 {1, 2, ..., NR

x

} , from the different receive

antennas as follows,

N
R

x

X

n=1

S(n)
k,` = Ak,`

N
R

x

X

n=1

�

�

�

H(n)
k,` '`

�

�

�

ej#
(n)
k,`

�

�

�

r(n)k+,`+◆

�

�

�

+

N
R

x

X

n=1

⌘̌(n)k,`
�

�

�

r(n)k+,`+◆

�

�

�

. (3.56)
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For the MPSK symbol detection, only the phase of

PN
R

x

n=1 S
(n)
k,` is required.

�

�

�

H(n)
k,` '`

�

�

�

and

�

�

�

r(n)k+,`+◆

�

�

�

are scaler entities and does not affect the phase of Ak,`. For this configuration of

OSBCE, #(n)
k,` , and ⌘̌(n)k,` are phase distortion sources that would affect the detection process.

EGC would reduce the effect of such distortions by processing the signal from multiple

receivers. Moreover, it is worth mentioning that , ◆, and ✏ inherently affect #(n)
k,` = ✓(n)k,` �

ˆ✓(n)k+,l+◆. For (, ◆) = (1, 1),  2 R+
and ◆ 2 R+, #(n)

k,` ⇡ 0 since ✓(n)k,` ⇡ ˆ✓(n)k+,l+◆. Moreover,

if either  or ◆ increases while ✏ 6= 0, so does the phase distortion from #(n)
k,` . Also, as

the relative speed between receiver and transmitter increase, the Doppler frequency, ✏, and

arg {'`} would increase. Using MLD, the initial estimate for

ˆAk,` is expressed as,

ˆAk,` = arg min

A
(i)
k,`

, i2M
P

�

�

�

�

�

N
R

x

X

n=1

S(n)
k,` � A(i)

k,`

�

�

�

�

�

2

. (3.57)

Using

ˆAk,` , each branch can find its associated CFR,

ˆH(n)
k,` , using LSE as follows,

ˆH(n)
k,` =

r(n)k,`

ˆAk,`

=

'`Ak,`H
(n)
k,` + ⌘(n)k,`

ˆAk,`

⇡ '`H
(n)
k,` + ⌘̂(n)k,` (3.58)

where ⌘̂(n)k,` =

�

�

�

⌘(n)k,`

�

�

�

e
j
⇣

arg
n

⌘
(n)
k,`

o

�arg{Â
k,`

}
⌘

. Similar to the previous SIMO OSBCE systems, the

added accuracy in blindly detecting

ˆAk,` eventually results in better CFR estimates '`H
(n)
k,` .

3.3.4.1 Results and Discussion - (, ◆) 2 {(1, 1), (3, 4)}

The impact of increasing the number of receive antennas on the initial estimate

ˆAk in terms

of SER and BER is shown in Figure 3.20 with (, ◆) = (1, 1) and (, ◆) = (3, 4). The

environment is assumed to be a TUx channel and the speed of the moving object in Figure

3.20 is 50 Km/hr, which translates to a maximum Doppler frequency of 88 Hz for fc = 1.9

GHz. As expected, the error floor with with (, ◆) = (1, 1) and 2 receive antennas is lower

than the error floor with (, ◆) = (3, 4) and 10 antennas, due to the fact that the Euclidean

distance between MPSK and MASK is reduced from 5 to

p
2. In mathematical terms, it

means that due to higher phase error, #(n)
k,` = ✓(n)k,` � ˆ✓(n)k+,l+◆, detection errors for

ˆAk,` are

higher, which is later reflected in the estimates of H(n)
k,` . Moreover, with 10 receive antennas

and (, ◆) = (1, 1), the

ˆAk,` SER is better than the

ˆAk,` SER using perfect CSI. As expected,

blindly estimated

ˆAk,` SER decreases as SNR increases until it hits an error floor produced

by #(n)
k,` . Again, the enhancement rate from increasing NR

x

gets lower as NR
x

increases.
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Figure 3.20: 1⇥NR
x

T/F. OSBCE - Âk,` BER & SER vs. SNR. (, ◆) 2 {(1, 1), (3, 4)}
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Figure 3.21: 1⇥NR
x

T/F. OSBCE - MSE vs. SNR for different NR
x

. (, ◆) 2 {(1, 1), (3, 4)}

Figure 3.21 shows how increasing the number of receive antennas for (, ◆) 2 {(1, 1), (3, 4)}
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cases affects the CFRs MSE. With (, ◆) = (1, 1) and NR
X

= 2, the detection of Ak,` is en-

hanced to the point where the MSE of OSBCE estimated CFRs almost matches that of the

pilot-based system. As the Euclidean distance increases, more receive antennas are needed

to match the pilot-based system performance. With (, ◆) = (3, 4), the MSE with 10 receive

antennas still deviates from the pilot-based MSE at SNR w 30, which means higher NR
x

are

required.

From Figures 3.9, 3.15, and 3.21, it is noticed that the improvement rate due to higher

NR
X

is slower with SIMO 2-D OSBCE than the 2 variations of SIMO 1-D OSBCE. Generally

speaking, for a frequency selective fast fading channel, a higher number of receive antennas

are needed for 2-D OSBCE than 1-D OSBCE. This is due to the face that 2-D OSBCE system

has to deal with phase distortions from two dimensions, frequency and time. Thus, generally

speaking, SIMO 2-D OSBCE will have poorer performance than SIMO 1-D OSBCE.

Figures 3.22 and 3.23 show the magnitude and angle, respectively, of ⇢(, ◆) between

'`Hk,` and '`+◆Hk+,`, as a function of  and ◆. It is evident from Figure 3.22 that the rate

at which |⇢(, ◆)| decreases with each ◆-step is higher than the degradation rate resulting

from each -step. For high values of ◆, as  increase |⇢(, ◆)| starts increasing, however, the

arg {⇢(, ◆)} is negative and increasing, which means that the phase will be shifted. Thus,

the MLD detection of the transmitted MPSK symbol Ak,` would suffer.
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T/F. OSBCE - |⇢(, ◆)|. TUx channel. V = 200 Km/hr
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T/F. OSBCE - arg {⇢(, ◆)}. TUx channel. V = 200 Km/hr

Although 2-D OSBCE generally requires higher number of NR
x

than 1-D OSBCE systems,

it is preferable because it provides information about the channel behavior over both dimen-

sions and can eventually be reduced to one of the 1-D OSBCEs. If 2-D OSBCE matches

the performance of one of the other 1-D OSBCEs, it means that there are no significant

variations in the channel across the other dimension, since it did not contribute any phase

distortion. In addition, this means that it would not be required to interpolate across the

static dimension, and can simply repeat the CFR coefficients along that static dimension as

long as the 2-D OSBCE performance matches the 1-D OSBCE performance across the other

dimension. For example, assume 2 MPSKs and 1 MASK were sent at (k, `) , (k + , `) , and

(k + , `+ ◆), respectively. If E
�

Hk,`H⇤
k+,`

 

' E {Hk,` ('`+◆Hk+,`)
⇤}, then no significant

variations are happening across the different OFDM symbols. Hence, 1-D OSBCE across fre-

quency is used to obtain the CFRs across frequency, perform interpolation, and then repeat

the CFRs for the other OFDM symbols as long as E
�

Hk,`H⇤
k+,`

 

' E {Hk,` ('`+◆Hk+,`)
⇤}.

Generally, this means that less interpolation-related computations are needed as well.

3.4 Conclusion

In this Chapter, a new blind CE technique for SIMO-OFDM systems is proposed based on

a hybrid OFDM symbol structure, where MPSK symbols are transmitted at conventional
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OFDM pilot REs, and MASK symbols are transmitted at REs that are generally separated

from MPSK locations by d,◆ =
p
2 + ◆2, where  and ◆ are the frequency and time dimension

separation distances, respectively, in terms of REs. Assuming channel variations are minimal

within �f Hz and ◆�t seconds, then the MASK symbol is equivalent to an imperfect

CFR with respect to the MPSK symbol. Therefore, the MPSK symbol can be immediately

decoded, and then used in obtaining the CFR at the MPSK location. The OSBCE was

presented in LTE-A system with 1 transmit antenna, in order to show that the system can

be practically incorporated to current systems. It was shown that as the number of receive

antennas increases, the MSE of the OSBCE-estimated CFRs approaches that of the pilot-

based system. Because of the nature of pilot-based systems, its MSE does not benefit from

increasing the number of receive antennas.

The proposed estimator, generally speaking, requires a minimum d,◆ = 1 for the F.OSBCE

and T.OSBCE variations, and a minimum d,◆ =
p
2 for the T/F.OSBCE variations to esti-

mate the CFR. This means that the minimum possible observation windows for F.OSBCE,

T.OSBCE, and T/F.OSBCE are 1 OFDM symbol, 1 subcarrier, and 1 OFDM/1 subcarrier,

respectively. This means that the OSBCE for SIMO-OFDM systems is suitable for mobile

channels, where the channel frequently varies in either frequency, time or both domains. With

the pilot-based system set as a benchmark [43], computer simulations were used to verify the

analytical results wherever possible, and confirm that the OSBCE is capable of producing

reliable channel estimates as compared to pilot-based systems, with similar complexity, but

with improved spectral efficiency. Discussions of numerical results were provided with focus

on the effect of the increased number of antennas on the performance of the OSBCE.
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Chapter 4

One-Shot Blind Channel Estimation for
MIMO-OFDM Systems1

4.1 Introduction

The OSBCE system in Chapter 3 only considered the case with single transmit antenna

and multiple receive antennas, which is generally suitable for UE transmitting to the BS.

However, LTE-A has different transmission modes in which multiple transmit antennas are

used, such as transmitting from the BS to UEs. In that case, the received symbols at one

RE at one receive antenna would be a collective of all transmitted symbols from different

transmit antennas. Hence, the MPSK and MASK symbols of the OSBCE system will be

mixed with other symbols. Therefore, in this Chapter, the blind CE technique from Chapter

3 is developed for MIMO-OFDM DWCS, and investigated with different system requirements

and channel conditions, hence, multiple implantation schemes are proposed in this Chapter.

Numerical results and discussions are presented throughout the Chapter after presenting

each system variation. Finally, the Chapter is concluded with a summary of results.

4.2 MIMO-OFDM NT
x

⇥NR
x

OSBCE System Models

The clear distinction between MIMO and SIMO, is that multiple transmit symbols are

transmitted from NT
x

antennas at the same time at the same subcarrier. Hence, the `th

1Related Publications:

1. M. Zourob, A. Al-Dweik and R. Rao, "One-Shot Blind Channel Estimation for MIMO-OFDM Systems
Over Fast and Frequency-Selective Fading Channels," IEEE Transactions on Vehicular Technology
(TVT by IEEE), under preparation.

82



CHAPTER 4. OSBCE FOR MIMO-OFDM SYSTEMS

received symbol at the kth
subcarrier at the nth

receive antenna, n 2 {1, 2, ..., NR
x

} would be

the collective of all multipath faded `th transmitted symbols at the kth
subcarrier from the

NT
x

antenna plus the additive white noise. Usually, some form of coding or orthogonality is

embedded in coordination between the different transmitters, to make sure that the received

symbols can be easily separated at the receiver side. However, those methods usually incur

high computational complexity, and does not guarantee accurate recovery of transmitted

pilot symbols for CE. Therefore, in practical systems such as LTE-A, a single transmitter is

assigned specific locations in the RG where it transmits its associated pilot symbols, while

the other transmitters are nulled [60]. This is done to make sure that receive antennas

at specific locations in the RG only receive the pilot symbols from one specific transmitter.

Therefore, similar to Chapter 2, the LTE-A distribution is used to investigate the application

of OSBCE for MIMO-OFDM systems.

In the following sections, different variations of OSBCE across frequency, time and

time/frequency are presented. The same system model setup and defined variables for the

SIMO cases are carried over to the different MIMO cases. Because of the way LTE-A pilots

are distributed and for ease of demonstration, the discussion is limited to mTx⇥nRx MIMO

systems, where m = 2, n 2 {1, 2, ..., NR
x

}, but the system is general for NT
x

, given the ap-

propriate coding scheme is used to ensure that the MPSK or MASK symbols per transmit

antenna are separable at the receiver.

4.2.1 MIMO 1-D F.OSBCE - Across Frequency

4.2.1.1 Mode 1

In this OSBCE variation, the pilots are distributed across one dimension (frequency) within

one OFDM symbol, where MASK symbols are sent at original pilot locations from Antenna

1, while the Antenna 2 is nulled. Therefore, only the MASK symbol from Antenna 1 would

be received at the specific OFDM symbols at specific subcarriers with no interference from

other transmit antennas. Thus, the phase of the received MASK would act as an imperfect

channel estimate to be used for equalizing the MPSK symbols, similar to the SIMO cases.

Next, MPSK symbols are sent at the adjacent subcarrier at Antenna 1, meaning that  = 1

as shown in Figure 4.1, however, the transmitted symbol from Antenna 2 would interfere

with the MPSK symbol sent from Antenna 1. Therefore, some form of coding is needed to

make sure the received symbols from the two antennas at the adjacent locations to pilots’

locations are separable. Therefore, the coding scheme in Table 4.1 is proposed to facilitate

the implementation of different variations of OSBCE in MIMO systems. Since this work deals

with an observation window of size 1, the block index notation ` is dropped in the remaining
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Transmit Antenna 1 Transmit Antenna 2

Nulled A(1)
k+3 A(2)

k

MASK A(1)
k A(2)

k+3

MPSK A(1)
k+ A(2)

k+

Coded MPSK A(1)
k+2 = �A(1)

k+ A(2)
k+2 = A(2)

k+

Table 4.1: MIMO 1-D F.OSBCE Mode 1 coding scheme

Figure 4.1: 2⇥NR
x

Frequency OSBCE system - Mode 1

parts unless it is necessary to include it. For consistency, in all subsequent systems with the

label “Mode 1”, the energy for the MPSK and coded MPSK symbols are 1/2 the energy of

the MPSK symbols in systems labeled as “Mode 2”.

It is assumed that ISI is eliminated before the CE step using enough NCP CP samples.

Following the transmission scheme shown in Table 4.1, the received post-FFT symbols at

the `th OFDM and subcarriers k, k + , k + 2, k + 3 for receive antenna n are,

r(n)k = A(1)
k H(1, n)

k + ⌘(n)k (4.1)

r(n)k+ =
1

2

⇣

A(1)
k+H

(1, n)
k+ + A(2)

k+H
(2, n)
k+

⌘

+ ⌘(n)k+ (4.2)

r(n)k+2 =
1

2

⇣

�A(1)
k+H

(1, n)
k+2 + A(2)

k+H
(2, n)
k+2

⌘

+ ⌘(n)k+2 (4.3)

r(n)k+3 = A(2)
k+3H

(2, n)
k+3 + ⌘(n)k+3. (4.4)

Due to nulling, r(n)k and r(n)k+3 can be considered as imperfect channel estimates to be used for

equalization. Next, the MPSK symbols from each antenna need to be separated. It is worth

nothing here that the CFRs, H(m,n)
k , are ⇠ CN

⇣

0,
PL

h

v=0 2�
2
h
v

⌘

, for a channel with Lh + 1

independent complex multipath components each of which has a gain hv ⇠ CN
�

0, 2�2
h
v

�

and
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delay v⇥Ts, where v 2 {0, 1,..., Lh}. In OSBCE, it is assumed that E
n

H(m,n)
k

⇣

H(m,n)
k+

⌘⇤o
=

ej⇥0
, where  = 1. Thus, H(m,n)

k+ =

⇣

H(m,n)
k +�

(m,n)


⌘

⇡ H(m,n)
k , where

�

(m,n)
 =

L
h

X

v=0

hv

⇥

e�j2⇡v(k+)/N � e�j2⇡vk/N
⇤

=

L
h

X

v=0

hve
�j2⇡vk/N

⇥

e�j2⇡v/N � 1

⇤

. (4.5)

�

(m,n)
 is a RV describing the complex difference between CFRs of subcarriers separated by ,

with values �

(m,n)
 ⇠ CN

⇣

0,
h

2

PL
h

v=0 2�
2
h
v

(1� Re {⇢()})
i⌘

. If  = 0, then the variance of

�

(m,n)
 = 0. Figure 4.2 shows the impact of  on the variance of �

(m,n)
 for different channels,

and proves that variance of �

(m,n)
 is a function of channel’s frequency auto-correlation.

0 50 100 150 200 250
0

0.5

1

1.5

2

2.5

Figure 4.2: E {��⇤
} vs  for different channels

Hence, MPSK are separated as follows,

⇤(1, n)
k+ = r(n)k+ � r(n)k+2

= A(1)
k+

 

H(1, n)
k+ +

�

(1, n)


2

!

�
A(2)

k+�
(2, n)


2

+ ⌘̌(n)k+ (4.6)
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⇤(2, n)
k+ = r(n)k+ + r(n)k+2

= A(2)
k+

 

H(2, n)
k+2 �

�

(2, n)


2

!

�
A(1)

k+�
(1, n)


2

+ ⌘̂(n)k+ (4.7)

where ⌘̌(n)k+ and ⌘̂(n)k+ are two white noise RVs ⇠ CN
�

0, 2
�

2�2
⌘

��

. Now, it will be possible to

decode for A(1)
k+ and A(2)

k+ using r(n)k and r(n)k+3, respectively. The pattern is repeated as shown

in Figure 4.1. The procedure per transmitter is similar and the following is a demonstration

with respect to transmitter 1. Now, A(1)
k+ is detected as follows,

S(1, n)
k+ = ⇤(1, n)

k+ /r(n)k

=

A(1)
k+

⇣

H(1, n)
k+ +

�
(1, n)


2

⌘

� A
(2)
k+

�
(2, n)


2 + ⌘̌(n)k+

A(1)
k H(1, n)

k + ⌘(n)k

=

A(1)
k+

⇣

H(1, n)
k+ +

�
(1, n)


2

⌘

� A
(2)
k+

�
(2, n)


2 + ⌘̌(n)k+
�

�

�

A(1)
k H(1, n)

k + ⌘(n)k

�

�

�

ej✓̂
(1, n)
k

=

A(1)
k+

�

�

�

H(1, n)
k+ +

�
(1, n)


2

�

�

�

ej(✓̂
(1, n)
k+

�✓̂(1, n)
k

)
+

�

�

�

⌘̌(n)k+

�

�

�

e
j
⇣

arg
⇣

⌘̌
(n)
k+

⌘

�✓̂(1, n)
k

⌘

�

�

�

H(n)
k+Ak+ + ⌘(n)k+

�

�

�

=

1

�

�

�

r(n)k

�

�

�

 

�

�

�

�

�

H(1, n)
k+ +

�

(1, n)


2

�

�

�

�

�

ej#
(1, n)
k A(1)

k+ + ⌘̃(n)k+

!

(4.8)

where #(m,n)
k =

ˆ✓(m,n)
k+ � ˆ✓(m,n)

k ,

ˆ✓(m,n)
k+ ⇡ ✓(m,n)

k+ , ⌘̃(n)k+ =

�

�

�

⌘̌(n)k+

�

�

�

e
j
⇣

arg
⇣

⌘̌
(n)
k+

⌘

�✓̂(1, n)
k

⌘

. Next, EGC

is employed to combine all the co-phased S(1, n)
k+ , n 2 {1, 2, ..., NR

x

} , from the different receive

antennas as follows,

N
R

x

X

n=1

S(1, n)
k+ = A(1)

k+

N
R

x

X

n=1

�

�

�

H(1, n)
k+ +

�
(1, n)


2

�

�

�

ej#
(1, n)
k

�

�

�

r(n)k

�

�

�

+

N
R

x

X

n=1

⌘̃(n)k+
�

�

�

r(n)k

�

�

�

. (4.9)

As mentioned previously, the MPSK symbol is detected using the phase of the combined

equalized waveforms, hence, only the phase of

PN
R

x

n=1 S
(1, n)
k+ is required for detection. #(m,n)

k

and ⌘̃(n)k+ are the two sources of phase error that would effect the detection process. In this

subsection, #(m,n)
k is redefined as #(m,n)

k =

ˆ✓(m,n)
k+ � ˆ✓(m,n)

k . Due to EGC, the noise effect in

general is reduced by collecting the signal from multiple receivers. Moreover,  inherently

affects #(m,n)
k =

ˆ✓(m,n)
k+ � ˆ✓(m,n)

k . As  increases, the correlation between the associated CFRs

decreases and E
n

H(n)
k

⇣

H(n)
k+

⌘⇤o
⇡ ej⇥0

no longer holds, thus, producing more phase error
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in the MLD detection. Using MLD, the initial estimate,

ˆA(1)
k+, is expressed as,

ˆA(1)
k+ = arg min

⇣

A
(1)
k+

⌘(i)
, i2M

P

�

�

�

�

�

N
R

x

X

n=1

S(1, n)
k+ �

⇣

A(1)
k+

⌘(i)
�

�

�

�

�

2

. (4.10)

Using

ˆA(1)
k+ ,

ˆH(1, n)
k+ at each nth

branch can be found using LSE as follows,

ˆH(1, n)
k+ =

⇤(1, n)
k+

ˆA(1)
k+

=

A(1)
k+

⇣

H(1, n)
k+ +

�
(1, n)


2

⌘

� A
(2)
k+

�
(2, n)


2 + ⌘̌(n)k+

ˆA(1)
k+

(4.11)

At high SNR ⇡ H(1, n)
k+ +

�

(1, n)


2

�
A(2)

k+�
(2, n)


2

ˆA(1)
k+

+ ⌘̈(n)k+ (4.12)

where ⌘̈(n)k+ =

�

�

�

⌘̌(n)k+

�

�

�

e
j
⇣

arg
n

⌘̌
(n)
k+

o

�arg
n

Â
(1)
k+

o⌘

. The first term corresponds to the CFR estimate.

As the number of receiving antennas NR
X

increases, the SER for

ˆA(m)
k+ improves drastically, to

the point where

ˆA(m)
k+ = A(m)

k+ and the first term of (4.11) becomes the perfect CFR. For low

SNR, increasing the number of receive antennas would result in some system enhancement.

However, the second and third terms of (4.11) constitutes distortion that persists at each

receiving antenna and mainly depends on the channel statistics. The problem is that those

terms do not reap the benefits of increasing the number of receive antennas. Hence, it is

expected that an error floor would persist no matter how many receive antennas are used.

Similarly, we can decode for A(2)
k+ using ⇤(2, n)

k+ and r(n)k+3.

4.2.1.2 Mode 1 M

In this section, a modified MIMO OSBCE across frequency is presented to remedy the

distortion problem presented in subsection 4.2.1.1. The modification is based on replacing

the positions of MASK with MPSK and vice versa, and apply the coding to the MASK

symbols as shown in Table 4.2.

Transmit Antenna 1 Transmit Antenna 2

Nulled A(1)
k+3 A(2)

k

MPSK A(1)
k A(2)

k+3

MASK A(1)
k+ A(2)

k+

Coded MASK A(1)
k+2 = �A(1)

k+ A(2)
k+2 = A(2)

k+

Table 4.2: MIMO 1-D F.OSBCE Mode 1 M coding scheme
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Figure 4.3: 2⇥NR
x

Frequency OSBCE system - Mode 1 M

By using the scheme shown in Table 4.2, and following the procedure in subsection 4.2.1.1,

the received post-FFT symbols at the `th OFDM and subcarriers k, k + , k + 2, k + 3

for receive antenna n are,

r(n)k = A(1)
k H(1, n)

k + ⌘(n)k (4.13)

r(n)k+ =
1

2

⇣

A(1)
k+H

(1, n)
k+ + A(2)

k+H
(2, n)
k+

⌘

+ ⌘(n)k+ (4.14)

r(n)k+2 =
1

2

⇣

�A(1)
k+H

(1, n)
k+2 + A(2)

k+H
(2, n)
k+2

⌘

+ ⌘(n)k+2 (4.15)

r(n)k+3 = A(2)
k+3H

(2, n)
k+3 + ⌘(n)k+3. (4.16)

Notice here that the MPSK symbols are received without any cross-talk from another

symbol. However, now the MASK symbols from each antenna need to be separated. Using

the same notation and variable definitions as in subsection 4.2.1.1, MASKs from the different

transmit antennas are separated as follows,

⇤(1, n)
k+ = r(n)k+ � r(n)k+2

= A(1)
k+

 

H(1, n)
k+ +

�

(1, n)


2

!

�
A(2)

k+�
(2, n)


2

+ ⌘̌(n)k+ (4.17)

⇤(2, n)
k+ = r(n)k+ + r(n)k+2

= A(2)
k+

 

H(2, n)
k+2 �

�

(2, n)


2

!

�
A(1)

k+�
(1, n)


2

+ ⌘̂(n)k+. (4.18)
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Now, A(1)
k is detected as follows,

S(1, n)
k = r(n)k /⇤(1, n)

k+

=

A(1)
k H(1, n)

k + ⌘(n)k
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k+

⇣
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�
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�
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
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�
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�
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�
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�
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e
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⇣
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(n)
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⌘
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⌘
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�

A(1)
k+

⇣

H(1, n)
k+ +

�
(1, n)

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⌘

� A
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�
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
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ej#
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(4.19)

where #(m,n)
k = ✓(m,n)

k � ˆ✓(m,n)
k+ , ⌘̃(n)k =

�

�

�

⌘(n)k

�

�

�

e
j
⇣

arg
⇣

⌘
(n)
k

⌘

�✓̂(1, n)
k+

⌘

. Next, EGC is employed

combine all the co-phased S(1, n)
k , n 2 {1, 2, ..., NR

x

} , from the different receive antennas as

follows,

N
R

x

X

n=1

S(1, n)
k = A(1)

k

N
R

x

X

n=1

�

�

�

H(1, n)
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�

�

�

ej#
(1, n)
k

�

�

�

⇤(1, n)
k+

�

�

�

+

N
R

x

X

n=1

⌘̃(n)k
�

�

�

⇤(1, n)
k+

�

�

�

. (4.20)

As mentioned previously, the MPSK symbol is detected using the phase of the combined

equalized waveforms, hence, only the phase of

PN
R

x

n=1 S
(1, n)
k is required for detection. #(m,n)

k

and ⌘̃(n)k are the two sources of phase error that would effect the detection process. In this

subsection, #(1, n)
k is redefined as #(m,n)

k = ✓(m,n)
k � ˆ✓(m,n)

k+ , where  inherently affects #(1, n)
k .

Using MLD, the initial estimate,

ˆA(1)
k , is expressed as,

ˆA(1)
k = arg min

⇣

A
(1)
k

⌘(i)
, i2M

P

�

�

�

�

�

N
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x

X

n=1

S(1, n)
k �

⇣

A(1)
k

⌘(i)
�

�

�

�

�

2

. (4.21)

Using

ˆA(1)
k ,

ˆH(1, n)
k at each nth

branch can be found using LSE as follows,

ˆH(1, n)
k =

r(n)k

ˆA(1)
k

=

A(1)
k H(1, n)

k + ⌘(n)k

ˆA(1)
k

⇡ H(1, n)
k + ⌘̈(n)k (4.22)

where ⌘̈(n)k =

�

�

�

⌘(n)k

�

�

�

e
j
⇣

arg
n

⌘
(n)
k

o

�arg
n

Â
(1)
k

o⌘

. Contrary to the OSBCE system in subsection
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Figure 4.4: 2⇥NR
x

F. OSBCE - Âk & Âk+ BER & SER vs. SNR - Modes 1 M & 1

4.2.1.1, no distortion terms are present and increasing the number of receive antennas is

expected to drastically enhance the MSE. The first term of (4.22) corresponds to the CFR

estimate. As the number of receiving antennas NR
X

increases, the SER for

ˆA(m)
k hugely

improves, to the point where

ˆA(m)
k = A(m)

k and the first term of (4.22) becomes the perfect

CFR. Similarly, we can decode for A(2)
k using ⇤(2, n)

k+ and r(n)k+3 following the same approach

outlined previously.

4.2.1.3 Results and Discussion - Mode 1 vs. Mode 1 M

SER and BER vs. SNR for

ˆA(m)
k using Mode 1 M and Mode 1, respectively in a TUx channel

environment are presented in Figure 4.4, in order to evaluate their performance with respect

to each other. In general, Mode 1 is marginally better than Mode 1 M for NR
x

� 2 in terms

of SER of the initial MPSK detection. This is due to the fact that in Mode 1, the imperfect

phase estimate is received without any cross-talk from other transmit antennas. On the

other hand, the phase of the imperfect CFR in Mode 1 M is a result of adding/subtracting

two received symbols. In both modes, the SER of the blindly estimated MPSK at high SNRs

hits an error floor produced by #(m,n)
k . Moreover, the improvement rate gets lower as the

number of receive antennas increases.
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F. OSBCE - MSE vs. SNR for different NR
x

- Modes 1 M & 1
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F. OSBCE - MSE vs. SNR for different channels - Modes 1 M & 1

Figure 4.5 compares the MSE of Mode 1 M to Mode 1 as the number of receive antennas
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increases in a TUx channel environment. With Mode 1 M, simply using 2 receive antennas

would improve the detection of A(m)
k to the point where the MSE of CFRs estimated using

OSBCE almost matches that of the pilot-based system. As expected, OSBCE MSE using

Mode 1 is not responsive to increasing the number of receive antennas, and the error floor

is set by the channel-related terms in (4.11).

Figure 4.6 compares the MSE of Mode 1 M to Mode 1 for different channels. In a TUx

channel environment, MSE using Mode 1 M is 2.5 ⇥ 10

�4
at SNR = 50 dB, while for the

same SNR, MSE using Mode 1 is 2.5 ⇥ 10

�3
; 10 times worse than Mode 1 M. Using Mode

1 M, the MSE performance of the OSBCE in a TUx channel environment starts deviating

from the pilot-based system after SNR w 28 dB. Generally speaking, simulation results show

that Mode 1 M is more resilient to channel statistics than Mode 1.

Figure 4.7 shows the impact of increasing the modulation order across Mode 1 M and

Mode 1 systems in a TUx channel environment. In Mode 1 M, as modulation order increases,

the MSE performance gets worse, which is expected since increasing MA will introduce

more amplitudes with small values, which is similar to equalizing using less reliable channel

estimates. Moreover, as MP increases, smaller margins of phase noise can cause detection

errors in

ˆAk. On the other hand, modulation order degrades the MSE using Mode 1 F.OSBCE

until SNR ' 24 dB, then matches the MSE produced by lower modulation order systems.
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F. OSBCE - MSE vs. SNR for different MA, MP - Modes 1 M & 1
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Therefore, even if higher modulation orders were to be used with Mode 1 F.OSBCE, it

will eventually hit the same error floor produced by the Mode 1 F.OSBCE binary case.

It is worth mentioning that the pilot-based system performance neither benefits from

increasing the number of transmit antennas nor receive antennas. Increasing the number of

receive antennas would simply mean that there are more CFRs to estimate at the receiver

side. In addition, in conventional LTE-A pilot-based systems, RE locations where the mth

transmit antenna transmits its pilots are nulled at all other transmitting antennas. Therefore,

only the mth
antenna pilots are received at its designated locations in the RG.

Moreover, it is worth noting that MIMO F.OSBCE Mode 1 M achieves diversity gain by

sending MASK over two different subcarriers, however, that nulls some of the spectral gain

from replacing the pilot symbol by a data MPSK symbol.

4.2.1.4 Mode 2

In this MIMO F.OSBCE system, only original LTE-A pilot locations are used and no coding

is needed, where MPSK and MASK are transmitted as shown in Figure 4.8. This system is

introduced as an alternative to MIMO F.OSBCE Mode 1 M, in order to increase data rate

by replacing pilots by MPSK and MASK data symbols.

Figure 4.8: 2⇥NR
x

Frequency OSBCE system - Mode 2

The MPSK and MASK symbols are transmitted at subcarriers k, `k, and k + , `k + ,

respectively, where  = 6. k and

`k are the subcarriers indexing for transmitters 1 and 2,

respectively, where

`k � k = 3 for C-RS LTE-A [12]. Hence, the received post-FFT samples

for receive antenna n are,

r(n)k = A(1)
k H(1, n)

k + ⌘(n)k (4.23)
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r(n)k+ = A(1)
k+H

(1, n)
k+ + ⌘(n)k+ (4.24)

r(n)
k̀

= A(2)

k̀
H(2, n)

k̀
+ ⌘(n)

k̀
(4.25)

r(n)
k̀+

= A(2)

k̀+
H(2, n)

k̀+
+ ⌘(n)

k̀+
. (4.26)

Due to the employment of nulling in LTE-A RGs, every 1⇥NR
x

can be processed on its own.

Meaning that the 2 ⇥ NR
x

MIMO F.OSBCE Mode 2 system at hand is equivalent to two

1⇥NR
x

SIMO F.OSBCE systems with  = 6. Therefore, the same analysis as in subsection

3.3.2 applies here for each transmit antenna on its own.

4.2.1.5 Results and Discussion - Mode 1 M vs. Mode 2
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F. OSBCE - Âk BER & SER vs. SNR - Modes 1 M & 2

SER and BER vs. SNR for

ˆA(m)
k using Mode 1 M and Mode 2 in a TUx channel environment

are shown in Figure 4.9, to compare their performances. As expected, MIMO F.OSBCE

Mode 1 M outperforms Mode 2, due to a lower  value. The SER at high SNR using Mode

1 M with 2 receive antennas outperforms the SER using Mode 2 with 5 antennas. Although

 = 1 for both MIMO F.OSBCE Mode 1 M and SIMO F.OSBCE, their performances do

not match because of the noise associated with obtaining the MASK symbols in MIMO

F.OSBCE Mode 1 M. Moreover, using Mode 1 M with NR
x

= 5, the

ˆA(m)
k SER becomes
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F. OSBCE - MSE vs. SNR for different NR
x

- Modes 1 M & 2

lower than the

ˆA(m)
k SER using perfect CSI. Moreover,

ˆA(m)
k SER decreases as NR

x

increases,

and hits an error floor as SNR increases. Also, improvement rate gets lower as NR
x

increases.

Figure 4.10 compares the MSE of Mode 1 M to Mode 2 as NR
x

increases in a TUx channel

environment. While it is enough to use 2 receive antennas for Mode 1 M to match the pilot-

based system, Mode 2 requires 10 receive antennas to achieve the same feat. Moreover, MSE

using Mode 2 with NR
x

= 5 starts deviating from pilot-based MSE after SNR ' 35 dB.

Figure 4.11 compares the MSE of Mode 1 M to Mode 2 for channels with different number

of taps and gains. In a TUx channel environment, MSE using Mode 2 is significantly worse

than MSE using Mode 1M with 1 receive antenna, which achieves 2.5 ⇥ 10

�4
at SNR = 50

dB, while for the same SNR, MSE using Mode 2 is 3⇥ 10

�2
; 120 times worse than Mode 1

M, and 10 times worse than Mode 1. Generally speaking, simulation results show that Mode

1 M is more resilient to channel statistics than Mode 2.

Figure 4.12 shows the effect of the modulation order across Mode 1 M and Mode 2 systems

in a TUx channel environment. As noticed from previous simulations, as modulation order

increases, the MSE performance gets worse. Contrary to Mode 1, Mode 2 is responsive to

changing the modulation order of the system. Using Mode 2 for SNR ' 50 dB, MSE with

2-ary modulation is almost 6 times better than the MSE with 4-ary modulation. Generally,

Mode 1 M is still the best among the three variation of MIMO F.OSBCE.
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F. OSBCE - MSE vs. SNR for different channels - Modes 1 M & 2

0 10 20 30 40 50
10

-6

10
-5

10
-4

10
-3

10
-2

10
-1

10
0

10
1

0 10 20 30 40 50
10

-6

10
-5

10
-4

10
-3

10
-2

10
-1

10
0

10
1

Figure 4.12: 2⇥NR
x

F. OSBCE - MSE vs. SNR for different MA, MP - Modes 1 M & 2

Although MIMO F.OSBCE Mode 2 performs worse than MIMO F.OSBCE Mode 1 M,
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Transmit Antenna 1 Transmit Antenna 2

Nulled A(1)
`+4◆ A(2)

`

MPSK A(1)
` A(2)

`+4◆

MASK A(1)
`+◆ A(2)

`+◆

Coded MASK A(1)
`+3◆ = �A(1)

`+◆ A(2)
`+3◆ = A(2)

`+◆

Table 4.3: MIMO 1-D T.OSBCE Mode 1 coding scheme

Mode 2 can achieve higher data rates, given the channel is relatively flat with enough receiv-

ing antennas. Usually, choosing one of three variations over the others depend on the system

requirements and constraints. Mode 1 M is an ideal candidate for ill-behaved channel, while

achieving providing some diversity gain in transmitting MASK symbols. Since Mode 1 did

not benefit from increasing NR
x

, this configuration is dropped, and only coding schemes

similar to Table 4.2 will be used in all other variations of OSBCE labeled as “Mode 1”.

4.2.2 MIMO 1-D T.OSBCE - Across Time

4.2.2.1 Mode 1

This MIMO T.OSBCE system is similar to MIMO F.OSBCE Mode 1 M system, however,

the pilots are distributed across the time dimension within one subcarrier frequency. Using

the coding scheme presented in Table 4.3, the MPSK and MASK symbols are distributed for

this OSBCE system based on the LTE-A configuration as shown in Figure 4.13. Moreover,

it is assumed that ICI is eliminated before the CE step using ICI estimation or guard bands,

and ✏ does not change within ◆ symbols duration. Subcarrier index k is dropped in this

subsection and only included if necessary.

By using the coding scheme in Table 4.3, and following the procedure in subsection 4.2.1.2,

the received post-FFT symbols at the kth
subcarrier and symbol indices `, `+◆, `+3◆, `+4◆,

where ◆ = 1, for receive antenna n are,

r(n)` = '(1, n)
` A(1)

` H(1, n)
` + ⌘(n)` (4.27)

r(n)`+◆ =
1

2

⇣

'(1, n)
`+◆ A(1)

`+◆H
(1, n)
` + '(2, n)

`+◆ A(2)
`+◆H

(2, n)
`

⌘

+ ⌘(n)`+◆ (4.28)

r(n)`+3◆ =
1

2

⇣

�'(1, n)
`+3◆ A

(1)
`+◆H

(1, n)
` + '(2, n)

`+3◆ A
(2)
`+◆H

(2, n)
`

⌘

+ ⌘(n)`+3◆ (4.29)

r(n)`+4◆ = '(1, n)
`+4◆ A

(2)
`+4◆H

(2, n)
` + ⌘(n)`+4◆ (4.30)

where '(m,n)
` between mth

transmit antenna and nth
receive antenna is defined in subsection

3.3.3. In time OSBCE, it is assumed that E
n⇣

'(m,n)
` H(m,n)

`

⌘⇣

'(m,n)
`+◆ H(m,n)

`

⌘⇤o
= ej⇥0

,
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Figure 4.13: 2⇥NR
x

Time OSBCE system - Mode 1

where ◆ = 1. Thus, '(m,n)
`+◆ H(m,n)

` =

⇣

'(m,n)
` H(m,n)

` +�

(m,n)
◆

⌘

⇡ '(m,n)
` H(m,n)

` , where

�

(m,n)
◆ =

L
h

X

v=0

hve
�j2⇡vk/N

h

'(m,n)
`+◆ � '(m,n)

`

i

=

L
h

X

v=0

hve
�j2⇡vk/N

"

'(m,n)
`

 

e
j⇡✏

✓

2◆(N+N

CP

)
N

◆

� 1

!#

. (4.31)

�

(m,n)
◆ is a RV describing the complex difference between OFDM symbols separated by ◆. If

◆ = 0, then the variance of �

(m,n)
◆ = 0. It can be deduced from (4.31) that the variance of

�

(m,n)
◆ is a function of channel’s time auto-correlation. Now the MASK symbols from each

antenna need to be separated, which is performed as follows,

⇤(1, n)
`+◆ = r(n)`+◆ � r(n)`+3◆

= A(1)
`+◆

⇣

'(1, n)
`+◆ H(1, n)

` +�

(1, n)
◆

⌘

� A(2)
`+◆�

(2, n)
◆ + ⌘̌(n)`+◆ (4.32)

⇤(2, n)
`+◆ = r(n)`+◆ + r(n)`+3◆

= A(2)
`+◆

⇣

'(2, n)
`+3◆ H

(2, n)
` ��

(2, n)
◆

⌘

� A(1)
`+◆�

(1, n)
◆ + ⌘̂(n)`+◆. (4.33)

Now, A(1)
` is detected as follows,

S(1, n)
` = r(n)` /⇤(1, n)

`+◆

=

'(1, n)
` A(1)

` H(1, n)
` + ⌘(n)`

A(1)
`+◆

⇣

'(1, n)
`+◆ H(1, n)

` +�

(1, n)
◆

⌘

� A(2)
`+◆�

(2, n)
◆ + ⌘̌(n)`+◆
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=

'(1, n)
` A(1)

` H(1, n)
` + ⌘(n)`

�

�

�

A(1)
`+◆

⇣

'(1, n)
`+◆ H(1, n)

` +�

(1, n)
◆

⌘

� A(2)
`+◆�

(2, n)
◆ + ⌘̌(n)`+◆

�

�

�

ej✓̂
(1, n)
`+◆

=

A(1)
`

�

�

�

'(1, n)
` H(1, n)

`

�

�

�

ej(✓
(1, n)
`

�✓̂(1, n)
`+◆

)
+

�

�

�

⌘(n)`

�

�

�

e
j
⇣

arg
⇣

⌘
(n)
`

⌘

�✓̂(1, n)
`+◆

⌘

�

�

�

A(1)
`+◆

⇣

'(1, n)
`+◆ H(1, n)

` +�

(1, n)
◆

⌘

� A(2)
`+◆�

(2, n)
◆ + ⌘̌(n)`+◆

�

�

�

=

1

�

�

�

⇤(1, n)
`+◆

�

�

�

⇣

�

�

�

'(1, n)
` H(1, n)

`

�

�

�

ej#
(1, n)
` A(1)

` + ⌘̃(n)`

⌘

(4.34)

where #(m,n)
` = ✓(m,n)

` � ˆ✓(m,n)
`+◆ , ⌘̃(n)` =

�

�

�

⌘(n)`

�

�

�

e
j
⇣

arg
⇣

⌘
(n)
`

⌘

�✓̂(1, n)
`+◆

⌘

. Next, EGC is employed

combine all the co-phased S(1, n)
` , n 2 {1, 2, ..., NR

x

} , from the different receive antennas as

follows,

N
R

x

X

n=1

S(1, n)
` = A(1)

`

N
R

x

X

n=1

�

�

�

'(1, n)
` H(1, n)

`

�

�

�

ej#
(1, n)
`

�

�

�

⇤(1, n)
`+◆

�

�

�

+

N
R

x

X

n=1

⌘̃(n)`
�

�

�

⇤(1, n)
`+◆

�

�

�

. (4.35)

Using the phase of the combined equalized waveforms, the MPSK symbol can be detected

with only the phase of

PN
R

x

n=1 S
(1, n)
` , where #(m,n)

` and ⌘̃(n)` are the two sources of phase

distortion. In this subsection, #(m,n)
` is redefined as ✓(m,n)

` � ˆ✓(m,n)
`+◆ , where ◆ and ✏ inherently

affects #(m,n)
` . Using MLD, the initial estimate,

ˆA(1)
` , is expressed as,

ˆA(1)
` = arg min

⇣

A
(1)
`

⌘(i)
, i2M

P

�

�

�

�

�

N
R

x

X

n=1

S(1, n)
` �

⇣

A(1)
`

⌘(i)
�

�

�

�

�

2

. (4.36)

Using

ˆA(1)
` ,

ˆH(1, n)
` at each nth

branch can be found using LSE as follows,

ˆH(1, n)
` =

r(n)`

ˆA(1)
`

=

'(1, n)
` A(1)

` H(1, n)
` + ⌘(n)`

ˆA(1)
`

⇡ '(1, n)
` H(1, n)

` + ⌘̈(n)` (4.37)

where ⌘̈(n)` =

�

�

�

⌘(n)`

�

�

�

e
j
⇣

arg
n

⌘
(n)
`

o

�arg
n

Â
(1)
`

o⌘

. As the number of receiving antennas NR
x

increases,

ˆA(m)
` SER hugely improves, to the point where

ˆA(m)
` = A(m)

` and the first term of (4.37)

becomes the perfect CFR. Using ⇤(2, n)
`+◆ and r(n)`+4◆ and following the same approach described

in this section, A(2)
`+4◆ can be obtained. MIMO T.OSBCE Mode 1 works with a small ◆,

thus, the MSE is expected to be comparable to the pilot-based system. Moreover, MIMO

T.OSBCE Mode 1 essentially sends the MASK symbol twice over two different OFDM

symbols, which is regarded as temporal diversity gain. Nevertheless, that nulls the benefit
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from replacing the pilot symbol by a data MPSK symbol. Therefore, similar to the MIMO

F.OSBCE Mode 2, MIMO T.OSBCE Mode 2 is introduced in the next subsection.

4.2.2.2 Mode 2

In this MIMO T.OSBCE system, original LTE-A pilot locations are replaced with MPSK

and MASK symbols without coding are transmitted as shown in Figure 4.14. This system

is an alternative to MIMO T.OSBCE Mode 2, in order to increase data rate by replacing

pilots by MPSK and MASK data symbols while sacrificing performance by using higher ◆.

The performance degradation is treated by increasing the number of receive antennas.

Figure 4.14: 2⇥NR
x

Time OSBCE system - Mode 2

The MPSK and MASK symbols are transmitted at OFDM blocks `, ``, and ` + ◆, `` + ◆,

respectively, where ◆ = 7. ` and

`` are the OFDM symbols indexing for transmitters 1 and 2,

respectively, where

``� ` = 4 in C-RS LTE-A [12]. Hence, the received post-FFT samples at

the kth
subcarrier for receive antenna n are,

r(n)` = '(1, n)
` A(1)

` H(1, n)
` + ⌘(n)` (4.38)

r(n)`+◆ = '(1, n)
`+◆ A(1)

`+◆H
(1, n)
` + ⌘(n)`+◆ (4.39)

r(n)`̀ = '(2, n)
`̀ A(2)

`̀ H(2, n)
`̀ + ⌘(n)`̀ (4.40)

r(n)`̀+◆
= '(2, n)

`̀+◆
A(2)

`̀+◆
H(2, n)

`̀ + ⌘(n)`̀+◆
. (4.41)

Since there is no cross-talk at MPSK and MASK locations, every 1⇥NR
x

can be processed

on its own. Hence, the 2⇥NR
x

MIMO T.OSBCE Mode 2 system processing is similar to two

1⇥NR
x

SIMO T.OSBCE systems with ◆ = 7. Therefore, the same analysis as in subsection

3.3.3 applies here for each single transmit antenna.
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Figure 4.15: 2⇥NR
x

T. OSBCE - Â` BER & SER vs. SNR - Modes 1 & 2

4.2.2.3 Results and Discussion - Mode 1 vs. Mode 2

The impact of increasing the number of receive antennas on the initial estimate

ˆA(m)
` in

terms of SER and BER is shown in Figure 4.15 using Mode 1 and Mode 2. The speed of the

moving object in Figure 4.15 is 200 Km/hr, which results in a maximum Doppler frequency

of 351.9 Hz for fc = 1.9 GHz.

The SER using Mode 1 and 2 receive antennas outperforms the SER using Mode 2 and

5 antennas, due to the higher ◆ in Mode 2 than Mode 1. Mathematically, it means that

the phase error, #(m,n)
` = ✓(m,n)

` � ˆ✓(m,n)
`+◆ , would be higher and cause more detection errors

for

ˆA(m)
` , which is later used to estimate '(m,n)

` H(m,n)
` . Moreover, Mode 1 with 10 receive

antennas provides better SER than a system with perfect CSI till SNR ' 40 dB. For higher

SNR, Mode 1 can further improve the SER by increasing the number of receive antenna.

Again, blindly estimated

ˆA(m)
` SER decreases as SNR increases until it hits an error floor

produced by #(m,n)
` . As NR

x

increases, Mode 2 approaches the performance of Mode 1 and

matches it for NR
x

= 20, where the rate of enhancement by increasing NR
x

becomes marginal.

Figure 4.16 shows the impact of increasing NR
x

using Mode 1 and Mode 2. While

◆ = 1 in Mode 1, it still requires 5 receive antennas to match the performance of 1⇥ 2 SIMO

T.OSBCE with ◆ = 1, as demonstrated by Figure 3.15. Moreover, it is noticed that for Mode

1 to achieve significant improvement from increasing the number of receive antennas, NR
x
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Figure 4.16: 2⇥NR
x

T. OSBCE - MSE vs. SNR for different NR
x

- Modes 1 & 2

increments must be relatively big. On the other hand, Mode 2 achieves greater improvements

by increasing NR
x

. Moreover, while Mode 1 matches the performance of pilot-based system

with 20 receive antennas, Mode 2 performance deviates from the performance of pilot-based

system at SNR ' 45 dB, hence, a higher number of receive antennas is required with Mode

2.

Figure 4.17 shows how the receiver’s relative speed affects the MIMO T.OSBCE MSE

for Modes 1 and 2. With Mode 1, the MSE performance of the OSBCE for a relative speed

of 100 Km/hr starts deviating from the pilot-based system performance after SNRw 33 dB.

The Doppler frequency in this case is 176 Hz for fc = 1.9 GHz. Thus, as the speed increases,

NR
x

must be increased accordingly to match the performance of pilot-based system. On

the other hand, Mode 2 performance gets significantly worse as the relative speed increases.

Since the performance degradation with Mode 2 is more severe than Mode 1 as the speed

increases, a higher NR
x

is required with Mode 2.

Figure 4.18 shows how modulation order affects the OSBCE system with MIMO T.OSBCE

Modes 1 and 2, at a relative motion speed of 200 Km/hr. Similar to previous simulations,

as the modulation order increases, the MSE performance gets worse, which is a result of a

worse SER performance of A(m)
` .
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Figure 4.17: 2⇥NR
x

T. OSBCE - MSE vs. SNR for different speeds - Modes 1 & 2
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Figure 4.18: 2⇥NR
x

T. OSBCE - MSE vs. SNR for different MA, MP - Modes 1 & 2

Again, depending on the system’s requirements and constraints, one MIMO T.OSBCE
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Transmit Antenna 1 Transmit Antenna 2

Nulled A(1)
k,`+◆ A(2)

k,`

MPSK A(1)
k,` A(2)

k,`+◆

MASK A(1)
k+,` A(2)

k+,`

Coded MASK A(1)
k+,`+◆ = �A(1)

k+,` A(2)
k+,`+◆ = A(2)

k+,`

Table 4.4: MIMO 2-D T/F.OSBCE Mode 1 coding scheme

Figure 4.19: 2⇥NR
x

Time-Frequency OSBCE system - Mode 1

Mode would be selected over the other. MIMO T.OSBCE Mode 2 can achieve higher data

rates, given the channel is relatively slow changing with enough receiving antennas. Mode

1 would be the ideal choice of the two Modes for fast changing channels, while achieving

providing some temporal diversity gain in transmitting MASK symbols.

4.2.3 MIMO 2-D T/F.OSBCE - Across Time & Frequency

4.2.3.1 Mode 1

This MIMO T/F.OSBCE is similar to SIMO T/F.OSBCE in the sense that it works across

two dimensions, time and frequency. The objective is to investigate how OSBCE performs

when distortions are introduced in both time and frequency. Similar notations as in sub-

section 3.3.4 are used. In addition, it is assumed that ISI and ICI are eliminated before

the CE step. Enough NCP CP samples are used for ISI mitigation and ICI estimation or

guard bands are used for ICI mitigation. Using the coding scheme presented in Table 4.4,

the MPSK and MASK symbols are distributed for this OSBCE system based on the LTE-A

configuration as shown in Figure 4.13, where (, ◆) = (1, 4).
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By using the coding scheme in Table 4.4, and following the procedure in subsection

4.2.2.1, the received post-FFT symbols at the locations (k, `), (k + , `), (k + , `+ ◆) and

(k, `+ ◆) for receive antenna n are

r(n)k,` = '(1, n)
` A(1)

k,`H
(1, n)
k,` + ⌘(n)k,` (4.42)

r(n)k+,` =
1

2

⇣

'(1, n)
` A(1)

k+,`H
(1, n)
k+,` + '(2, n)

` A(2)
k+,`H

(2, n)
k+,`

⌘

+ ⌘(n)k+,` (4.43)

r(n)k+,`+◆ =
1

2

⇣

�'(1, n)
`+◆ A(1)

k+,`H
(1, n)
k+,` + '(2, n)

`+◆ A(2)
k+,`H

(2, n)
k+,`

⌘

+ ⌘(n)k+,`+◆ (4.44)

r(n)k,`+◆ = '(2, n)
`+◆ A(2)

k,`+◆H
(2, n)
k,` + ⌘(n)k,`+◆ (4.45)

where '(m,n)
` between mth

transmit antenna and nth
receive antenna is defined in subsection

3.3.3. In T/F.OSBCE, it is assumed that E
n⇣

'(m,n)
` H(m,n)

k,`

⌘⇣

'(m,n)
`+◆ H(m,n)

k+,`

⌘⇤o
= ej⇥0

,

where  = ◆ = 1. Thus, '(m,n)
`+◆ H(m,n)

k+,` =

⇣

'(m,n)
` H(m,n)

k,` +�

(m,n)
,◆

⌘

⇡ '(m,n)
k,` H(m,n)

k,` , and using

'(m,n)
`+◆ = '(m,n)

` e
j⇡✏

✓

2◆(N+N

CP

)
N

◆

, �

(m,n)
,◆ can be expressed as,

�

(m,n)
,◆ = '(m,n)

`+◆ H(m,n)
k+,` � '(m,n)

` H(m,n)
k,`

= '(m,n)
`

 

e
j⇡✏

✓

2◆(N+N

CP

)
N

◆

H(m,n)
k+,` �H(m,n)

k,`

!

= '(m,n)
`

 "

e
j⇡✏

✓

2◆(N+N

CP

)
N

◆

 

L
h

X

v=0

hve
�j 2⇡vk

N

⇣

e�j 2⇡v

N � 1

⌘

!#!

. (4.46)

�

(m,n)
,◆ is a RV describing the complex difference between RE locations separated by ◆ OFDM

symbols and  subcarriers. If  = ◆ = 0, then the variance of �

(m,n)
,◆ = 0. It is noticed that

if ✏ = 0 and  6= 0, then (4.46) is reduced to (4.5), and if  = 0, ✏ 6= 0, and ◆ 6= 0, then (4.46)

is reduced to (4.31). Moreover, it can be noticed from (4.46) that the variance of �

(m,n)
,◆ is

a function of the channel’s time and frequency auto-correlation. Now the MASK symbols

from each antenna need to be separated, which is performed as follows,

⇤(1, n)
k+,` = r(n)k+,` � r(n)k+,`+◆

= A(1)
k+,`

 

'(1, n)
` H(1, n)

k+,` +
�

(1, n)
,◆

2

!

�
A(2)

k+,`�
(2, n)
,◆

2

+ ⌘̌(n)k+,`+◆ (4.47)

⇤(2, n)
k+,` = r(n)k+,` + r(n)k+,`+◆

= A(2)
k+,`

 

'(2, n)
`+◆ H(2, n)

k+,` �
�

(2, n)
,◆

2

!

�
A(1)

k+,`�
(1, n)
◆

2

+ ⌘̂(n)k+,`+◆. (4.48)
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Now, A(1)
k,` is detected as follows,

S(1, n)
k,` = r(n)k,` /⇤

(1, n)
k+,`

=
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where #(m,n)
k,` = ✓(1, n)k,` � ˆ✓(1, n)k+,`+◆, ⌘̃

(n)
k,` =

�

�

�

⌘(n)k,`

�

�

�

e
j
⇣

arg
⇣

⌘
(n)
k,`

⌘

�✓̂(1, n)
k+,`+◆

⌘

. The co-phased S(1, n)
k,` ,

n 2 {1, 2, ..., NR
x

}, from the different receive antennas are combined using EGC as follows,
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X
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. (4.50)

The MPSK symbol can now be detected with only the phase of

PN
R

x

n=1 S
(1, n)
k,` , where #(m,n)

k,`

and ⌘̃(n)k,` are the two sources of phase distortion. In this subsection, #(m,n)
k,` is redefined as

✓(1, n)k,` � ˆ✓(1, n)k+,`+◆, where ◆ and ✏ inherently affects #(m,n)
k,` . Using MLD, the initial estimate,

ˆA(1)
k,`, is expressed as,

ˆA(1)
k,` = arg min

⇣

A
(1)
k,`

⌘(i)
, i2M

P

�

�

�

�

�
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S(1, n)
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�

�

�

�

�

2

. (4.51)

Using

ˆA(1)
k,` ,

ˆH(1, n)
k,` at each nth

branch can be found using LSE as follows,

ˆH(1, n)
k,` =

r(n)k,`

ˆA(1)
k,`

=

'(1, n)
` A(1)

k,`H
(1, n)
k,` + ⌘(n)k,`

ˆA(1)
k,`

⇡ '(1, n)
` H(1, n)

k,` + ⌘̈(n)k,` (4.52)

where ⌘̈(n)k,` =

�
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⌘(n)k,`

�

�

�

e
j
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n

⌘
(n)
k,`

o

�arg
n

Â
(1)
k,`

o⌘

. As NR
x

increases,

ˆA(m)
k,` SER significantly improves,
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to the point where

ˆA(m)
k,` = A(m)

k,` , and the first term of (4.52) becomes the perfect CFR. Using

⇤(2, n)
k+,` and r(n)k,`+◆ and following the same method outlines in this subsection, an initial estimate

for A(2)
k,`+◆ can be obtained. MIMO T/F.OSBCE Mode 1 works with small  and ◆, hence, the

MSE is expected to be similar to the pilot-based system. In addition, MIMO F/T.OSBCE

Mode 1 design sends the MASK symbol twice over different REs, which is a form of diversity.

However, the benefit from replacing the pilot symbol by a data MPSK symbol is nulled, and

data rate is still almost the same. Thus, similar to the MIMO F.OSBCE Mode 2 and MIMO

T.OSBCE Mode 2, MIMO T/F.OSBCE Mode 2 is introduced in the next subsection.

4.2.3.2 Mode 2

As an alternative to MIMO T/F.OSBCE Mode 1, MPSK and MASK symbols without

coding are transmitted as shown in Figure 4.14, where (, ◆) = (3, 4). This system aims at

increasing data rate at the expense of performance degradation by using higher  and ◆. The

performance degradation is remedied by increasing NR
x

.

Figure 4.20: 2⇥NR
x

Time-Frequency OSBCE system - Mode 2

The MPSK and MASK symbols are transmitted as shown in Figure 4.20. Hence, the

received post-FFT samples for receive antenna n are,

r(n)k,` = '(1, n)
` A(1)

k,`H
(1, n)
k,` + ⌘(n)k,` (4.53)

r(n)k+,`+◆ = '(1, n)
`+◆ A(1)

k+,`+◆H
(1, n)
k+,` + ⌘(n)k+,`+◆ (4.54)

r(n)k,`+◆ = '(2, n)
`+◆ A(2)

k,`+◆H
(2, n)
k,` + ⌘(n)k,`+◆ (4.55)

r(n)k+,` = '(2, n)
` A(2)

k+,`H
(2, n)
k+,` + ⌘(n)k+,`. (4.56)
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Every 1 ⇥ NR
x

can be processed on its own, because there is no cross-talk between trans-

mitters at MPSK and MASK locations. Thus, the 2 ⇥ NR
x

MIMO T/F.OSBCE Mode 2

system processing is similar to two 1⇥NR
x

SIMO T/F.OSBCE systems with (, ◆) = (3, 4).

Therefore, similar analysis to subsection 3.3.4 can be applied to the system at hand for each

single transmit antenna.

4.2.3.3 Results and Discussion - Mode 1 vs. Mode 2
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Figure 4.21: 2⇥NR
x

T/F. OSBCE - Âk,` BER & SER vs. SNR - Modes 1 & 2

Figure 4.15 shows the impact of increasing the number of receive antennas on the initial

estimate

ˆA(m)
k,` using Mode 1 and Mode 2. The speed of the moving object in Figure 4.15

is 50 Km/hr, which is a result of a maximum Doppler frequency of 88 Hz for fc = 1.9

GHz. The SER using Mode 1 with NR
x

= 2 matches the SER performance of Mode 2 with

NR
x

= 5. This is a result of a greater Euclidian distance between the MPSK and MASK

symbols in Mode 2 compared to Mode 1. Mathematically, it means that the phase error,

#(m,n)
k,` = ✓(m,n)

k,` � ˆ✓(m,n)
k+,`+◆, would be higher resulting in more detection errors for

ˆA(m)
k,` , which

is later used to estimate '(m,n)
k,` H(m,n)

k,` . Moreover, T/F.OSBCE Mode 1 with NR
x

= 10

achieves better SER than a system with perfect CSI up till SNR ' 48 dB, and for higher

values, increasing NR
x

is required to further improve the SER using Mode 1. SER of

ˆA(m)
k,`

with a certain NR
x

at high SNR values hits an error floor courtesy of #(m,n)
k,` . Also, the rate

108



CHAPTER 4. OSBCE FOR MIMO-OFDM SYSTEMS

0 10 20 30 40 50
10

-6

10
-5

10
-4

10
-3

10
-2

10
-1

10
0

10
1

15 16 17 18 19 20

0.01

0.02

0.03

0.04

0.05

0 10 20 30 40 50
10

-6

10
-5

10
-4

10
-3

10
-2

10
-1

10
0

10
1

15 16 17 18 19 20

0.01

0.02

0.03

0.04

0.05

0.06

Figure 4.22: 2⇥NR
x

T/F. OSBCE - MSE vs. SNR for different NR
x

- Modes 1 & 2

of enhancement of Mode 1 is greater than the that of Mode 2 as NR
x

increases.

Figure 4.22 shows the impact of NR
x

on the MSE performance using Mode 1 and Mode

2. With Mode 1 and NR
X

= 5, the MSE of OSBCE estimated CFRs almost matches that

of the pilot-based system up till SNR ' 42 dB. As for Mode 2, higher NR
x

are required to

match the pilot-based system performance. With Mode 2 and NR
x

= 10, MSR still deviates

from the pilot-based MSE at SNR w 27 dB, which means higher NR
x

are needed.

Figures 4.10, 4.16, and 4.22 indicates that the enhancement rate due to higher NR
X

is

slower with MIMO 2-D OSBCE than the MIMO 1-D OSBCE. This is a result of 2-D phase

distortions, in frequency and time, in the case of 2-D OSBCE systems. In general, for 2-D

OSBCE to match the MSE of either one of the two 1-D OSBCE systems in a frequency

selective fast fading channel, a higher number of receive antennas is required.

Similar to the SIMO systems, 2-D OSBCE is preferable to 1-D OSBCE, since it provides

information about the channel behavior over both dimensions. When 2-D OSBCE performs

as well as one of the two 1-D OSBCEs, it means that no phase distortion is being introduced

along the other dimension. Moreover, there would be no need to interpolate across the static

dimension. Simply repeating the CFR coefficients along that static dimension would be suf-

ficient, as long as the 2-D OSBCE performs as well as the 1-D OSBCE. For example, assume

2 MPSKs and 1 MASK were sent at (k, `) , (k + , `) , and (k + , `+ ◆), respectively. If
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E
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⌘⇤o
, then the channel can be considered

static across the different OFDM symbols. Hence, MIMO F.OSBCE is used to obtain the

CFRs, perform interpolation along the frequency axis, and then repeat the CFRs for the

other OFDM symbols as long as E
n

H(m,n)
k,`

⇣

H(m,n)
k+,`

⌘⇤o
' E

n

H(m,n)
k,`

⇣

'(m,n)
`+◆ H(m,n)

k+,`

⌘⇤o
,

resulting in less interpolation-related computations.

4.3 Conclusion

In this Chapter, different implementation schemes for the blind CE technique from Chapter

3 is developed for MIMO-OFDM systems using LTE-A pilots configuration. Two distinctive

schemes are introduced, namely Mode 1 and Mode 2. In Mode 1, MASK symbols are

coded and transmitted at different locations in the RG, where the coding facilitates the

extraction of the associated MASK symbol per transmit antenna. The RE locations at one

transmit antenna, where MPSK symbols are transmitted, are nulled at all other transmitting

antennas. In Mode 2, no coding is required and the system depends heavily on the nulling

used by LTE-A RG configuration. The RE locations where MPSK and MASK symbols are

transmitted from one antenna, are nulled at all other transmitting antennas. In general,

Mode 2 achieves better spectral efficiency than Mode 1, with relatively poorer performance.

Mode 1 outperforms Mode 2, while achieving less spectral efficiency since MASK symbols

are transmitted multiple times, while still using the same total energy.

Assuming channel variations are minimal within �f Hz and ◆�t seconds, then the MASK

symbol is equivalent to an imperfect CFR with respect to the MPSK symbol. Therefore,

the MPSK symbol can be immediately decoded, and then used in obtaining the CFR at the

MPSK location. The OSBCE was presented in an LTE-A RG configuration, to show that

the system can be effectively incorporated to current practical systems. It was shown that

with enough receive antennas, the performance of the OSBCE-estimated CFRs, in terms of

MSE, matches that of the pilot-based system. Due to the nature of pilot-based systems, the

MSE of its CFRs does not improve by using multiple receive antennas.
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Chapter 5

New Pilot Distributions for One-Shot
Blind Channel Estimation for
MIMO-OFDM Systems1

5.1 Introduction

The MSE performance of OSBCE Mode 2 variations for MIMO-OFDM in Chapter 4 suf-

fered because of the relatively huge distance between MPSK and MASK symbols, thus, their

associated CFRs are not highly correlated. The design of the different variations of Mode 2

in Chapter 4 assumed an LTE-A RG configuration, which restricted the MPSK and MASK

placement, and resulted in performance degradation in terms of MSE. Hence, in this Chap-

ter, new RG configurations that serves the OSBCE in MIMO-OFDM DWCS are presented.

The proposed configurations aims at placing the MPSK and MASK symbols adjacent to

each other, to improve the MSE performance. Different configurations of OSBCE are pre-

sented, namely across frequency, time and time/frequency. The same system model setup

and defined variables for the MIMO Mode 2 cases from Chapter 4 are carried over to the

proposed MIMO configurations in this Chapter. Numerical results and discussions are pre-

sented throughout the Chapter after introducing each new RG configuration, and their MSE

performances are compared to their counterparts from Chapter 4. Finally, the Chapter is

summarized in the conclusion with some key insights about the proposed RG configurations.

1Related Publications:

1. M. Zourob, A. Al-Dweik and R. Rao, "New Pilot Distributions Serving One-Shot Blind Channel
Estimation for LTE DL Systems," IET in Communications, to be submitted.
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5.2 Proposed Pilot Distributions

The proposed distribution aims at minimizing the distance across subcarriers,, between the

MPSK and MASK symbols, since it was demonstrated in Chapter 3 that the accuracy of

the estimated CFRs is critically affected by  and ◆.

5.2.1 Proposed Distribution for MIMO 1-D F.OSBCE

Assume a RG of 12 subcarriers and 14 OFDM symbols where the MPSK and MASK symbols

are placed at adjacent subcarriers within one OFDM symbol as shown in Figure 5.1, and

similar system model setup and variables as in Chapter 4. The percentage of nulled REs

within the RG of the proposed configuration is the same as that of the LTE configuration.

It is assumed that enough NCP samples were used and there is no ISI. Since this work deals

with an observation window of size 1, the block index notation ` is dropped in the remaining

parts unless it is necessary to include it.

Figure 5.1: 2⇥NR
x

Frequency OSBCE system - proposed

The MPSK and MASK symbols are transmitted at subcarriers k, `k, and k + , `k + ,

respectively, where  = 1. k and

`k are the subcarriers indexing for transmitters 1 and 2,

respectively, where

`k � k = 6 for C-RS LTE-A [60]. Hence, the received post-FFT samples

for receive antenna n are,

r(n)k = A(1)
k H(1, n)

k + ⌘(n)k (5.1)

r(n)k+ = A(1)
k+H

(1, n)
k+ + ⌘(n)k+ (5.2)

r(n)
k̀

= A(2)

k̀
H(2, n)

k̀
+ ⌘(n)

k̀
(5.3)
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r(n)
k̀+

= A(2)

k̀+
H(2, n)

k̀+
+ ⌘(n)

k̀+
. (5.4)

Due to the usage of nulling in the RG, every 1⇥NR
x

can be processed on its own. Meaning

that the proposed 2⇥NR
x

configuration is equivalent to two 1⇥NR
x

SIMO F.OSBCE systems

with  = 1. Since no coding is used, the proposed MIMO 1-D F.OSBCE will be compared

with MIMO 1-D F.OSBCE Mode 2 from Chapter 4, which will be labeled in this Chapter

as LTE MIMO 1-D F.OSBCE.

5.2.1.1 Results and Discussion - Proposed vs. Mode 2
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Figure 5.2: 2⇥NR
x

F. OSBCE - Âk BER & SER vs. SNR - Proposed & Mode 2

SER and BER vs. SNR for

ˆA(m)
k using the proposed and LTE configurations in a TUx

channel environment are shown in Figure 5.2. As expected, the proposed MIMO F.OSBCE

outperforms its LTE counterpart, due to a lower  value. The SER of the proposed configura-

tion with 2 receive antennas outperforms the SER of the LTE configuration with 5 antennas.

Moreover, using the proposed configuration with NR
x

= 2, the

ˆA(m)
k SER becomes lower

than the

ˆA(m)
k SER using perfect CSI till SNR ' 50 dB. Moreover, the SER improvement

rate gets lower as NR
x

increases. At any SNR point,

ˆA(m)
k SER decreases as NR

x

increases,

and hits an error floor at high SNRs.
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F. OSBCE - MSE vs. SNR for different NR
x

- Proposed & Mode 2
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F. OSBCE - MSE vs. SNR for different channels - Proposed & Modes 2
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F. OSBCE - MSE vs. SNR for different MA, MP - Proposed & Mode 2

Figure 5.3 shows the MSE of the proposed and LTE configurations as NR
x

increases in

a TUx channel environment. While 2 receive antennas with the proposed configuration is

enough to match the pilot-based system, the LTE configuration requires 10 receive antennas

to achieve the same feat. Moreover, MSE using the proposed configuration with NR
x

= 1

starts deviating from pilot-based MSE after SNR ' 40 dB.

Figure 5.4 compares the MSE of the proposed system to the LTE system for different

channels. In a TUx channel environment, MSE using the proposed configuration is signif-

icantly better than MSE using LTE configuration with 2 receive antennas, which achieves

6 ⇥ 10

�3
at SNR = 50 dB, while for the same SNR, MSE using the proposed system is

1 ⇥ 10

�5
; 600 times better than the LTE configuration. Generally speaking, simulation re-

sults show that the proposed configuration OSBCE is more resilient to channel statistics

than the LTE configuration OSBCE.

Figure 5.5 compares the effect of the modulation order across the proposed OSBCE and

the LTE systems in a TUx channel environment. As noticed from Chapters 3 and 4, as

modulation order increases, the MSE performance gets worse. Using the LTE configuration

at SNR ' 50 dB, MSE with 4-ary modulation is almost 6 times worse than the MSE with

2-ary modulation.

Generally speaking, the proposed OSBCE system outperforms the LTE OSBCE system

and the MIMO F.OSBCE Mode 1 from Chapter 4. However, the disadvantage of the pro-
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posed system is the fact that it produces less CFR estimates than the pilot-based system

and MIMO F.OSBCE Mode 1 M. In the pilot-based system, 8 CFRs are produced per RG,

and they are well separated from each other. However, in the proposed system, 4 CFRs

are produced per RG. This means that less number of interpolation points are available,

thus, the accuracy of the interpolated CFRs using the proposed configuration would be de-

graded, especially with highly frequency selective channels. Therefore, the proposed system

in this subsection is best suited to be used with near flat fading channels, to achieve better

spectral efficiency by transmitting data symbols instead of pilots. It is worth mentioning

that although  = 1 for both MIMO F.OSBCE Mode 1 M and the proposed system, their

performances are not the same because of the noise associated with obtaining the MASK

symbols in MIMO F.OSBCE Mode 1 M.

5.2.2 Proposed Distribution for MIMO 1-D T.OSBCE

The proposed RG configuration for MIMO T.OSBCE is similar in concept to the proposed

RG configuration in subsection 5.2.1. The MPSK and MASK are distributed across two

adjacent OFDM symbols within one subcarrier, ◆ = 1, as shown in Figure 5.6. Moreover,

it is assumed that ICI is eliminated before the CE, and ✏ does not change within ◆ symbols

duration. Subcarrier index k is dropped in this subsection and only included if necessary.

Similar system model setup and variables as in subsection 4.2.2.2 are used. Again, the

percentage of nulled REs within the RG of the proposed configuration is the same as that

of the LTE configuration.

Figure 5.6: 2⇥NR
x

Time OSBCE system - proposed

The MPSK and MASK symbols are transmitted at OFDM blocks `, ``, and ` + ◆, `` + ◆,

respectively, where ◆ = 1. ` and

`` are the OFDM symbols indexing for transmitters 1 and 2,
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respectively, where

``� ` = 7 in C-RS LTE-A [12]. Hence, the received post-FFT samples at

the kth
subcarrier for receive antenna n are,

r(n)` = '(1, n)
` A(1)

` H(1, n)
` + ⌘(n)` (5.5)

r(n)`+◆ = '(1, n)
`+◆ A(1)

`+◆H
(1, n)
` + ⌘(n)`+◆ (5.6)

r(n)`̀ = '(2, n)
`̀ A(2)

`̀ H(2, n)
`̀ + ⌘(n)`̀ (5.7)

r(n)`̀+◆
= '(2, n)

`̀+◆
A(2)

`̀+◆
H(2, n)

`̀ + ⌘(n)`̀+◆
. (5.8)

Because there is no cross-talk at MPSK and MASK locations, the proposed 2⇥NR
x

MIMO

T.OSBCE system processing is similar to two 1⇥NR
x

SIMO T.OSBCE systems with ◆ = 1.

The proposed MIMO 1-D T.OSBCE is similar to MIMO 1-D T.OSBCE Mode 2 from Chapter

4, but with different ◆. MIMO 1-D T.OSBCE Mode 2 will be labeled in this Chapter as LTE

MIMO 1-D T.OSBCE.

5.2.2.1 Results and Discussion - Proposed vs. Mode 2

Figure 5.7 shows the effect of increasing NR
x

on the initial estimate

ˆA(m)
` in terms of SER

and BER using proposed and LTE configurations. The speed of the moving UE in Figure

5.7 is 200 Km/hr, which results in a maximum Doppler frequency of 351.9 Hz for fc = 1.9

GHz.

Due to a lower distance between MPSK and MASK in terms of ◆, SER using the proposed

configuration with NR
x

= 2 outperforms the SER using the LTE configuration with NR
x

= 5.

Moreover, the proposed configuration with NR
x

= 2 provides better SER than a system with

perfect CSI after SNR ' 36 dB. For higher SNR, the proposed configuration can further

improve the SER by using higher NR
x

. In addition, the SER of blindly estimated

ˆA(m)
`

decreases as SNR increases until it hits an error floor attributed to the UE relative motion

to the BS and the number of receive antennas in use. As NR
x

increases, the rate of SER

enhancement becomes marginal.

The impact of increasing NR
x

using the proposed and LTE configurations is shown in Fig-

ure 5.8. With ◆ = 1 in the proposed system, it only requires 2 receive antennas to match the

performance of the pilot-based system. Moreover, while the proposed configuration matches

the performance of the pilot-based system with 2 receive antennas, MSE performance using

LTE configuration deviates from the performance of pilot-based system at SNR ' 45 dB,

hence, a higher number of receive antennas is required using the LTE RG.

The effect of the receiver’s relative speed on the MSE performance is shown in Figure

5.9. With the proposed RG, the MSE performance of the OSBCE for a relative speed of
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T. OSBCE - Â` BER & SER vs. SNR - Proposed & Mode 2
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T. OSBCE - MSE vs. SNR for different NR
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100 Km/hr starts deviating from the pilot-based system performance after SNRw 38 dB.

The Doppler frequency in this case is 176 Hz for fc = 1.9 GHz. Hence, as the relative

speed increases, NR
x

must be increased accordingly to match the performance of pilot-based

system. On the other hand, MSE performance gets significantly worse as the relative speed

increases when LTE RG is used. Since the performance degradation is higher when LTE RG

is used compared to the proposed RG, a higher NR
x

is required with the LTE RG.

The effect of modulation order on OSBCE system MSE performance with proposed RG

and LTE RG is shown in Figure 5.10 at a relative speed of 200 Km/hr. Similar to previous

simulations, as the modulation order increases, the MSE performance gets worse, which

would be a result of worse SER performance of A(m)
` .

In general, the proposed OSBCE system outperforms the LTE OSBCE system and

the MIMO T.OSBCE Mode 1 from Chapter 4. However, similar to the proposed MIMO

F.OSBCE in subsection 5.2.1, the proposed system results in less CFR estimates than the

pilot-based system and MIMO T.OSBCE Mode 1. This results in worse interpolation, espe-

cially with high mobility channels, where higher number of pilots are required. Therefore,

the proposed system can achieve better spectral efficiency with the MSE performance of

pilot-based system in slow fading channels. Although ◆ = 1 for both MIMO T.OSBCE Mode

1 and the proposed system, their performances are similar due to the noise associated with

obtaining the MASK symbols in MIMO T.OSBCE Mode 1.
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T. OSBCE - MSE vs. SNR for different speeds - Proposed & Mode 2
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Figure 5.10: 2⇥NR
x

T. OSBCE - MSE vs. SNR for different MA, MP - Proposed & Mode 2

5.2.3 Proposed Distribution for MIMO 2-D T/F.OSBCE

In this subsection, the proposed RG for the OSBCE system is designed to work across

two dimensions, similar to MIMO T/F OSBCE Mode 2 from Chapter 4. The proposed

RG distribution for this OSBCE system is shown in Figure 5.11. Again, the aim of the

proposed configuration is to minimize the distance between the MPSK and MASK symbols.

It is assumed that ISI and ICI are eliminated before the CE step, and the same system

model and variables are carried over from Chapter 4. The MPSK and MASK symbols are

transmitted as shown in Figure 5.11, and the received post-FFT samples at receive antenna

n are,

r(n)k,` = '(1, n)
` A(1)

k,`H
(1, n)
k,` + ⌘(n)k,` (5.9)

r(n)k+,`+◆ = '(1, n)
`+◆ A(1)

k+,`+◆H
(1, n)
k+,` + ⌘(n)k+,`+◆ (5.10)

r(n)k,`+◆ = '(2, n)
`+◆ A(2)

k,`+◆H
(2, n)
k,` + ⌘(n)k,`+◆ (5.11)

r(n)k+,` = '(2, n)
` A(2)

k+,`H
(2, n)
k+,` + ⌘(n)k+,`. (5.12)

Every 1⇥NR
x

can be processed on its own, since is transmitters do not cross-talk at MPSK

and MASK locations. Thus, the proposed 2⇥NR
x

MIMO T/F.OSBCE system processing is

similar to two 1⇥NR
x

SIMO T/F.OSBCE systems with (, ◆) = (1, 1). The proposed MIMO
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T/F.OSBCE is similar to MIMO T/F.OSBCE Mode 2 from Chapter 4, but with different ◆.

MIMO 1-D T.OSBCE Mode 2 will be labeled in this Chapter as LTE MIMO T/F.OSBCE.

Figure 5.11: 2⇥NR
x

Time/Frequency OSBCE system - proposed

5.2.3.1 Results and Discussion - Proposed vs. Mode 2
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Figure 5.12: 2⇥NR
x

T/F. OSBCE - Âk,` BER & SER vs. SNR - Proposed & Mode 2

Figure 5.12 shows the impact of increasing NR
x

on the initial estimate

ˆA(m)
k,` using proposed

RD and LTE RG. The speed of the moving object in Figure 5.12 is 50 Km/hr, which results
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T/F. OSBCE - MSE vs. SNR for different NR
x

- Proposed & Mode 2

in maximum Doppler frequency of 88 Hz at fc = 1.9 GHz. The SER using the proposed

RG with NR
x

= 2 outperforms the SER performance using LTE RG with NR
x

= 5. This

is a result of a greater Euclidian distance between the MPSK and MASK symbols in the

proposed RG compared to the LTE RG. Moreover, the proposed RG T/F.OSBCE with

NR
x

= 10 achieves better SER than a system with perfect CSI across the whole SNR region.

SER of

ˆA(m)
k,` with a certain NR

x

at high SNR values hits an error floor courtesy of the channel

statistics. Also, the rate of enhancement by increasing NR
x

using the proposed RG is greater

than the that of LTE RG.

Figure 5.13 shows the impact of NR
x

on the MSE performance using the proposed RG

and LTE RG. Using the proposed RG and NR
X

= 2, the MSE of estimated CFRs almost

matches that of the pilot-based system up till SNR ' 45 dB. Using LTE RG, higher NR
x

are required to match the pilot-based system performance. With LTE RG and NR
x

= 10,

MSR still deviates from the pilot-based MSE at SNR w 27 dB, which means higher NR
x

are

needed.

Similar to the previously proposed configurations in subsections 5.2.1 and 5.2.2, the

proposed RG in this subsection results in less CFR estimates than the pilot-based system

and MIMO T/F.OSBCE Mode 1. Therefore, less interpolation points are available.

The proposed 2-D OSBCE is preferable to the proposed 1-D OSBCE, since information
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is provided about the channel behavior over both dimensions. If the proposed 2-D OSBCE

performs as well as one of the two 1-D OSBCEs, then no phase distortion is being introduced

along the other dimension. Also, there would be no need to interpolate across the static

dimension. Simply repeating the CFR coefficients along that static dimension would be

sufficient in that case.

5.3 Conclusion

In this Chapter, new RG configurations that serves the OSBCE system in MIMO-OFDM

are presented. The criteria for distribution is to minimize the separation distance, d,◆ =p
2 + ◆2, between the MPSK and MASK symbols of the OSBCE system. The proposed

configurations places the MPSK and MASK symbols next to each other across frequency,

time, or time and frequency, in order to improve the MSE performance. The minimum

number of subcarriers spacing and OFDM symbols spacing between the MPSK and MASK

symbols are  = 1 and ◆ = 1, respectively. Assuming channel variations are minimal within

�f Hz and �t seconds, then the MASK symbol represents an imperfect CFR with respect to

the MPSK symbol, and the MPSK symbol can be decoded for and then used to obtain the

CFR at the MPSK location. Numerical results showed that the proposed RG configurations

for OSBCE provide superior MSE performance compared to the LTE RG configuration with

OSBCE, namely MIMO Mode 2 cases from Chapter 4. By increasing the number of receive

antennas, MSE performance improves till it matches the pilot-based system. In general, the

proposed RG requires less number of receive antennas than MIMO Mode 2, to match the

pilot-based performance. However, compared to the pilot-based system, the proposed RG

configuration results in half the number of interpolation points produced by the pilot-based

system. Therefore, the interpolation step after the estimating the CFRs using the proposed

RG with OSBCE is expected to result in worse overall performance, given that the channel

is a frequency selective fast fading channel.
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Chapter 6

Conclusion

6.1 Introduction

In this thesis, new pilot-based and blind-based CE techniques are proposed, developed,

investigate, and analyzed for SIMO and MIMO-OFDM systems in the context of LTE-A. In

addition, new RG configurations are introduced to enhance the OSBCE system compared to

the LTE RG configurations. This Chapter summarizes the contributions made in this thesis

and the conclusions from the results obtained. Moreover, some important future research

areas are highlighted with respect to the finding in this thesis and the projected demands of

DWCS.

6.2 Summary of Contributions

In Chapter 2, the main objective was to investigate the first of two major CE schemes,

which is pilot-based CE. First, mathematical equations that describe pilot distribution and

extraction for C-RS in LTE-A DL were presented. The provided equations were found

through deep analysis of pilot locations in C-RS RG. The equations give flexibility in system

design, where storage resources are limited and it is not possible to store lookup tables. Next,

a hybrid pilot-based lower complexity CE scheme for C-RS and UE-RS in LTE-A DL system

was introduced. The proposed scheme uses 2 ⇥ 1-D Wiener filter to filter the noisy CFR

LS estimates at pilot locations only instead of 2-D Wiener filter, and then uses cubic spline

interpolation for data symbol locations instead of 2-D Wiener interpolation. Mathematical

descriptions for the performance of LS equalization, EWA and Wiener filtering were derived,

and used to confirm the computer simulations.

Performance of the proposed scheme was evaluated in terms of MSE under various channel
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conditions, where numerical results showed that the proposed scheme is a sub-optimum

version of the optimum 2-D Wiener filter and interpolation. The proposed scheme matches

the optimum system up till certain channel conditions and noise levels, at a much reduced

computational complexity. Results showed that the optimal method for noise reduction is

lower bounded by a combination of both EWA and Wiener as a function of both SNR and

channel statistics. Complexity analysis showed that the proposed scheme requires 8.8% of

the number of computations needed by 2-D Wiener filtering with Wiener interpolation. Even

if spline interpolation replaced Wiener, the proposed scheme still requires 74.5% the number

of computations required by 2-D Wiener\Spline. Although the proposed 2⇥1-D FFT/IFFT

filtering and interpolation has less complexity than 2-D DFT/IDFT, its MSE performance

is still worse than 2 ⇥ 1-D Wiener/Spline in different channel conditions. Results indicate

that one need to select the appropriate filtering and interpolation combination based on

the acceptable MSE threshold for successful detection provided by the system detector in

use, SNR value and channel delay profile. Thus, the optimal method for noise reduction

after equalization. Finally, simulations in real-life LTE-A confirmed the practicality of the

proposed hybrid Wiener CE system by achieving the throughput threshold for numerous test

cases set by 3GPP.

The objective in Chapter 3 was to study the other major CE technique which is blind-

based CE. A newly introduced blind CE technique for SISO systems [56] has been developed

for SIMO-OFDM systems using a hybrid OFDM symbol structure. MPSK symbols are

transmitted at conventional OFDM pilot REs, and REs that are generally separated from

MPSK locations by d,◆ =
p
2 + ◆2 are modulated using MASK. The MASK symbol acts

as an imperfect CFR with respect to the MPSK and is used to detect the MPSK symbol,

given that channel variations are minimal within �f Hz and ◆�t seconds. Afterwards, the

estimated MPSK symbol is used to obtain the CFR at the MPSK location. The proposed

OSBCE was presented in an LTE-A configuration, in order to prove that the system is

practical and can be easily utilized in current systems.

The developed estimator with its different variations requires minimum observations win-

dows; d,◆ = 1 for the F.OSBCE and T.OSBCE, and d,◆ =

p
2 for the T/F.OSBCE to

estimate the CFR. Therefore, the developed OSBCE for SIMO-OFDM is appropriate for

channels with fast variations in frequency, time or both directions. Numerical results were

used to confirm the analytical results wherever possible, and verify that OSBCE can achieve

reliable CFRs as compared to the benchmark pilot-based system, with improved spectral

efficiency based on the OSBCE variation, and with similar complexity. Discussions of nu-

merical results were given with focus on the impact of increasing NR
x

on the performance of

OSBCE.
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In Chapter 4, the OSBCE from Chapter 3 is developed for MIMO-OFDM systems using

LTE-A pilots configuration, with different implementation schemes. Two distinctive schemes

are proposed, namely Mode 1 and Mode 2. In Mode 1, MASK symbols are coded and trans-

mitted at different RE locations next to the MPSK symbol. The RE locations at one transmit

antenna, where MPSK symbols are transmitted, are nulled at all other transmitting anten-

nas. The coding allows the extraction of the associated MASK symbol per transmit antenna,

hence, OSBCE can be employed. In Mode 2, instead of coding the MASK symbols, the RE

locations where MPSK and MASK symbols are transmitted from one antenna, are nulled at

all other transmitting antennas. In general, Mode 2 achieves better spectral efficiency than

Mode 1, with relatively poorer performance, thus, requiring higher number of receive anten-

nas to match the MSE performance of pilot-based systems. Mode 1 outperforms Mode 2,

while achieving less spectral efficiency since MASK symbols are transmitted multiple times,

while still using the same total energy.

If channel is almost static within an observation window of �f Hz and ◆�t seconds, then

the MASK symbol is equivalent to an imperfect CFR with respect to the MPSK symbol,

which can then be detected and used to acquire the CFR at the MPSK RE. It was shown

that MSE performance of OSBCE-estimated CFRs matches that of the pilot-based system,

given that enough receive antennas are used.

In Chapter 5, new RG configurations that aims at enhancing the MSE performance of

the OSBCE system in MIMO-OFDM are presented. The design criteria is to minimize the

separation distance, d,◆ =
p
2 + ◆2, between the MPSK and MASK symbols of the OS-

BCE system. In the proposed RGs, MPSK and MASK symbols are placed next to each

other across frequency, time, or time and frequency. It was shown that the proposed RG

configurations for OSBCE provides superior MSE performance compared to the LTE RG

configuration with OSBCE, namely MIMO Mode 2 cases from Chapter 4. MSE perfor-

mance improves by increasing NR
x

, till it matches the pilot-based system. The proposed

RG requires less number of receive antennas than MIMO Mode 2 variations, to match the

pilot-based performance. However, the proposed RG configuration results in half the number

of interpolation points produced by the pilot-based system. Therefore, the interpolation step

after the estimating the CFRs using the proposed RG with OSBCE is expected to result in

worse overall performance, given that the channel is a frequency selective fast fading channel.

6.3 Recommendations for Future Work

In light of the work presented in this thesis, there exists a number of areas for further research

and examination. They are as follows:
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Figure 6.1: Suggested future pilot-based hybrid system

• The hybrid system in Chapter 2 can be enhanced at the cost of extra computations by

using a combination of spline and Wiener interpolation, where intermediate points in

the RG are estimated using the optimal Wiener interpolator, and then spline is used

for the rest of the RG. An example comparing the proposed hybrid system in Chapter

2 to the suggested future system is shown in Figure 6.1.

• The proposed system in Chapter 2 was tested with pilot-based system after LS equal-

ization. It would be interesting to see the effect of the hybrid pilot-based system of

Chapter 2 when it is employed after using OSBCE instead of LS for the initial CFR

estimation.

• All the proposed systems in Chapters 4 and 5 still use nulling to receive either the

MASK, or the MPSK or both from one transmitter without interference from other

transmitters. To increase the spectral efficiency of the OSBCE system, new coding

schemes are needed that can accurately separate the symbols from different transmit-

ters without the need for nulling. This means that a RG can use all of its REs to

transmit data.

• One alternative method to enhance the OSBCE system performance without increasing

NR
x

, would be to use iterations. For example, assume the estimates of the MPSK

symbol and the associated CFR are i
ˆAk,` and i

ˆHk,`, where i is the iteration number.

At i = 1, the initial estimate 1
ˆAk,` is used to find 1

ˆHk,` using the received symbol, rk,`

as was demonstrated in Chapter 3. Next, 1
ˆHk,` is used as an imperfect CFR instead

of the MASK symbol to detect the MPSK symbol again as 2
ˆAk,`. Then, using rk,` and

2
ˆAk,`, the second CFR estimate, 2

ˆHk,`, can be computed. The process is repeated until
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Figure 6.2: Suggested iterative OSBCE system

P

k,`

⇣

i+1
ˆAk,` � i

ˆAk,`

⌘

= 0. The drawback of this method is increased computational

complexity. However, it is an important alternative for users’ terminals, which in most

cases cannot accommodate NR
x

antennas and are required to be small in size. Figure

6.2 shows the flow diagram for the suggested iterative OSBCE system.

• The OSBCE design is based on the MPSK and MASK symbols, and any distortion

to the pair would decrease their associated CFR’s correlation. One major source of

impairment is generated by the I/Q imbalance from using non-linear amplifiers. It

would be interesting to investigate the effect of such impairment on the performance

of the OSBCE system.

• Develop closed-form mathematical expressions and derive equations that describe the

SER of the initial estimates for the MPSK symbols and the associated MSE of the

initial estimates of the CFRs for the SIMO OSBCE and MIMO OSBCE.
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