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Abstract

World-wide injuries in vehicle accidents have been on the rise in recent years, mainly due to driver error. The main objective of this research is to develop a predictive system for driving maneuvers by analyzing the cognitive behavior (cephalo-ocular) and the driving behavior of the driver (how the vehicle is being driven). Advanced Driving Assistance Systems (ADAS) include different driving functions, such as vehicle parking, lane departure warning, blind spot detection, and so on. While much research has been performed on developing automated co-driver systems, little attention has been paid to the fact that the driver plays an important role in driving events. Therefore, it is crucial to monitor events and factors that directly concern the driver. As a goal, we perform a quantitative and qualitative analysis of driver behavior to find its relationship with driver intentionality and driving-related actions. We have designed and developed an instrumented vehicle (RoadLAB) that is able to record several synchronized streams of data, including the surrounding environment of the driver, vehicle functions and driver cephalo-ocular behavior, such as gaze/head information. We subsequently analyze and study the behavior of several drivers to find out if there is a meaningful relation between driver behavior and the next driving maneuver.
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Chapter 1

Introduction

Safety in urban and rural driving is becoming an issue of growing concern since the number of vehicles and also vehicle accidents are increasing considerably. To overcome this issue, a variety of Advanced Driver Assistance Systems (ADAS), such as collision avoidance systems, speed control and warning systems, have been developed to assist in performing the complex driving task. These systems should pay attention to the important role of the human driver as a main element in most driving events and take into consideration all the factors that may concern the driver of the vehicle. Undoubtedly, improving these safety systems is a very important goal for the vehicle industry and governments in providing safer and more comfortable driving. These improvements can reduce the amount and severity of vehicle accidents as well as improve vehicle manufacturers’ reputations with respect to vehicle safety. We describe the current literature in the areas of driver modeling and Driver maneuver prediction.
1.1 Literature Survey

A variety of driving assistance systems have been proposed in recent years and could profit from information related to the driver of the vehicle. Some systems analyze driver behavior to realize the driver’s intentions in diverse driving situations. Especially in the area of safe driving, the driver and his behavior can demonstrate the driver’s intentions. Most vehicle collisions are due to human errors caused by the driver (or drivers). An in-depth study of vehicle collisions carried out in the US in 1999 shows that distracted or inattentive drivers are the cause of more than 70% of the rear-end collisions recorded each year in the US [67]. This finding is backed by results from the ‘Naturalistic Driving Study’, a large field study conducted in the USA [41], which states that about 80% of collisions are due to distraction. It is obvious that distractions caused by recent in-vehicle devices, such as GPS maps, entertainment systems and mobile telephones, increase a driver’s accident risk [57].

Almost every driver has experienced a warning from a passenger, perhaps alerting him or her to prevent an accident with another vehicle or a pedestrian. An intelligent ADAS (i-ADAS) is also trying to work as a co-driver to prevent these accidents by warning the driver or even taking control of the vehicle. It is actually a computer system inside a vehicle that can collaborate with the driver to manage the driving tasks. Detecting the state of the driver (his behavior) and the vehicle (environment), could hence provide valuable information for the system in assisting the driver effectively in different situations.

The main questions in this area are how and what kind of information about the driver could be used in the optimization of driver assistance systems. The field of research engaged in describing the driver and his driving behavior is called driver modeling.
### 1.1.1 Driver modeling

Driver modeling, as the name suggests, tries to model driver behavior in driving situations. Driver modeling is a very broad field and much work has been done in a variety of research areas for the past 60 years. Plöchl and Edelmann [45] provide an overview of different driving models. They divided the models into four categories, which to some extent can also be seen as a temporal development of the field of driver modeling, fueled by increasing vehicle complexity and computational power:

1. **Focus on the vehicle.** the vehicle is the main goal of these models. In this case, the driver model usually serves as part of the closed loop testing of vehicle performance under various driving conditions.

2. **Focus on the driver.** In this case the driver is the target. This includes efforts to model aspects, such as driving style or psychological states while driving, such as stress or distraction.

3. **Focus on the vehicle/driver combination.** It is a combination of the two previous areas i.e. the interaction between driver and vehicle.

4. **Focus on the environment/traffic.** These models simulate traffic conditions. The main goal is to understand how certain traffic situations emerge and how undesirable ones can be prevented.

In this work, we concentrate on the driver and his behavior to develop a predictive model of driver’s intentionality and maneuvers. For this reason, the next section is devoted to the area focusing on the driver.
1.1.2 Driver models focusing on the driver

The goal of this section is describing driver modeling in the context of this work. Plöchl and Edelmann [45] divide the research area interested in the understanding of human driving behavior into two groups:

- Understanding driver and (individual) driver behavior
- Path and speed planning, optimized driver/driving behavior

The first group is related to modeling how we drive a vehicle. The main goal is to figure out how a driver does maneuvers. Driver behavior can be predicted by knowing how a driver acts in certain driving tasks, such as turning, lane changing and overtaking a vehicle. Chandler et al. [12] implemented a vehicle-following model and used data from experiments with real vehicles to set the model’s parameters. Ioannou [21] implemented an Adaptive Cruise Control (ACC) system and compared it to three different human driver models. The results showed that the ACC system was able to provide a safer driving. A hybrid three-layered ACC system based on fuzzy logic and neural network has been implemented by Germann in 1995 [14].

Some other maneuvers have been also studied: emergency braking ([53],[52]), lane change ([38],[30]), and turning at intersections ([13],[11]). Predicting the driver’s intention could provide valuable information in the context of ADAS, as will be discussed later.

A number of methods have been implemented for assessing the driver’s sleepiness. Most of them utilize some features in the driver’s face through video cameras and use eye [10],[42],[24], eyelid [10],[51] or head movements [25],[10],[24] to infer sleepiness. A few indirect algorithms, usually using steering behavior in the context of lane keeping [50],[51], have also been developed.
It is shown that distraction is one of the main factors in driving accidents. Accordingly, detecting that a driver is distracted can be very helpful and prevent some dangerous accidents. As mentioned before, the ‘Naturalistic Driving Study’ concluded that about 80% of collisions were caused by distraction. Some work has been done on detecting the driver’s distraction by a video camera capturing the driver’s upper body [17],[56],[31]. Cell-phone usage [49] and the on-board information systems, such as radio or GPS [60] may cause distraction.

The second group is related to more complicated maneuvers on a larger timescale than single maneuvers. At this level, driver model is formed based on a series of single maneuvers. For example, overtaking a vehicle consisting not only changing lanes to pass a preceding vehicle, but joining the original lane afterwards. Some methods have been presented in this context to predict the driver’s intent [29],[55].

1.1.3 Advanced driver assistance systems

Advanced driver assistance systems (ADAS), which is the main target of driver modeling, are proposed to provide safety for drivers in different driving situations. We give an overview of ADAS systems in this section in order to understand the relationship between driver modeling and these systems.

These systems may use a variety of information, including the vehicle itself (the vehicles velocity, signals, steering angle, etc.), a navigation system or sensors that detect obstacles in the environment. For a systematic overview, this large number of systems can divide to four groups [7]:

- Driver information systems
- Comfort systems
• Semiautonomous systems

• Autonomous systems

These groups will be explained in more detail, describing the current available systems in each group.

**Driver information systems**

Driver information systems present required information to the driver in driving scenes by auditory and/or visual equipment. Some systems, such as Lane Departure Warning (LDW) or Collision Warning (CW) fall into this group. LDW systems warns the driver if the vehicle is changing the current lane. These systems work based on the detection of the lane, which can be performed by evaluating data from video or infrared sensors monitoring the front view of the vehicle. Nowadays, plenty of vehicle manufacturers offer a LDW system or the more complex Lane Keeping Assist (LKA) system. The goal of CW systems is to inform the driver in the matter of an approaching accident. This driver information is usually the first in a chain of assistance systems, ending up in a automatic operation of the vehicles brake regarding a failure in the response from the driver. Fig. 1.1 depicts a current available case for such a chain published by Mercedes Benz\(^1\) in 2008. Both could profit from models describing the driver and his behavior.

**Comfort systems**

Comfort systems assist the driver in the case of commonplace driving tasks by taking control of some parts of vehicle. Some systems in this group are

---

\(^1\)http://www.emercedesbenz.com/Nov08/12_001507_Mercedes_Benz_TecDay_Special_Feature_PRE_SAFE_And_PRE_SAFE_Brake.html
Figure 1.1: Activation chain of a Collision Warning / Collision Mitigation system.

ACC, Lane Keeping Assist (LKA) or Active Steering (AS). ACC is well known among the systems which are used in numerous vehicles. This system adjusts the vehicle velocity according to the current traffic and the distance from preceding vehicles. LKA systems employ a small force on the steering wheel to delay or prevent the lane crossing.

Semiautonomous systems

Semi-autonomous systems help the driver in performing complicated maneuvers by controlling the vehicle in some cases. Drivers make the last decision and take control of the vehicle in these systems in contrary to the autonomous systems that take control of the system and provide vehicle’s safety in some situations. Intelligent Park Assist (IPA) system is an instance for semi-autonomous systems. The system partially takes over control of the steering wheel.
Autonomous systems

Autonomous systems, as the name indicates, take control of the vehicle in specific situations without help from the driver. These systems carry the full responsibility for their actions, so they need to be very specific about the current situation and the state of the vehicle. The goal of autonomous systems is, one day, to design a fully autonomous vehicle and provide safety in all driving situations.

The Antilock Braking System (ABS) was the first assistance system used in commercial vehicles. This system makes the vehicle stay on track during a braking maneuver, even under adverse conditions, such as icy or wet roads. This is done by adjusting the hydraulic brake pressure at each wheel (or front and rear wheels) separately.

1.1.4 Driver maneuver prediction

Predicting driving maneuvers is the main goal of driver modeling in advanced driver assistance systems.

Driving maneuvers

A specific move or series of moves in driving will be called a maneuver. Driving maneuvers can be defined based on traffic and road infrastructure [7]. Reichart [47] and Tolle [62] classified the driving maneuvers, which are listed in Table 1.1. These two classifications are almost similar at some level of granularity with just minor differences. The proposed maneuvers are enough to do any urban or rural trip as well as driving on highways. The other maneuver classifications are proposed in different contexts are almost similar to the ones

---

1http://www.bosch.com/assets/en/company/innovation/theme03.htm
showed here. For example, Okuno et al. [43] discuss diverse maneuvers taken place on highways.

Table 1.1: Classification of driving maneuvers provided by [47] and [43]

<table>
<thead>
<tr>
<th>Reichart</th>
<th>Tölle</th>
</tr>
</thead>
<tbody>
<tr>
<td>Follow lane</td>
<td>Start</td>
</tr>
<tr>
<td>React to obstacle</td>
<td>Follow</td>
</tr>
<tr>
<td>Turn at intersection</td>
<td>Approach vehicle</td>
</tr>
<tr>
<td>Cross intersection</td>
<td>Overtake vehicle</td>
</tr>
<tr>
<td>Turn into street</td>
<td>Cross intersection</td>
</tr>
<tr>
<td>Change lane</td>
<td>Change lane</td>
</tr>
<tr>
<td>Turn around</td>
<td>Turn at intersection</td>
</tr>
<tr>
<td>Drive backwards</td>
<td>Drive backwards</td>
</tr>
<tr>
<td>Choose velocity</td>
<td>Park</td>
</tr>
<tr>
<td>Follow vehicle</td>
<td></td>
</tr>
</tbody>
</table>

To model the behavior of a driver accurately, it is necessary to go one step further since people may do the same maneuvers differently in different situations, according to the level of granularity. Therefore, the maneuvers should be partitioned based on, for example, direction (left turn vs. right turn) or region (a lane change in a city vs. one on highways). Other factors, such as weather conditions, traffic flow, number of lanes and etc. can be considered. Therefore, a maneuver is a tactical driving task, such as stopping at a traffic light, changing the lane or turning at an intersection. These maneuvers can be differentiated by the situational factors, such as type of road, speed limit, number of lanes and the existence of other vehicles, pedestrians, traffic signs or traffic lights ahead of the vehicle.
Maneuver prediction models

After defining a driving maneuver, we should determine what a driver model is to be developed to predict the maneuvers. Predicting driving maneuvers involves creating a model of human behavior, so it is a challenging task. A large number of internal and environmental factors can affect human behavior [7]. These factors include emotional factors, such as stress and anger, physical characteristics, environmental conditions, such as bad weather and traffic conditions, distraction, driving skills and so on. Building an effective and complete model based on all these factors is difficult and also impossible in practice. In fact, the proposed methods in the literature have used a subset of above factors. A hybrid driver model has been described in [26] that is able to predict driver behavior. The proposed model is based on visual and vestibular information so that control both the lateral and longitudinal motions of a vehicle.

The driver behavior models can be grouped into two categories [7]. The first is the cognitive driver model, which is based on human psychological behaviors. These models pay attention to, for example, mental and attentional features that a driver shows in performing different maneuvers. The models in the next category which are called behaviorist driver models and they utilize information in the surrounding environment of the driver, including vehicles, pedestrians and the the other objects on road. The most cited methods in this literature are based on one of these two categories and it is clear that each group of these models has its own deficiencies. Evidently, a combination of information in both categories can be more helpful and practical in understanding driver behavior and predicting the most probable next maneuver.

As mentioned above, cognitive driver models deal with human information
processing, such as memory and visual information. The psychological factors can be incorporated in cognitive driver behavior modeling include distraction, reaction time, body strength, vision, impairment (stress, fatigue, alcohol, etc.) and so on [20]. Metari et al. [39] analyzed the cephalo-ocular behavior of drivers in vehicle/road events, such as overtaking and crossing an intersection. This is specially concerned with finding the relationship between vision behavior of older drivers and their actions in road events. They posited the cephalo-ocular information can be related to the driving maneuvers a driver decides to make. Some other researchers have also tested the impact of eye movements on control of actions in everyday events, such as driving [32], [34].

Analysis of driver behavior in a cognitive architecture is very important for determining the motivation behind making a special decision in a driving event [48]. For example, when a driver decides to make a left or right turn, visual information can show that he looks at the mirrors, blind spots, traffic and so on. So, a faster and safer action can be chosen or offered by an ADAS to assist the driver during driving. Baumann and Krems [8] model the situation awareness of a driver in a cognitive architecture.

Despite the fact that cognitive behaviors specifically model visual information, such as gaze tracking, what are important for predicting driver behavior, little research has been done in this domain. The main reason that these models have not received much attentions could be the complexity that the systems have in measuring and providing cognitive behavior information.

On the other hand, behaviorist driver models try to find how the driver interacts with his surrounding environment including the other vehicles and also his vehicle parts, such as the brake and the accelerator pedals, the turn signals and the steering wheel. Modern vehicles are already equipped with some cameras and sensors to measure the internal vehicular information. Radar
systems [1] for detecting distance, lidar systems [36] for obstacle detection, visual systems [66] for road objects detection and vehicle navigation systems, such as GPS [35] have been used in advanced driving assistance systems.

1.2 Research Overview

The main objective in this research is to develop predictive models of driver behavior for the design of advanced automated driving assistance systems for road vehicles. The automated co-driver, as an intelligent system, would be able to alert the driver about an unseen object, such as a vehicle, pedestrian, or any other obstacle, or even take control of the vehicle in some cases when the driver is momentarily incapacitated. The Advanced Driver Assistance System (ADAS) should understand the driver’s behavior and intent in different situations sufficiently enough to determine what is the most probable next maneuver and intervene if necessary.

ADAS needs to receive information from the vehicle, road, and environment to put the behavior of the driver in context. Therefore, the system should locate the road ahead of the vehicle, pedestrians and obstacles as well as monitor the behavior of the driver. Developing models of driver intentionality prediction based on such information may lead to advances in providing safety-related vehicular technologies and accident prevention strategies.

1.2.1 Primary Conjecture

Studies of driver behavior models have shown drivers’ intentionality can be determined from various perspectives. Advanced driver assistance systems assist the driver in cases such as distraction and tiredness. However, the most
effective solution may be the one that monitors and analyzes driver behavior in order to prevent unsafe maneuvers [16]. Eyes play an important role in detecting driver’s intentionality since the driver looks directly at objects and chooses an action based on the information provided by the fixation [6]. According to observations, we believe correlating visual behavior (gaze information, saccades, etc.) and driver environment state (vehicles, pedestrians, traffic signs, etc.) can yield a predictive model of driver behavior.

1.2.2 Hypotheses

It is believed that human error is the primary factor in most vehicle accidents [64]. Consequently, we focus on some hypotheses from which the short term goals of this proposal are derived from the primary conjecture. Towards this aim, we break down the main conjecture into hypotheses which can be investigated effectively and practically:

1. *Driver intentionality and driving actions can be predicted partly by Cephalo-ocular behavior:* Driving actions may be involved with complex cephalo-ocular behaviors. It is clear that ocular behavior cannot directly predict all driving actions since vehicle functions (such as velocity, steering wheel angle, turning signals) and current driving actions should be taken into consideration. Therefore, both current actions and ocular behaviors may be predictive of the next driving action.

2. *Objects detected within the attentional visual area of drivers can reveal a driver’s intent:* The attentional visual area of drivers is a central part of safe driving. The probability of unsafe lane departure and vehicle accidents increases when the duration of glances away from the road increases
As a matter of fact, objects detected in the visual field of a driver may have an impact on driver intent. However, every visual fixation does not mean the driver is paying attention to the event carefully since long fixation may be synonymous with distraction in some cases. Shinar [54] posited that certain ocular patterns, such as fixation with regular saccades (eye movements), demonstrate visual attention which mostly reveals driver intent. Therefore, it is essential to analyze relevant and meaningful cephalo-ocular behaviors of drivers in order to understand driver intent in such a way as to predict it.

3. Some vehicle accidents may be due to unseen, important information in the visual area the driver does not pay attention to: It is generally accepted that the human central field of view (the pitch and yaw angles of gaze direction) is $\pm 6.5^\circ$ [58]. Consequently, a driver cannot pay attention to the whole surrounding environment and misses some information that affects the choice of a proper action.

Investigation of these hypotheses will extend the current knowledge of cognitive driver models as well as the development of a predictive driving behavior model capable of assisting the driver effectively.

1.2.3 Methodology

To verify the mentioned hypothesis, a modern vehicle with OBD II CAN-bus channels has been equipped with RoadLAB [9]. As Fig. 1.2 shows, this instrumented vehicle can monitor and record the following:

1. front view of the vehicular environment with calibrated stereo cameras;
2. the internal network of the vehicle, such as odometry and vehicle functions;

3. the driver cephalo-ocular behavior including head/eye rotation, gaze information, and saccades.

All of these items have been included in sixteen driving sequences for sixteen drivers. These sequences have been recorded with the RoadLAB experimental vehicle in an urban area of London Ontario, Canada and include all the aforementioned information, such as gaze/head information, GPS data and vehicle odometry, and wide angle views of road in real time. Item 1 is addressed with a combination of calibrated, short and long-range stereo cameras and software designed for monitoring driving conditions at the front and sides of the vehicle. Our choice of passive sensors is motivated by the fact that data acquisition is non-invasive and provides information conveyed by visual elements, such as road surface markings and signs, which are critical to the task of driving and yet unavailable to active sensors, such as millimeter-wave radars or laser range finders. Item 2 is addressed with an interface between the CANbus channels of the vehicle and the on-board computer to capture vehi-
cle odometry (independent wheel rotation, acceleration) and partial elements of the driver behavior (operation of steering system, accelerator and brake pedals, turn signals, entertainment devices, electrical windows, and other vehicular equipment). Item 3 is addressed by instrumenting the vehicle with a tracking system measuring relevant cephalo-ocular parameters. We are using FaceLAB, a commercialized gaze and head tracking system, to detect the gaze and head pose. The cross calibration between the image acquisition stereo systems and FaceLAB employs a new algorithm developed as a part of the project.

The vehicular instrumentation provides Driver-Environment-Vehicle (DEV) data streams for which a functional parametrization is required [4]. A behavioral driving agent model relating the cognitive state of the driver (the cephalo-ocular behavior, in particular), the vehicle odometry, and the vehicular environment is inferred in the form of Real-Time Descriptors (RTD) consisting of:

1. a **Contextual Feature Set** (CFS), descriptive of nearby vehicles, lanes and road boundaries, pedestrians, and other commonly encountered elements, as obtained and located with on-board sensors and real-time vision processes;

2. the **Cognitive State of the Driver** (CSD), descriptive of driving maneuvers, usage of vehicle equipment, acknowledged elements within the CFS (by way of intersecting driver 3D gaze direction with elements of the CFS), and level of attention;

3. the **Vehicle State and Odometry set** (VSO), descriptive of current speed, acceleration, position of steering wheel, state of braking system, and other relevant attitudinal information.
Figure 1.3: *A description of the DEV parametrization within software layers*

We further structure the RTDs in layers of increasing data abstraction (from device drivers to real-time data analysis), and integrate RTDs within a retroactive mechanism (see Figure 1.3) in which both current and predicted RTDs assist in determining the state of the DEV data set, yielding the structure required to test the validity of research hypotheses regarding driver intentionality and action prediction. Research on the parametrization of the DEV set with respect to the creation of effective driver behavior prediction models is currently ongoing.
1.3 Contributions

This thesis is an inherent part of the RoadLAB research program, instigated by Professor Steven Beauchemin, and is entirely concerned with vehicular instrumentation for the purpose of the study of driver intent. Chapters 2, 3, 4, and 5 have been published (or in the process of being) in recognized peer-reviewed venues. In what follows I describe my contributions with regards to each publication within the thesis:


   - After initial discussions with Professor Beauchemin about the attentional visual area of the driver and the importance of detecting relevant objects located within the attentional visual area of drivers, I developed a technique that is the first of its kind in that it identifies vehicles the driver is most likely to be aware of at any moment while in the act of driving.


   - Jamal, researcher at RoadLab, and I decided to extend my vehicle detection approach to detect traffic signs on driving scenes as well. For this purpose, we developed a system to detect and recognize
traffic signs inside the the attentional field of drivers. The system is also able to infer whether the driver was likely to have seen the sign or not based on computing the intersection of the detected bounding box and drivers gaze area.


- Since GPS is challenged in urban environments where satellite visibility and multipath situations are unavoidable, I proposed a method by which vehicular speed and a map-based lane detection process are called upon to improve the positional accuracy of GPS.


- For the purpose of developing an Advanced Driver Assistance System, I developed a model of driver behaviour for turn manoeuvres that I then apply to anticipate the most likely turn manoeuvre a driver will effect a few seconds ahead of time.

### 1.4 Thesis Organization

The organization of the thesis is as follows, in Chapter 2 and 3, contributions related to vehicles and traffic signs detected within the attentional visual area
of drivers, are presented. In chapter 4, we explain our lane-based vehicle localization method. The approach improves the positional accuracy of GPS. Chapter 5 provides the main contribution to this research, which consists of developing a prediction model to anticipate the most likely manoeuvre a driver will effect a few seconds ahead of time. Finally, chapter 6 offers a conclusion and outlines paths for future research.
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Chapter 2

Vehicle Detection

This Chapter is a reformatted version of the following article:


This contribution consists of a frame-rate, vision-based, on-board method which detects vehicles within the attentional visual area of the driver. The method herein uses the 3D absolute gaze point of the driver obtained through the combined use of a front-view stereo imaging system and a non-contact 3D gaze tracker, alongside hypothesis-generation reducing techniques for vehicular detection such as horizon line detection. Trained AdaBoost classifiers are used in the detection process. This technique is the first of its kind in that it identifies vehicles the driver is most likely to be aware of at any moment while in the act of driving.
2.1 Introduction

It has been known for some time that driver ocular movements often provide information on the very next maneuver to be effected [2], such as in the case of negotiating a road bend [4]. Our research program focuses on the development of intelligent, Advanced Driving Assistance Systems (i-ADAS) which include the driver as a pivotal element of driving error prediction and correction.

2.1.1 Context

The underlying principle underpinning this research is to determine to what extent current maneuvers and ocular behavior are predictive of the next maneuver and also whether this predicted maneuver is consonant with the current driving context (other vehicles, pedestrians, signage, and lanes, among others). Our current vision for i-ADAS is that of intervening (by a switch to autonomous driving) only when the next predicted maneuver poses a measurable traffic risk. Vehicular control is then returned once the danger has abated and the driver is capable of correctly controlling the vehicle. Such an i-ADAS, once realized, would certainly significantly reduce vehicle accidents, injuries, and fatalities, without removing the driver from the act of commuting.

The complexities involved in such an endeavor require many stages of research, such as the study of driver behavior as it pertains to ocular movements and current maneuvers, the precise detection and understanding of traffic context surrounding the vehicle, and a correct assessment of objects that are perceived (or not) by the driver. This contribution relates to the latter, as it consists of an attempt at detecting vehicles located in the attentional visual field of the driver.
2.1.2 Background

More than 30,000 people die in vehicle-related accidents in the United States every year [33]. Current Driver Assistance Systems (DAS) such as Electronic Stability Control have reduced these grim numbers over the recent years. However much more remains to be accomplished since driver actions, maneuvers, and ocular behavior as they relate to the environment are usually not included in the retroactive mechanisms composing DAS. Given that most vehicle accidents are rooted in human error, the next steps in ADAS research are clearly laid out. One crucial task is to automatically and reliably detect relevant objects in the environment which the driver may or may not have seen, as a starting point of a driver-aware assistance system.

Many vision-based algorithms have been developed for the purpose of detecting vehicles at frame rate in recent years, but many such techniques lack the required accuracy and speed to be of any practical use. Reducing the search space for Hypothesis Generation (HG) and extracting only the relevant information may assist in reaching higher efficiency. The most relevant information concerning what a driver is looking at comes from the 3D gazing point of the driver in absolute coordinates and what type of objects are located around it [5]. In this contribution our interest focuses on the vehicles the driver is most likely to be aware of at any given time. The experiments were conducted with an improved version of the RoadLAB experimental vehicle described in [19].

The remainder of this contribution is organized as follows: Section II describes the current literature in the area of vehicle detection. The proposed technique is presented in Section III. Results and evaluations are given in Section IV. Section V concludes this work.
2.2 Literature Survey

Vehicle detection has been and continues to be an important area of research in Computer Vision. Statistical methods such as SVM [6, 7], PCA [8] or Neural Networks [9] constituted the main body of early approaches. However, these did not achieve the levels of efficiency required for realistic use.

In 2001, Viola and Jones proposed a powerful method for rapid object detection based on training a sequence of classifiers using Haar-like features [10]. The authors demonstrated high performance rates for their method by applying it to the problem of facial recognition [11]. This approach became widely used in areas including vehicle detection [12], and many researchers have focused on its variants in recent years [13].

In general, any detection problem is formulated in two stages: Hypothesis Generation (HG) and Hypothesis Verification (HV). Various strategies have been used for HG. Some authors used shadows cast on the pavement by the presence of vehicles [14], while others exploited edge maps [15], vehicle symmetry [16], and so on, as cues to finding vehicles in sets of images. Reducing the range of probable vehicle positions in HG is of utmost importance to achieve decent frame rates in the vehicle detection process. In the case of HV, most techniques apply AdaBoost as a strong classifier to verify the existence of vehicles in the image areas identified as likely candidates by the hypothesis generation mechanism. For instance, Khammari et al. used a gradient based algorithm for hypothesis generation and AdaBoost classifier for candidate verification [17]. Alternatively, Song et al. generated candidate image regions by use of edge maps and properties of vehicle symmetry followed by texture analysis and AdaBoost for vehicle detection [18]. None of these approaches are attempting to determine which vehicles are in the attentional visual field of the
driver. Rather, they attempt to identify all vehicles within image sequences.

2.3 Proposed Method

For reasons cited above, our interest lies in the detection of vehicles that a driver is most likely to be aware of at any moment. For this reason, we have selected two approaches developed in our laboratories and combined them into the technique we present herein. The first of our techniques, due to Kowsari et al., performs vehicle detection by using Hypothesis Generation techniques that significantly reduce the number of candidate image regions while preserving excellent detection rates [23]. The second technique we adopted in this contribution pertains to the identification of the 3D point of gaze in absolute 3D coordinates given in the frame of reference of the vehicle [21]. This technique is unique in that it avoids the parallax errors introduced by the combined usage of 3D gaze trackers with monocular scene cameras. As expected, adjoining these two techniques allows for even more stringent HG strategies since we are only interested in vehicles around the driver point of gaze, thus increasing the nominal frame rate for vehicle detection. Our driving sequences for test purposes were recorded with the RoadLAB experimental vehicle, as depicted in Figure 2.1. Both the forward stereo scene system and the non-contact 3D gaze tracker operate in their own frames of reference. While we define that of the scene stereo system to be that of the vehicle, there is a need to transform the 3D driver gaze, expressed in the coordinates of the tracker, into that of the vehicle. Fortunately, the technique to perform this transformation has been established by Kowsari et al. [21] in our laboratories.
Figure 2.1: Vehicular instrumentation configuration. a) (top-left): In-vehicle non-contact infra-red binocular gaze tracking system. b): Forward scene stereo imaging system mounted on the roof of the vehicle.

Figure 2.2: (top): A depiction of the driver attentional gaze cone. It is generally accepted that the radius of the cone is approximately 13° [1] and (bottom): reprojection of 3D attentional circle onto the 2D ellipsoid on image plane of the forward stereo scene system.
2.3.1 Hypothesis Generation

The objective of HG is to identify candidate image areas likely to contain vehicles, in order to disregard image areas not likely to contain such objects (such as visible part of the sky, for instance). A considerable number of false positives may be removed by the suppression of image areas in the HG stage for which we know no vehicle can be present. One such powerful constraint applied to the HG process is the fact that vehicles will appear in imagery within a horizontal band centered around the horizon line (if we assume a relatively flat landscape). Furthermore, since our interest is focused on vehicles within an area around the 3D gaze of the driver, then the HG stage need only consider the intersection of the band around the horizon line and the 3D gaze area of the driver. This intersection constitutes a Region of Interest (RoI) within which the HG stage operates. Figure 2.2 depicts the attentional gaze cone of a driver. The radius of the circular gaze area depends on the distance between the fixated object and the driver.
The horizon line is approximated by intersecting the plane parallel to that of the ground plane and passing through the focal point with the image plane of the forward stereo scene system, and converting to image coordinates using stereo calibration parameters. The ground plane estimation is performed by grouping detected 3D ground points in areas of the imagery where no obstacle is known to be present. These points are then used in a robust plane-fitting computation to obtain the ground plane parameters (implementation details for both the ground plane and the horizon line are provided in [23]).

Once provided with an estimate of the horizon line, the first RoI is given by the horizontal band defined as

\[
\text{RoI}_1 : f(x) = mx + b \pm \delta
\]

where \(m\) and \(b\) specify the horizon line and \(\delta\) determines the vertical span of the RoI around it. Vehicles are expected to be found within this image region. Figure 2.3 shows the horizon line for two different frames from a test sequence.

The second RoI of interest consists of the circle formed by the intersection of the visual cone of attention with the plane perpendicular to the 3D Line of Gaze (LoG) and containing the 3D Point of Gaze (PoG) of the driver. The hypothesis that visual attention operates as a spotlight within the visual field is corroborated by a number of studies [3]. Additionally, it seems reasonable to equate the span of this spotlight to \(\pm 6.5^\circ\) from the pitch and yaw angles of the gaze direction, as it corresponds to the human central field of view [1], resulting in the attentional gaze cone depicted in Figure 2.2.

Once the 3D eye position \(e = (e_x, e_y, e_z)\) from which the LoG is emanating, and the 3D PoG \(g = (g_x, g_y, g_z)\) have been transformed into the frame of reference of the forward stereo scene system (as per [21]), the radius of the
circular gaze area onto the plane perpendicular to the LoG and containing the PoG (plane P) is obtained as

\[ r = \tan(\theta)d(e, g) \]  

(2.2)

where \( \theta = 6.5^\circ \), and \( d \) is the Euclidean distance between \( e \) and \( g \), defined as

\[ d(e, g) = \sqrt{(e_x - g_x)^2 + (e_y - g_y)^2 + (e_z - g_z)^2} \]  

(2.3)

At this point, the circle defined by the PoG and radius \( r \), and contained in the 3D plane perpendicular to the LoG is reprojected onto the image plane of the forward stereo scene system and delineates the 2D portion of the scene that falls onto the attentional visual area of the driver. Since the plane perpendicular to the LoG and containing the PoG is generally not parallel to the image plane of the forward stereo scene system, the 3D attentional circle projects to a 2D ellipsoid as illustrated in Figure 2.2. The 3D circle in parametric form can be formulated as

\[
\begin{bmatrix}
X \\
Y \\
Z
\end{bmatrix} =
\begin{bmatrix}
g_x + r \cos(\phi)u_x + r \sin(\phi)v_x \\
g_y + r \cos(\phi)u_y + r \sin(\phi)v_y \\
g_z + r \cos(\phi)u_z + r \sin(\phi)v_z
\end{bmatrix}
\]  

(2.4)

where \( u = (u_x, u_y, u_z) \) and \( v = (v_x, v_y, v_z) \) are two unit orthogonal vectors in plane P and \( \phi \) is the radian angle between 0 and \( 2\pi \).

Using \( x = \frac{X}{Z} \) and \( y = \frac{Y}{Z} \) (perspective projection) and applying the intrinsic calibration matrix of the stereo scene system presented in [21] yield 2D ellipsoid on the image plane of the forward stereo scene system. The details of this reprojection are delineated in [21].
The second region of interest $\text{RoI}_2$ is thus defined as the image region contained within the 2D circle as it reprojects onto the image plane of the forward stereo scene system. The final RoI of interest for the HG mechanism is consequently defined as the intersection of $\text{RoI}_1$ and $\text{RoI}_2$. Given image region $\text{RoI} = \text{RoI}_1 \cap \text{RoI}_2$, the HG mechanism proceeds according to the algorithm given in [23]. Figure 2.4 displays several Lines of Gaze (LoGs), Points of Gaze (PoGs), and attentional visual areas for selected frames.

### 2.3.2 Hypothesis Verification

AdaBoost, introduced by Freund and Schapire [24], is a method for choosing and combining a set of weak classifiers to build a strong classifier. Adjoining the concept of the integral image as an efficient way of computing Haar-like features and cascaded AdaBoost, Viola and Jones introduced a powerful method for object recognition [10]. We adopted this approach for the HG stage and used four cascaded AdaBoost classifiers to discriminate positive from false-
positive hypotheses. The Haar-training module from OpenCV is used to train our classifiers. Figure 2.5 shows various Haar-like features. We used in excess of two hundred vehicle images as positive samples for each classifier. For the negative examples, a set of more than five hundred images randomly downloaded from the Internet was used.

![Haar-like features](image)

Figure 2.5: A depiction of Haar-like features.

![Detection results](image)

Figure 2.6: Detection results within the RoI, including false positives and negatives.

### 2.4 Experimental Results

The proposed method was tested on 3,326 randomly selected frames, in which 5,751 vehicles in various views and lanes appeared. These were manually an-
Table 2.1: Detection rates and false positives per frame for different views and vehicles

<table>
<thead>
<tr>
<th></th>
<th>FV</th>
<th>RV</th>
<th>FSV &amp; BSV</th>
<th>SV</th>
<th>ALL</th>
</tr>
</thead>
<tbody>
<tr>
<td>DR</td>
<td>0.9877</td>
<td>0.9890</td>
<td>0.8401</td>
<td>0.8118</td>
<td>0.9867</td>
</tr>
<tr>
<td>FP/F</td>
<td>0.25</td>
<td>0.22</td>
<td>0.30</td>
<td>0.31</td>
<td>0.24</td>
</tr>
</tbody>
</table>

Figure 2.7: ROC curve obtained from experiments.

notated for the purpose of evaluating our method. Figure 2.6 shows a small sample of our results where each green rectangular area within the RoI indicates a vehicular detection. Rates of detection and false positives per frame for various vehicle views are given Table 2.1, where FV, RV, FSV & BSV, and SV, stand for Front View, Rear View, Front-Side and Back Side Views, and Side View, respectively, while DR and FP/F are Detection Rate and False Positives per Frame.

Figure 2.7 shows the performance of our method measured using a Receiver Operating Characteristics (ROC) curve, characterizes the True Positive Ratio (TPR) versus False Positives (FP). TPR is obtained by dividing True Positives by the number of vehicles. Table 2.2 compares various vehicle detection methods with ours, where F/S, HT, and FP stand for Frames per Second,
Table 2.2: Comparison on frame rates, hit rates, and false positives for various methods

<table>
<thead>
<tr>
<th>Authors</th>
<th>F/S</th>
<th>HR</th>
<th>FP</th>
</tr>
</thead>
<tbody>
<tr>
<td>Chang and Cho [27]</td>
<td>5</td>
<td>99%</td>
<td>12%</td>
</tr>
<tr>
<td>Southall et al. [28]</td>
<td>16</td>
<td>99%</td>
<td>1.7%</td>
</tr>
<tr>
<td>Bergmiller et al. [29]</td>
<td></td>
<td>83.12%</td>
<td>16.7%</td>
</tr>
<tr>
<td>Sun et al. [30]</td>
<td>10</td>
<td>98.5%</td>
<td>2%</td>
</tr>
<tr>
<td>Alonso et al. [31]</td>
<td></td>
<td>92.63%</td>
<td>3.63%</td>
</tr>
<tr>
<td>Cheng et al. [32]</td>
<td>20</td>
<td>90%</td>
<td>10%</td>
</tr>
<tr>
<td>Kowsari et al. [23]</td>
<td>25</td>
<td>98.6%</td>
<td>13%</td>
</tr>
<tr>
<td>Our Method</td>
<td>30</td>
<td>98.9%</td>
<td>11%</td>
</tr>
</tbody>
</table>

Hit Rate, and False Positives, respectively.

2.5 Conclusion

We presented a method for the detection of vehicles located within the attentional visual area of drivers as an initial attempt at identifying which visual stimuli elicit ocular responses from drivers. Our implementation is non-contact and operated on-board an experimental vehicle at frame rate (30Hz). We believe this contribution could easily be extended to include other visual stimuli drivers routinely encounter and attend to, such as pedestrians, cyclists, traffic lights, signs, and more. Ultimately, such an augmented technique will be integrated into i-ADAS as a means to identify objects drivers attend to, and those that they do not, at frame rate.
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Chapter 3

Traffic Signs Detection and Recognition

This Chapter is a reformatted version of the following article:


In this contribution we present a vision-based framework which detects and recognizes traffic signs inside the attentional visual field of drivers. This technique takes advantage of the driver 3D absolute gaze point obtained through the combined use of a front-view stereo imaging system and a non-contact 3D gaze tracker. We used a linear Support Vector Machine as a classifier and a Histogram of Oriented Gradient as features for detection. Recognition is performed by using Scale Invariant Feature Transforms and color information. Our technique detects and recognizes signs which are in the field of view of the driver and also provides indication when one or more signs have been missed by the driver.
3.1 Introduction

Advanced Driver Assistance Systems (ADAS) are rapidly becoming widespread in modern vehicles with the aim to make roads safer for vehicles and pedestrians. Traffic Sign Detection and Recognition (TSDR) techniques are essential components of ADAS.

These methods attempt to make drivers aware of incoming signs on the road and warn them against possible danger. However, there are many factors that can make the process of detection and recognition of traffic signs less successful, such as differences in sign position, in lighting, motion blur, and poor image quality. Additionally, we are interested in the signs a driver may not see, based on the 3D Point of Gaze (PoG) and the attentional visual field of drivers.

TSDR have attracted a great deal of attention in the recent past. While the problem of sign detection may appear solved (in particular for European traffic signs), there is still room for numerous improvements. To the best of our knowledge, our work is the first TSDR method that performs detection and recognition of traffic signs within the attentional visual field of the driver. The usefulness of this approach lies in the capability of informing drivers of road signs that have not intersected their visual field of attention for a certain period of time. The proposed method consists of three different stages:

1. Establishing the attentional field of view of the driver

2. Sign detection performed with a linear Support Vector Machine (SVM) and Histogram of Oriented Gradient (HOG) features

3. Recognition performed using color information and Scale Invariant Feature Transform (SIFT) matching
This contribution is structured as follows. In Section II, we review the related literature in the field of sign detection. Section III discusses the proposed method including detection and recognition. Results and evaluations are given in Section IV. Section V summarizes this paper.

3.2 Literature Survey

Different traffic sign recognition methods have been proposed in the recent past. They usually consist of two sequential processes, namely a detection stage that identifies a Region of Interest (RoI), and a recognition stage that identifies the exact type of sign or rejects the identified RoI.

In many systems, color segmentation is used for detection and recognition. For example, authors in [3] compared the YUV and RGB color spaces and chose the latter as it resulted in lower numbers of false positives and improved computational time. Nevertheless, in [26], the YUV color space was used for similar purposes.

IHLS (an improved version of HLS color space) is another color space that was employed in [11]. A great number of contributors used other color spaces such as HSI [22], [23], [32], and HSV [24], [4]. Soendoro et al. [33] performed color filtering using the CIELAB color space coupled with hue and noted its efficiency for localizing traffic signs. According to [12] the color appearance model CIECAM97 performs better than others such as CIELUV, CIELAB, and RGB. Authors in [13] also used the CIECAM97 model for color segmentation. In addition, Liu et al. [19] proposed a new color filter which they called Simple Vector Filter (SVF) that is capable of extracting a specific color at high speed and separating objects from backgrounds.

While color based detectors are popular, there are many other approaches
based on the shapes of signs. for instance, authors in [30] introduced a colorless method for road sign classification using a Hierarchical Spatial Feature Matching (HSFM) method. Canny’s edge detector was used by Garcia et al. [14] as a means to extract contours necessary for shape-based traffic sign detectors. Aoyagi and Asakura [1] proposed genetic algorithms and neural networks for the purpose of sign detection. Road sign symmetry properties were used in [28] for detecting candidate image regions. Loy and Barnes [21] suggested a technique for detecting triangular, square, and octagonal road signs using the symmetric nature of these shapes.

Many sign detection strategies include a color segmentation stage followed by some kind of shape extraction. The work of Fang et al. [10] includes using hue values as color features and an edge detector method for shape-feature extraction. Contributions from Oh et al. [29] and Tsai et al. [34] are other examples of integrating color based methods with shape analysis.

In recent years, HOG features [6] were used by many for traffic sign feature extraction such as in Xie et al. [35] and in Zaklouta et al. [37]. Additionally, Mathias et al. [25] used Integral Channel Features (ICF), first established by
Dollar et al. [8]. In most of these approaches, the feature extraction stage is followed by a recognition process that ascertains whether detected candidates are actual traffic signs. We have noted that neural networks [16], SVMs [15], and template matching [4],[18] are the most widely used approaches for the traffic sign recognition stage.

3.3 Proposed Method

3.3.1 Gaze Localization

In this work, our main focus lies on detection and recognition of signs within the visual field of the driver. In order to relate the 3D Line-of-Gaze (LoG) of the driver to the depth map obtained by the forward stereo camera system and derive the 3D Point-of-Gaze (PoG), we used a technique proposed in our laboratory [17] to identify the 3D PoG in absolute coordinates expressed in the frame of reference of the vehicle. Figure 3.1 delineates the remote eye tracking system and the stereoscopic vision system. By intersecting the visual cone of attention with the plane perpendicular at the 3D PoG along the 3D LoG of the driver, we are able to form a circle in 3D space which represents our region of interest. Note that this circle becomes a 2D ellipse once projected onto the imaging plane of the stereoscopic sensors. Further details and related equations are found in [17] and [36]. Our technique is described by the following procedure:

1. Transformation of eye position \( e = (e_x, e_y, e_z) \) and the 3D PoG \( g = (g_x, g_y, g_z) \) into the frame of reference of the forward scene stereo imaging system as described in [17]
2. Calculating the radius of the gaze area based on the Euclidean distance between eye position and point of gaze

3. Re-projecting the defined circle by the PoG and radius and contained in the 3D plane perpendicular to the LoG onto the image plane of the forward stereo scene system.

4. Transformation of the 3D circle into the reference frame of the stereo system

5. Projecting the 3D attentional circle to the corresponding ellipsoid onto the imaging plane of the stereo system

Figure 3.2 depicts attentional gaze areas for a few chosen frames.
Figure 3.3: (top): Positive samples (bottom): Average image.
3.3.2 Detection Phase

It is widely accepted that Histogram of Oriented Gradients (HOG) features are suitable for rigid object detection. These features are based on evaluating well-normalized local histograms of image gradient orientations in a dense grid [6]. Computing HOG features includes estimating first-order image gradients, building the gradient histograms, followed by a block-normalization process resulting in better invariance to illumination, shadowing, and edge contrast. The final stage is gathering the HOG descriptors into a combined feature vector for use in the window classifier. For this system, we chose 9 orientation channels.

After the feature extraction stage, a linear Support Vector Machine (SVM) [5] is used for learning the detector. SVM is a discriminative classifier formally defined by a separating hyper-plane. This classification method is highly accurate and extremely fast which is useful for large amounts of training data. We selected 1000 images as positive training samples. Additionally, we increased the number of positive images by adding the flipped, rotated, and translated versions of the original samples resulting in better detection performance. Figure 3.3 shows the image visualization of the complete list of object training examples and their average. The initial negative samples are selected from the training images with the traffic signs regions cropped out. For boosting the performance of the learned classifier, we use an advanced learning method called Hard Negative Mining (HNM). In essence, every single region that does not contain a traffic sign can be considered as a negative sample. There are too many samples to be used in practice, but we are only looking for key negative samples which can be extracted from the hard negative mining stage. We train the SVM in an iterated procedure, and for each iteration, the detector is
applied to a new image without any traffic signs. Then, we add the resulting false positives (hard negatives) to the training set for the next iteration. We iterated this process 5 times with good results. Finally, the classifier is provided with more key negative samples which makes the detection performance more robust. Figure 3.4 illustrates the extraction of hard negative samples from a traffic sign-free image.

Once the stages of HNM and training are completed, we evaluate the model on test data. We use a sliding window over multiple scales. In order to eliminate redundant detections, a Non Maximum Suppression (NMS) algorithm is used. NMS keeps the highest-scoring detection and removes any other detection whose overlap is greater than a threshold. We used Pascal’s overlap score [9] so as to establish the overlap ratio between the two bonding boxes. It is computed as:

\[ a_0 = \frac{\text{area}(B_1 \cap B_2)}{\text{area}(B_1 \cup B_2)} \]  

(3.1)

where \( a_0 \) is the overlap ratio. \( B_1 \) and \( B_2 \) are the bounding boxes.

### 3.3.3 Recognition Phase

The recognition phase identifies the correct type of road sign candidate. Recognition is performed with SIFT features and color information. The detected candidates are scaled to the same size as our template signs.

We gathered a full set of template traffic signs for use in the recognition stage. Figure 3.5 depicts a few examples of images in the template database. The next step involves the use of color information in order to increase the performance of the SIFT matching. We calculate the color difference between the candidate target and template signs. The HSV color model is used for this purpose since this color space is less sensitive to variable lighting conditions.
Figure 3.4: An Illustration of Hard Negative Mining.

Figure 3.5: Examples of template signs.
Many researchers considered using this method for traffic sign segmentation. For instance, Paclik et al. [31] used this color space due to its similarity to human perception of colors. Figure 3.6 displays the extracted $H$, $S$, and $V$ values for the template and detected signs. Traffic signs include a wide variety of colors and we differentiate them by using all the components of the HSV color space. We compute the $H$, $S$, and $V$ values of the detected candidate and the template signs. Then, we get the average of all values based on a defined mask. This is followed by creating the $\delta$ images,

\[
\begin{align*}
\delta H &= H_{\text{channel}} - H_{\text{standard}} \\
\delta S &= S_{\text{channel}} - S_{\text{standard}} \\
\delta V &= V_{\text{channel}} - V_{\text{standard}}
\end{align*}
\]  

(3.2)

where $H_{\text{channel}}$, $S_{\text{channel}}$, and $V_{\text{channel}}$ are the averaged HSV color parameters of the detected candidate, and the other three are averaged HSV color parameters of the template sign. The final value which is the color difference between the two images is obtained as:

\[
\delta f = \sqrt{\delta H^2 + \delta S^2 + \delta V^2}
\]  

(3.3)
where $\delta f$ value is between 0 and 1. If it is close to 1, we can conclude that there is a significant color difference between the candidate traffic sign and the template. We define a threshold, whose value was experimentally obtained, to determine whether the two images are color-wise similar or not. If $\delta f$ is less than the defined threshold, then we select the corresponding template sign for feature matching. Hence, we perform feature matching only between the candidate image and those images in the template database whose colors are similar to the detected sign. This method removes some of the false matches and significantly improves the performance.

We perform feature matching using the SIFT [20] algorithm. We chose this detector instead of other feature-matching detectors due to its accuracy and speed. Feature extraction is performed with a Difference of Gaussians (DoG) operator within the SIFT descriptor. The features extracted with a DoG are partially invariant to scale, rotation, and position variations. Figure 3.7 illustrates the DoG scale space. Following this, we perform matching on the two sets of descriptors, using a thresholding value. A descriptor $d_i$ is matched to a descriptor $d_j$ if the distance between them multiplied by a threshold is not greater than the distance of $d_i$ to all other descriptors. The value of the threshold we used is 1.5. The RANdom SAmple Consensus (RANSAC) algorithm is also used to discard possible outliers. This is an iterative method.
for estimating a mathematical model from a data set that contains outliers. The basic stages of this algorithm are summarized as follows [7]:

- Randomly select the minimum number of points needed to determine the model parameters

- Solve for the parameters of the model

- Determine how many points from the set of selected points fit the model parameters with a predefined tolerance $\epsilon$.

- Re-estimate the model parameters if the fraction of inliers over the total number points in the set is lower than a predefined threshold $\tau$.

- Repeat these steps until an adequate confidence level for the estimated model parameters is attained.

In order to filter out outliers during training, a small set of samples has been used to train a homography model. Then the samples which are within the error tolerance of the homography model are determined. These samples are considered as inliers. If the number of inliers is the largest found so far, we keep the current inlier set. This process is repeated for a number of iterations and returns the model with smallest average error among the generated models.

Finally, the image in the template database which gives the maximum number of matches with the candidate image is considered as a recognized sign. However, if the maximum number of matches between the two images is less than a minimum value, we discard that candidate image.
3.4 Experimental Results

The driving sequences recorded with our experimental vehicle [2] have been used. The proposed method was tested on 3500 frames. Among these frames, 1806 traffic signs appeared which were manually annotated. The size of the recorded images is 320 by 240. While our main focus is on detection and recognition of signs within the visual field of the driver, we also performed sign detection outside this area in order to provide the driver with a response about a possibly unseen traffic sign. Figure 3.8 displays small portions of our results. According to this figure, if the four coordinates of the bounding box are inside the drivers field of view, we can conclude that the driver has seen the sign. Otherwise, the driver has missed the sign. Both SEEN and MISSED feedbacks are given to the driver right after the detection and recognition of signs.

For assessing the accuracy of sign detection, we report on both the Detection Rate (DR) and the number of False Positives Per Frame (FPPF), defined as follows:

\[
DR = \frac{TP}{TP + FN} \tag{3.4}
\]

\[
FPPF = \frac{FP}{F} \tag{3.5}
\]

where \(TP\) is the number of correct detections, \(FN\) is the number of false negatives, \(FP\) is the number of false positives, and \(F\) is the number of all frames. Tables 5.2 and 4.2 report the performance of the detection and recognition of traffic signs. Figure 3.9 displays the performance of our detector computed using a Receiver Operating Characteristics (ROC) curve, marks the True Positive Rate (TPR) versus False Positive Rate (FPR). The threshold used for the curve is the scoring value of the detected bounding boxes. This value
Figure 3.8: Detection and recognition results a) (top): SEEN SIGNS b) (bottom): MISSED SIGNS.

varies from 0 (definitely negative) to 1 (definitely positive). Another standard evaluation method is the confusion matrix, displayed in Figure 3.10.

Table 3.1: Detection Rate and False Positive Rate per Frame

<table>
<thead>
<tr>
<th></th>
<th>DR</th>
<th>FPPF</th>
</tr>
</thead>
<tbody>
<tr>
<td>Proposed Method</td>
<td>0.84</td>
<td>0.04</td>
</tr>
</tbody>
</table>

Table 3.2: Accuracy Rate of Recognition Phase

<table>
<thead>
<tr>
<th></th>
<th>Image Samples</th>
<th>Corr. Recog.</th>
<th>Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>Proposed Method</td>
<td>1517</td>
<td>1348</td>
<td>88.9</td>
</tr>
</tbody>
</table>

Not many traffic sign detection methods have been tested on North American signs, as most of the techniques in the current literature rely on existing databases of European road signs. Consequently, we are not able to provide a meaningful comparison between our proposed algorithm and other algorithms.
based on North American signs. For instance, authors in [27] proposed a detector for the stop, warning, and speed limit signs only and provided separate accuracies for each. In contrast, our detector considers a multitude of traffic signs including warning, temporary conditions, information, direction, and regulatory signs. Such variability precludes the production of a meaningful comparative study at this time.

3.5 Conclusion

We presented an efficient method for the detection and recognition of traffic signs within the attentional visual field of drivers. By using an in-vehicle, non-contact infra-red binocular gaze tracking system installed in our experimental vehicle, we were able to identify the exact attentional visual area of the driver into the depth map provided by the forward stereoscopic system. We were also able to infer whether the driver was likely to have seen the sign or not based on computing the intersection of the detected bounding box and drivers gaze area. While most of the other methods are simply concerned with the detection and recognition of signs within image sequences, we designed an algorithm for inferring the cognitive behaviour of the driver in terms of the 3D localization of gaze in absolute coordinates and determined the approximate size of the driver’s attentional visual area. The development of an Advanced Driving Assistance System that increases safety in relation to the 3D localization of the driver’s gaze in the environment may be realized by extending our approach to include other important features commonly encountered on the road.
Figure 3.9: The ROC curve resulting from our experiments.

Figure 3.10: The Confusion Matrix resulting from our experiments.
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Chapter 4

Vehicle Localization

This Chapter is a reformatted version of the following article:


In this Chapter, we propose a method by which vehicular speed and a map-based lane detection process are called upon to improve the positional accuracy of GPS. Experimental results with urban driving sequences demonstrate that our approach significantly improves the accuracy of positioning the vehicle as compared with systems solely relying on GPS.

4.1 Introduction

In recent years driver assistance systems have contributed remarkably to the mitigation of traffic accidents and their consequences. Vehicle localization is an essential component of these systems and thus their precision and robustness being of great value. Current vehicle localization methods are commonly
based on satellite positioning technology, of which GPS is the most established. However, GPS technology is known to produce inaccurate position estimates in certain conditions and to be reliable only up to a range of several meters.

GPS is a passive satellite-based and easy-to-use positioning system, which was established by the U.S. Department of Defence (DoD) [20]. This system is able to pinpoint the absolute longitude and latitude coordinates of an object on the globe. A GPS system consists of a number of satellites orbiting around Earth. Each satellite frequently sends messages that include the time, the message was transferred, and the satellite location. The messages are received on the ground via a GPS unit and, comparing the time at which the message was received (on its internal clock) against the time which the message was sent, gives distance between the unit and any of these satellites. Some of the common factors influencing GPS accuracy include [5]:

1. **Atmospheric effect:** Both the ionosphere and troposphere impact the speed of GPS radio signals.

2. **Multipath errors:** This occurs when signals are reflected or bounced by coming in contact with surrounding hills, lakes, buildings or any radio wave reflective object before it reaches the receiver. This delay in signal travel time introduces positional errors.

3. **Clock errors:** The internal clocks of both the satellite and receiver have limited accuracy, and they are not precisely synchronized. Since position calculations depend on accurate time, small clock errors can cause significant imprecision in position estimation.

4. **Satellite geometry:** Localization precision is optimal when satellites are located at wide angles from each other from the perspective of the
receiver. Conversely, poor geometry occurs when satellites form a line or find themselves in a tight grouping, resulting in Dilution of Precision (DoP).

Errors due to multipath and reduced satellite visibility are the most difficult to minimize. Others such as atmospheric errors can be compensated for by differential means, including Differential GPS (DGPS) or with the Wide Area Augmentation System (WAAS). Techniques known as dead reckoning and map matching are generally applied to atone for satellite visibility and multipath issues. Dead reckoning employs measurements of the vehicle’s motion from on-board sensors such as accelerometers and gyroscopes to extrapolate from the last known vehicle location [21], [24]. Dead reckoning is ineffective when GPS position estimates are unavailable for a long period of time. Map matching methods apply a map of the road environment to narrow the vehicle position as the correct road can be seen. In this case, the vehicle position can be modified to lie on the road, permitting a partial rectification of GPS estimates [27].

Landmark detection provides the ability to sense the surrounding environment of the vehicle to alleviate many of the localization issues identified above. By positioning the vehicle with respect to objects in the environment, it becomes possible to reduce errors in GPS estimates. Furthermore, it should be easier to identify which road the vehicle is on as well as correct the vehicle location by observing objects in the surrounding environment.

In this contribution we propose a method by which vehicular speed and a map-based lane detection process are called upon to improve the positional accuracy of GPS. This contribution is structured as follows: related work is reviewed in section II. Section III describes our proposed method in detail. Results and experiments are presented in section IV. Section V summarizes
our results.

4.2 Literature Survey

Several methods have been proposed for improving the accuracy of GPS. Among them, we find Differential GPS (DGPS) [9] methods. DGPS employs one mobile and one or more stationary GPS receiver stations nearby in order to minimize errors introduced by atmospheric effects. The fixed GPS receiver is in a known position and acts as a reference station, calculating and broadcasting the difference between its known location and that estimated by GPS. This information is applied to the moving GPS receiver in order to correct its position. This technique relies on the assumption that GPS errors are identical for nearby GPS receivers [14].

Another correction technique presented by Lin [18] uses differential correction and Genetic Programming (GP) [16], [18]. In this method, GP generates a correction function from NMEA\(^1\) information derived from the GPS receiver at the known location and the GPS receiver which requires correction. It then uses the generated function to modify its location information.

Other techniques utilize vision or other means of sensing the environment to refine vehicle position estimation. For instance, Georgiev and Allen and Kais et al. apply computer vision methods as a complement to GPS and dead reckoning for positioning a robot in urban environments where satellite visibility may be poor [10], [11]. Both approaches use straight line features that are detectable and abundant in urban environments, such as building edges, doors, windows, trees, poles, traffic signs and lane boundaries. Features used by Kais et al. for localization are mapped within a Geographic Information

\(^1\)National Marine Electronics Association (NMEA), http://www.nmea.org
System (GIS) database [11]. The locations of GIS features are transformed to the camera coordinate frame to specify search regions for these features in the acquired image. Conversely, Georgiev and Allen model buildings by their straight line features [10]. The transformation needed to align the extracted features with the model yields the location of the robot relative to the building.

In addition, Barthet al. presented a method for localization of a vehicle’s position and orientation with respect to stop lines at intersections based on video sequences and mapped data [3]. Brenner provided a landmark map consisting of extracted poles obtained using a mobile mapping van equipped with LIDAR [6]. Poles are detected from the sensor data and provided as input to a landmark matching algorithm which estimates the vehicle position.

Diverse Visual Odometry (VO) techniques have arisen in recent years, improving vehicle localization performance. The methods in this category, such as [13] and [1] extract 3D features, followed by feature matching, and reconstruct a 3D point cloud used to estimate vehicle pose.

Several recent approaches employ the principles of Simultaneous Localization and Mapping (SLAM) [17], [19], [22], [2], [8], [23]. These types of techniques attempt to build a map as a robotic vehicle navigates through an unknown area while localizing the vehicle within the map simultaneously. Early attempts apply extended Kalman filter (EKF), where the filter state includes the locations of landmarks and robot poses [7], [8]. These methods face covariance complexity problems and hence cannot be used for mapping large environments. To overcome this problem, hierarchical visual SLAM strategies are used to divide an initial map into smaller submaps [26]. For instance, Schleicher et al. presented a real-time hierarchical SLAM system which generates a number of local submaps, each composed of several visual landmarks that are then employed by a standard EKF [22].
4.3 Proposed Method

We describe a map-based localization approach that has the capability to enhance GPS-based localization by using lanes as landmarks on images obtained by a front-view stereo imaging system. The map-based framework extracts lane boundary features and attempts to fit the lane features with a pre-loaded digital lane map by discovering the best relative modification in the position and orientation from the GPS module of the vehicle. Figure 4.1 depicts an overview of the our localization strategy.

4.3.1 Modelling Observed Road Lanes

In general, features observed in driving environments are not sufficiently unique by themselves to indicate vehicle location unambiguously. This motivates the
use of environment maps containing the position and identity of features (lanes in world coordinates, in our case). We apply a model based on splines that can address the observed lane shapes and cover the entire map of the region of interest [15]. The model contains a number of splines where each spline is a lane marker and consists of a set of control points with known GPS coordinates. Candidate visible splines for each stereo pair are determined based on the current vehicle’s position and orientation, and the front stereo system viewing angle.

We use Google Earth satellite images to produce a map that includes all the lanes in a path that was travelled by the experimental vehicle within the city of London, Ontario. The lanes obtained by this method are not occluded by objects such as other vehicles or buildings. These images can also be addressed directly by longitude and latitude which is desirable since we use GPS coordinates to locate the vehicle on the map and extract hypothetically visible lanes from the stereo images.

### 4.3.2 Localization by Particle Filtering

Particle filtering is used to estimate the vehicle position by integrating measurements from GPS, visual sensors, and context from the map. Information from visual sensors installed on our experimental vehicle provide stereo images and depth maps which are used for detecting lane features in driving scenes. We then attempt to fit our projected spline lane markers onto the image plane of the stereo sensor with the lane features detected in the left stereo image using GPS coordinates as a seed estimate for vehicle position.
Ground Plane Estimation

The ground plane parameters needed for projecting the lanes onto the image can be computed from the depth map obtained from the stereo system. With rectified stereo images, finding disparities and hence depth map merely consists of a 1-D search with a block matching algorithm (our implementation uses the stereo routines from Version 2.4 of OpenCV). Assuming that the ground plane equation is of the form

\[ ax + by + cz = d \]  \hspace{1cm} (4.1)

where \( \vec{n} = (a, b, c) \) is the unit normal vector to the plane, we pose

\[ d = \frac{1}{\sqrt{a'^2 + b'^2 + c'^2}} \]  \hspace{1cm} (4.2)

\[
\begin{bmatrix}
    a \\
    b \\
    c
\end{bmatrix} =
\begin{bmatrix}
    a' \\
    b' \\
    c'
\end{bmatrix}
\]  \hspace{1cm} (4.3)

With the coordinates of 3D points in the reference system of the left camera

\[ (X_i, Y_i, Z_i) \]  \hspace{1cm} (4.4)

we can write

\[ \mathbf{Ax} = \mathbf{B} \]  \hspace{1cm} (4.5)

and solve for \( \mathbf{x} \) in the least-squares sense as

\[ \mathbf{x} = (\mathbf{A}^T \mathbf{A})^{-1} \mathbf{A}^T \mathbf{B} \]  \hspace{1cm} (4.6)
where

\[
A = \begin{bmatrix}
X_1 & Y_1 & Z_1 \\
X_2 & Y_2 & Z_2 \\
\vdots & \vdots & \vdots \\
X_n & Y_n & Z_n
\end{bmatrix}
\quad B = \begin{bmatrix}
1 \\
1 \\
\vdots \\
1
\end{bmatrix}
\quad x = \begin{bmatrix}
a' \\
b' \\
c'
\end{bmatrix}
\]

Often times the ground surface leads to inordinate amounts of outliers, due in part to a lack of texture from the pavement or other drivable surfaces. With the sensitivity of least-squares to outliers being known, we resort to the use of RANSAC in selecting the inliers and obtain a robust estimation of the ground plane coefficients, in the following way:

1. randomly select three points from the 3D points believed to be representative of the ground plane
2. compute the coefficients of the plane defined by the randomly selected points using (4.5)
3. count the points whose distance to the plane is less than a threshold \( \epsilon \)
4. repeat these steps \( n \) times where \( n \) is sufficiently large\(^1\)
5. among the \( n \) fits choose the largest inlier set which respect to \( \epsilon \) and compute the coefficients of the ground plane this time using least-squares as in (4.6)

The plane parameters are averaged over a short period of time in order to stabilize them further. The coefficients of the plane are recomputed at each new stereo frame arrival. However, in cases when the number of depth values

\(^1\)Choosing \( n > 20 \) does not significantly improve the number of inliers with respect to \( \epsilon \).
is low (poor texture, etc.) or other vision modules indicate the presence of a near obstacle, the coefficients of the ground plane are not recomputed, the previous parameters are used instead.

**Lanes feature detection**

We apply a feature detection algorithm to find the boundaries illustrating lanes in the driving environment. The left stereo image and its depth map have been used to create a Gaussian smoothed lane boundary feature image. The lane feature detection algorithm is outlined Algorithm in 1. Constants found in the algorithm are $\alpha$ and $\beta$, used for computing the width expectation of the lane markings $L_{\text{max}}$, factored by their distance from the vehicle. Constants NL and LD indicate the state of the lane edge search. NL represents the state in which no lanes are detected, while LD is its complement. Threshold $\tau_h$ represents the minimum gradient value required for a transition from NL to LD. Constant $O_h$ is the minimum variation in height from the ground plane for a pixel to be considered part of an obstacle. $O_h$ and $\tau_h$ depend on imagery and are experimentally determined.

Figure 4.2a shows the lane features detected in a driving scene and lanes splines of the same scene which are projected to the left stereo camera image can be observed in Figure 4.2b.

**GPS Correction**

At this stage, we will apply a matching method to fit the lane model projected on the image coordinate system with the lane features acquired from the previous step by finding the best changes in the position and orientation of the vehicle provided by GPS unit. The position and orientation of the ve-
Algorithm 1 Lane Feature Detection Algorithm

\[ G \leftarrow 1D \text{ Gaussian row smoothing of } I \text{ with } \sigma = 0.5 \]
\[ G \leftarrow \text{horizontal gradient of } G \text{ using 3-point central differences} \]
Remove the values corresponding to obstacles from \( G \) using threshold \( O_h \)
State \( \leftarrow \text{NL} \)
\( F \text{ initialized to 0} \)
for all rows \( i \) in \( I \) starting from the image bottom do
\[ L_{\text{max}} \leftarrow \beta - i\alpha \]
\[ \text{Count} \leftarrow 0 \]
for all column \( j \) in \( I \) do
if \( (G_{i,j} > \tau_h \land (\text{State} = \text{NL} \lor \text{Count} > L_{\text{max}})) \) then
\[ \text{State} \leftarrow \text{LD} \]
end if
if \( (\text{State} = \text{LD}) \land (G_{i,j} < -\tau_h) \) then
for \( k = j - \text{Count} \rightarrow j \) do
\[ F_{i,k} \leftarrow 1 \]
end for
\[ \text{State} \leftarrow \text{NL} \]
\[ \text{Count} \leftarrow 0 \]
end if
end for
end for
\[ F \leftarrow 1D \text{ Gaussian row smoothing of } I \text{ with } \sigma = 0.5 \]

Figure 4.2: a) (left): Lane features detected by Algorithm 1 b) (right): Projected lane splines on the image
hicle obtained by unreliable GPS measurements are used only as seed points to find the visible parts of the lane map and start an optimization algorithm to locate the accurate position of the vehicle. The optimization methods produce two parameters $\delta X$ and $\delta \theta$ which correct the position and orientation of the vehicle. To estimate the best fit parameters between projected lane-marking splines and the detected lane features in the left stereo image, the below likelihood function is defined:

$$L(z|x)$$ \hspace{1cm} (4.7)

where $z$ is a particular parameter fit, and $x = (\delta x, \delta \theta)$. With the lane feature image $F$ and the projected, visible lane-marking splines, the likelihood function becomes

$$L(z|x) = \sum_{(i, j) \in S} F(i, j)$$ \hspace{1cm} (4.8)

where $S$ is the set of all projected points of the lane-marking splines.

With the likelihood function, we need to estimate the parameters $x$ of the fit as:

$$x = \arg \max_x L(z|x)$$ \hspace{1cm} (4.9)

Solving this optimization problem is not easily achievable by regular hill-climbing methods due to the non-concavity of the function. Since the search space is large, an exhaustive search is prohibitively expensive while the probability of finding the global maximum remains low [25].

A Particle Swarm Optimization (PSO) method may be more appropriate. The particle swarm lane detection algorithm by Zhou [28] is a single image frame method, which we adapt here as a particle filter working on a
sequence of frames\footnote{PSO is a population-based stochastic optimization method first proposed by Eberhart and Kennedy [12].}. Our approach consists of generating a set of uniformly distributed particles, each representing a set of possible values for parameters $x = \delta x, \delta\theta, \delta\lambda$. The likelihood of each particle is estimated with (4.9).

At each iteration, each particle is replaced with a number of newly generated, Gaussian position-disturbed particles. The number of generated particles is proportional to the likelihood of the particle they replace. Their likelihood is estimated again with (4.9) and normalized. This ensures that the stronger particles generate more particles in their vicinity than the weaker ones. Particles with normalized likelihoods lower than a certain threshold are removed and, if the number of particles becomes less than a threshold, the process repeats.

These iterations eventually lead to groups of particles concentrated at the most likely answers in the search space and the particle with the maximum likelihood is chosen as the solution. In addition, keeping the particles over time makes the particle filter to act as a tracker for the lane detection mechanism.

The optimum solution gives us the GPS correction parameters which are relative changes in the position and orientation of the vehicle. Therefore, the accurate position and orientation of the vehicle can be calculated as:

$$X = x + \delta x$$

$$\phi = \theta + \delta\theta$$

where $x$ and $\theta$ are raw GPS measurements of position and orientation of the vehicle, and $X$ and $\phi$ represent the corrected position and orientation.
4.4 Experimental Results

To evaluate the performance of our approach, we used several sequences recorded by driving our instrumented vehicle around the city of London, Ontario [4]. There is much opportunity to observe extreme multipath conditions which usually occur in urban environments. Our vehicle is equipped with stereo camera rigs, a built-in GPS module, and On-Board Diagnostic systems (OBD-II) with CANbus protocol\(^1\). The front stereo rig is mounted outside of the vehicle on top of the roof, providing stereo images with a resolution of 320 by 240. The driving path covered by the vehicle is illustrated in Figure 4.3a). Figure 4.3b) displays lane-marking splines, each containing several control points, for two distinct driving scenes. Google’s static API is used to obtain the images and draw the lane-marking splines.

For evaluation purposes, we assume the vehicle is located in the middle of the lane it is driving on, which we consider ground truth. We keep track of lane information such as opening and closing distances of the lanes from the vehicle during the lane detection and model fitting processes. Hence, we can specify the driver’s lane by finding the closest lane to the vehicle. The angle of this lane is considered as the orientation of the vehicle in ground truth.

The localization results modified by the proposed method are compared to the ground truth, where positional and orientational errors are defined as the Euclidean distance between the corrected GPS points and the corresponding points in the ground truth. We have tested our localization method on ten driving sequences, each of them covering the path shown in Figure 4.3 and containing around ninety thousand stereo frames. Figure 4.4 depicts the po-

\(^1\)The CANbus (Controller Area Network bus) provides microcontrollers with the means to communicate with each other within a vehicle.
Figure 4.3: **a)** (left): The path covered by the experimental vehicle.  **b)** (right): Images obtained by the map building application showing splines as lane markers. The green spline indicates the middle of lanes.

Figure 4.4: **Vehicle positional and orientational errors.** The horizontal axis is quantified in frames.

...sitional and orientational errors of raw GPS data and corrected GPS data as compared to ground truth. We observe that the both positional and orientational errors for corrected GPS data are significantly less than those of the raw GPS data. The mean error value and standard deviation of the absolute po-
sitional and orientational errors for these experiments are indicated in Tables 5.2 and 4.2. As the tables show, the average vehicle localization error obtained by using raw GPS is considerably higher than the average error resulting from our proposed technique (where the positional and orientational errors are 0.36 m and 0.72° on average).

Table 4.1: Results of vehicle positioning absolute errors in world coordinate system.

<table>
<thead>
<tr>
<th></th>
<th>Mean (m)</th>
<th>Std (m)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Raw GPS Data</td>
<td>1.82</td>
<td>1.15</td>
</tr>
<tr>
<td>Corrected GPS Data</td>
<td>0.36</td>
<td>0.12</td>
</tr>
</tbody>
</table>

Table 4.2: Results of vehicle orientation absolute errors.

<table>
<thead>
<tr>
<th></th>
<th>Mean (°)</th>
<th>Std (°)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Raw GPS Data</td>
<td>1.02</td>
<td>0.67</td>
</tr>
<tr>
<td>Corrected GPS Data</td>
<td>0.72</td>
<td>0.31</td>
</tr>
</tbody>
</table>

4.5 Conclusion

It is nowadays possible to specify an absolute position anywhere on the globe with GPS. Although GPS works adequately in open environments with no overhead obstructions, it is subject to considerable errors when reception from some of the satellites is blocked. This occurs frequently in urban environments and renders accurate vehicle localization problematic. This contribution proposed a novel approach to improve vehicle localization accuracy by estimating vehicle position and orientation which that minimize the observed difference between detected lane features and projected lane-marking splines using a particle filter.
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Chapter 5

Driving Manoeuvre Prediction

This Chapter is a reformatted version of the following article:


Driving Assistance Systems increase safety and provide a more enjoyable driving experience. Among the objectives motivating these technologies rests the idea of predicting driver intent within the next few seconds, in order to avoid potentially dangerous manoeuvres. In this work, we develop a model of driver behaviour for turn manoeuvres that we then apply to anticipate the most likely turn manoeuvres a driver will effect a few seconds ahead of time. We demonstrate that cephalo-ocular behaviour such as variations in gaze direction and head pose play an important role in the prediction of driver-initiated manoeuvres. We tested our approach on a diverse driving data set recorded with an instrumented vehicle in the urban area of London, ON, Canada. Experiments show that our approach predicts turn manoeuvres 3.8 seconds before they occur with an accuracy over 80% in real-time.
5.1 Introduction

World-wide injuries in vehicle accidents have increased in recent years, mainly due to driver error. According to a large field study conducted in the USA, around 80% of collisions are due to distraction [21]. It is obvious that distractions caused by recent in-vehicle devices, such as GPS, entertainment systems, and cellphones, increase a driver’s accident risk [27]. Over the past few years, several Advanced Driving Assistance Systems (ADAS) have been developed in an attempt to diminish the number of vehicular accidents. Instances of ADAS include Adaptive Cruise Control (ACC), Emergency Braking Systems (EBS), and Collision Avoidance Systems (CAS), among others. These systems pay attention to the role the driver plays in most driving events. Undoubtedly, improving these safety systems is an important objective as they may reduce the frequency and severity of injuries and fatalities.

An intelligent ADAS (i-ADAS) is a sensory and computer system inside a vehicle that collaborates with the driver to manage driving tasks. Detecting a driver’s behaviour in conjunction with the dynamics of the vehicle and its surroundings provides valuable information in effectively assisting the driver in different situations. We aim to model driver behaviour and predict the next manoeuvre a driver will most likely perform in the next few seconds (Figure 5.1).

Predicting driving manoeuvres is still a challenging task since a model of human behaviour is required. A large number of factors such as emotional state, physical condition, and driving skills can affect driver behaviour, which ideally should be included in the model in order to provide a faithful representation. A model that incorporates all of these factors would effectively constitute a computational representation of a human being. This is of course
highly complex and not yet feasible in practice. Consequently, the presented methods in the literature focus on manageable subsets of these factors.

We have developed a prediction model using an Input-Output Hidden Markov Model (IO-HMM). IO-HMMs deal better with long-term dependencies compared to the standard HMMs and perform sequence production and prediction efficiently [4]. We learn the model parameters from natural driving data including vehicle dynamics and gaze information, then the system outputs the probability of each manoeuvre (left turn, right turn, and going straight) during inference.

This contribution is structured as follows: related work is reviewed in Section II. Section III describes our proposed method in detail. Results and experiments are presented in Section IV. Section V summarizes our results.

5.2 Literature Survey

Driver behaviour prediction models attempt to anticipate actions by observing how a driver interacts with the vehicle and its environment. In the case of
manoeuvre prediction, the models infer the driver’s intent by mapping his interaction with control elements available in the vehicle, such as steering wheel, accelerator or turn signal, to the manoeuvre being modelled. Many different techniques have been proposed to model driver behaviour and predict the action a driver will perform next.

Neural networks are powerful for learning sample input/output relationships. The simplest forms of neural networks (single or multi-layer perceptrons) construct a mapping between input and output data by adjusting the weights of neural connections in a learning phase. After the network is trained, it is able to compute output values from input data not used in the training process. In the case of predicting driving maneuvers, the input of a neural network could be behavioral data such as steering wheel angle and speed, and the output of the model a prediction value for a maneuver. For example, authors in [15] implemented a neural network that learns how to execute overtaking manoeuvres from primitive manoeuvres.

Several prediction systems have been developed with the aim of anticipating future human action in various contexts [9, 13, 12]. Similar research is conducted in the context of vehicle driving. For instance, Frolich et al. [8], Kumar et al., [17], and Morris et al. [20], attempt to predict future lane change manoeuvers. Authors in [8] use turn signals of other vehicles to predict the intent of other drivers before they change lanes or turn. A predictive model for lane changes is developed in [17] where authors use Support Vector Machines (SVM) and Bayesian filtering. Morris et al. [20] have developed a real-time prediction system capable of anticipating a driver’s intent to change lanes a few seconds before it occurs.

MacAdam and Johnson [18] modelled driver steering behaviour using neural networks, while Dogan et al. [7] developed a prediction system using feed
forward and recurrent neural networks to model lane changes on curved roads and compare lane changing to lane keeping scenarios. Mitrovic [19] built a model to predict lateral and longitudinal vehicle acceleration by way of training a neural network.

Even though neural networks are powerful learning mechanisms, their main drawback is that they are very difficult to analyse since the information they encode is not easily interpretable. Another disadvantage is that most neural networks are not able to handle a temporal sequence of data points, but only compute the output for one data vector at a time. In the domain of driver behaviour modelling, especially for the prediction of driving manoeuvres, the data usually consists of sequences of individual phases and including this temporal information is essential.

Bayesian networks (BN) are probabilistic models which provide the possibility to define a structure of causal dependencies between variables in a directed acyclic graph, where the directions of these links imply a causal relation. A variety of driver models have been developed using Bayesian networks. As an example, Tezuka et al. [28] implemented a model that discriminates between lane keeping, lane change and emergency lane change using steering wheel angle as input information. Amata et al. [1] predicted stopping behaviour at intersections based on environmental conditions (traffic signs, pedestrian crossing, and leading vehicle) and a calculated driver type. Since Bayesian networks are probabilistic models, they are well suited at dealing with uncertainties. This is an advantage for driver modelling, where uncertainty plays a significant role. A drawback that simple Bayesian networks share with neural networks is the difficulty of including temporal information. A more complex form of Bayesian networks, dynamic Bayesian networks, can be used to model changes in a variable over time. However, this makes the construction and
Fuzzy logic is a form of logic used for approximate, rather than exact reasoning. Since driving a vehicle is largely a reasoning process, it is intuitive to use fuzzy logic to model driving behaviour, especially in the context of driving manoeuvres. A prediction system based on fuzzy logic was presented in [26] to distinguish emergency braking from merely strong braking behaviour. Ohashi et al. also predicted left and right turns using fuzzy logic and case-based learning [22]. Khodayari et al. et al. implemented a car-following model based on fuzzy logic aimed at predicting the driver’s car-following behavior [11].

Hidden Markov models (HMM) are another type of probabilistic networks, a special case of Bayesian networks. The purpose of an HMM is to estimate a Markov chain. An example of a driver model using HMMs was proposed by Kuge et al. [16]. The model consisted of three HMMs, one for each of these manoeuvres: emergency lane change, ordinary lane change and lane keeping. Authors in [10] developed several driving models based on HMM and its extensions to predict turns and lane changes. Other driver models that predict lane changes based on HMM have been proposed in [6], [23], [24]. Since the strength of HMMs lies in sequential pattern recognition, they are suited for the prediction of driving manoeuvres, given that these are sequential in nature.

5.3 Proposed Method

Several factors such as the driver, the vehicle, and surrounding context influence driver intent and manoeuvres. In order to predict driving manoeuvres, we need to model the driver’s intent and driving context jointly. A driver
Figure 5.2: Overview of the proposed approach for predicting driving manoeuvres.

Figure 5.3: IO-HMM Layers: The model includes a Hidden Layer, representing the driver’s state; an Output Layer, representing features related to driver cephalo-ocular behaviour; and an Input Layer representing features related to vehicle dynamics.

behaviour model requires the ability to accept data time series concerning the driving context. Hence, a model such as HMM is better suited than discriminative models such as SVM or others that do not consider these temporal aspects. We chose an Input Output Hidden Markov Model (IO-HMM, an extension of HMM), to build a driving manoeuvre prediction model. Figure 5.2 shows an overview of our system.

5.3.1 Modelling Driver Manoeuvres Using IO-HMM

A Hidden Markov Model (HMM) is a probabilistic model of two sets of random variables, states and outputs [25]. States result from a stochastic process and their evolution cannot be observed over time, but only through substantiation
Figure 5.4: Gaze points are shown on driving images 5 seconds before a left turn, going straight, and a right turn. Images are divided into six regions.

5.3.2 Cephalo-Ocular Behaviour and Vehicle Dynamics Features

Eyes play an important role in detecting driver intent since the driver looks directly at objects prior to taking action based on the information provided by
the fixation [2]. We believe that combining cephalo-ocular behaviour (3D Line of Gaze (LoG) and head pose) and vehicle dynamics can yield a predictive model of driver manoeuvres.

We consider two features related to the cephalo-ocular behaviour of the driver, namely the 3D Point of Gaze (PoG) in absolute coordinates, and the horizontal (left-right) head motion extracted from the head pose data. In order to relate the 3D LoG of the driver to a 3D PoG, a cross-calibration technique due to Kowsari et al. is used to transform the 3D LoG expressed in the coordinates of the eye-tracker into that of the forward stereo camera system of the experimental vehicle [14]. The 3D PoG is obtained by intersecting the projected 3D LoG onto the imaging plane of the stereo scene with a valid depth estimate. We divide the image scene to six non-overlapping rectangular regions (as shown in Figure 5.4) and construct a histogram of 3D PoGs falling into these regions. Figure 5.4 shows the PoGs over the last 5 seconds before a manoeuvre (left turn, right turn or going straight) occurs. As it is clear in the picture, drivers pay attention to different parts of the scene when deciding to perform different manoeuvres. We also calculate horizontal driver’s head movements and build a 20-bin histogram to track the driver’s head movement prior to a manoeuvre.

The feature vector forming the input layer of our model includes the data captured from the vehicle’s CANbus network. Contemporary vehicles equipped with on-board diagnostic systems (OBD-II) allow sensors to report on current status and constitute the interface through which odometry is made available in real-time. Since 2008, the CANbus protocol has become mandatory for OBD-II. This standardization simplifies the real-time capture of vehicular data. We encode steering wheel angle and speed of the vehicle as features. We make a histogram of steering wheel angles over the last 5 seconds before
a manoeuvre occurs. We also calculate the minimum, maximum and average speed of the vehicle over this time.

Table 5.1: Description of Driving Sequences Used For Experiments.

<table>
<thead>
<tr>
<th>Seq. #</th>
<th>Date Of Capture</th>
<th>Age</th>
<th>Gender</th>
<th>Temperature</th>
<th>Weather Condition</th>
</tr>
</thead>
<tbody>
<tr>
<td>Seq. 8</td>
<td>Sep. 12, 2012</td>
<td>21</td>
<td>M</td>
<td>27°C</td>
<td>Sunny</td>
</tr>
<tr>
<td>Seq. 9</td>
<td>Sep. 17, 2012</td>
<td>21</td>
<td>F</td>
<td>24°C</td>
<td>Partially Cloudy</td>
</tr>
<tr>
<td>Seq. 10</td>
<td>Sep. 19, 2012</td>
<td>20</td>
<td>M</td>
<td>8°C</td>
<td>Sunny</td>
</tr>
<tr>
<td>Seq. 11</td>
<td>Sep. 19, 2012</td>
<td>22</td>
<td>F</td>
<td>12°C</td>
<td>Sunny</td>
</tr>
<tr>
<td>Seq. 13</td>
<td>Sep. 21, 2012</td>
<td>23</td>
<td>M</td>
<td>19°C</td>
<td>Partially Sunny</td>
</tr>
<tr>
<td>Seq. 14</td>
<td>Sep. 24, 2012</td>
<td>47</td>
<td>F</td>
<td>7°C</td>
<td>Sunny</td>
</tr>
<tr>
<td>Seq. 15</td>
<td>Sep. 24, 2012</td>
<td>44</td>
<td>F</td>
<td>13°C</td>
<td>Partially Sunny</td>
</tr>
</tbody>
</table>

Figure 5.5: Our data set.
5.4 Experimental Setup

5.4.1 Driving Sequences

To evaluate our prediction model, we used several driving sequences recorded by driving our instrumented vehicle in the urban area of London Ontario, Canada [3]. These sequences consist of natural driving sequences\(^1\) with the sum of the aforementioned information, such as gaze, head pose, GPS data, vehicle speed, and steering wheel angle. Figure 5.5 depicts a few samples from our 3TB data set. Table 5.1 describes the driving sequences we used to perform the experiments. We annotated the driving videos with 220 events including 65 left turns, 75 right turns, and 80 randomly sampled instances of driving straight. Each turn annotation marks the start time of the manoeuvre before the vehicle starts to yaw.

5.4.2 Prediction Procedure

Algorithm 2 depicts the complete procedure of our prediction model using IO-HMM. As it was shown in Figure 5.3, the hidden layer \(Y\), which represents the driver’s state depends on the input layer \(X\). The input layer represents features obtained by the vehicle’s CANbus data network\(^2\) (vehicle dynamics). The output layer \(Z\) describes cephalo-ocular behavioural features (driver gaze and head pose). \(P_M\) is the probability of manoeuvre \(M\).

---
\(^1\)The stereo cameras operate at 30 frames/sec.
\(^2\)A Controller Area Network (CANbus) is a vehicle bus standard designed to allow micro controllers and devices to communicate with each other in applications without a host computer.
Algorithm 2 Predicting Driving Maneuvers Using IO-HMM

**Input:** Cephalo-Ocular Behaviour and Vehicle Dynamics Features

**Output:** Probability of each maneuver

while driving do

- Extract features $Z^k$ and $X^k$ (Sec. III. B)
- Calculate probabilities of manoeuvres $P_M = P(M|Z^k, X^k)$
- Choose a manoeuvre if any of $P_M > 0.7$

end while

5.5 Experimental Results

To evaluate the accuracy of our method, we needed to calculate how correctly our algorithm anticipates future manoeuvres. We anticipate manoeuvres every 20 frames (0.67 seconds) at which times the algorithm performs a series of processes on the recent driving data. The prediction system produces three probabilities for left turn, right turn, and driving straight events which together sum to 1. After prediction, the system chooses one of the manoeuvres based on these probabilities. If any of the probabilities is above a threshold\(^1\), the system picks that manoeuvre, and chooses otherwise to make no prediction.

We rate our algorithm performance using precision ($P_r$) and recall ($R_e$) scores:

$$P_r = \frac{t_p}{t_p + f_p}$$ (5.1)

$$R_e = \frac{t_p}{t_p + m_p}$$ (5.2)

where $t_p$ is the sum of correctly predicted manoeuvres, $f_p$ the sum of wrongly predicted manoeuvres, and $m_p$ the manoeuvres that were wrongly not predicted (the system does not choose any manoeuvre). The precision $P_r$ mea-

\(^1\)The prediction threshold is set to 0.7 for our experiments.
sures the fraction of predicted manoeuvres that are correct, while recall or sensitivity $R_e$ measures the fraction of manoeuvres that are correctly predicted. We also calculate the average Time-to-Manoeuvre which determines the time between prediction and that of the start of a manoeuvre.

Table 5.2: Results of driving manoeuvres prediction on our data set.

<table>
<thead>
<tr>
<th></th>
<th>$P_r$ (%)</th>
<th>$R_e$ (%)</th>
<th>Time-to-Manoeuvre (s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>IO-HMM</td>
<td>74.5</td>
<td>76.6</td>
<td>2.9</td>
</tr>
<tr>
<td>IO-HMM G</td>
<td>74.2</td>
<td>78.8</td>
<td>3.2</td>
</tr>
<tr>
<td>IO-HMM H</td>
<td>77.9</td>
<td>80.3</td>
<td>3.4</td>
</tr>
<tr>
<td>IO-HMM G+H</td>
<td>79.5</td>
<td>83.3</td>
<td>3.8</td>
</tr>
</tbody>
</table>

We use a 5-fold cross validation process to train and test our prediction model. Table 5.2 reports the precision, recall, and Time-to-Manoeuvre for anticipating driving manoeuvres (left turn, right turn, and straight) under three settings:

- **IO-HMM**: the prediction model considers only vehicle dynamics information
- **IO-HMM G**: the prediction model considers only gaze information in the output layer
- **IO-HMM H**: the prediction model considers only head information in the output layer
- **IO-HMM G+H**: the prediction model considers both gaze and head information in the output layer

As Table 5.2 indicates, both precision and recall are higher for **IO-HMM G+H**, where both driver’s gaze information and head motion are taken into
account for building the prediction mechanism. The model predicts manoeuvres 3.8 seconds before they occur, on average. It is interesting to note that while precision is roughly equivalent between IO-HMM and IO-HMM G, both recall and Time-to-Manoeuvre improve (by 2.2% and 0.3s, respectively). A similar but more pronounced effect occurs when comparing IO-HMM with IO-HMM H, where all metrics improve. Lastly, IO-HMM G+H improves precision by 5%, recall by 6.7% and Time-to-Manoeuvre by 0.9s over IO-HMM. These results empirically demonstrate the value of cephalo-ocular behaviour for the prediction of driver-initiated manoeuvres.

Figure 5.6 shows the confusion matrices for joint prediction of all the manoeuvres. Modelling manoeuvre prediction with IO-HMM provides a discriminative modelling of the state transition probabilities using features extracted from vehicle dynamics and driver cephalo-ocular behaviour. Figure 5.7 plots the $F_1$-score changes for different values of the prediction threshold and shows how the threshold can act as a trade-off between precision and recall. The $F_1$-score is the harmonic mean of precision and recall, defined as

$$F_1 = \frac{2P_rR_e}{P_r + R_e}. \quad (5.3)$$
Figure 5.7: The plot shows the impact of prediction threshold on \( F_1 \)-score for IO-HMM G+H.

We observe that the \( F_1 \)-scores from our prediction algorithm remain relatively stable as the threshold changes. The prediction model anticipates manoeuvres every 0.67 seconds and processes the last 20 frames to current time. The system predicts driving manoeuvres under 3 milliseconds on average on a 3.40GHz Core i7-6700 CPU with Windows 10.

5.6 Conclusion

We developed a prediction model using IO-HMM that anticipates a particular type of driving manoeuvres. Our focus was on demonstrating that eye and head movements are predictive of driver-initiated manoeuvres. We utilized features extracted from the cephalo-ocular behaviour of drivers and vehicular dynamics as inputs to our predictive model. Experimental results empirically proved that cephalo-ocular behaviour is at least a partial predictor of driver intent. Future work includes demonstrating this fact for other types of driver manoeuvres.
Bibliography


Chapter 6

Conclusion and Future Work

Nowadays, driving is a daily, fun and yet intricate task which is composed of several critical subtasks. To explore drivers’ intentions in different situations during driving, we must model and analyze drivers’ behaviors. Researchers are trying to understand and model driver behavior to predict the most probable next maneuver and assist the driver to make a good decision. In chapter 5, we utilized the driver cephalo-ocular behavior to specify the relationship between this information (gaze position, head position, ...), current driving maneuvers, vehicular attitude and driving behavior of the driver in order to predict the next maneuver. We developed a prediction model using IO-HMM that anticipates turning maneuvers. Experimental results proved that cephalo-ocular behavior and visual search patterns of drivers can be demonstrative of driver intentionality.

In chapter 4, we proposed a novel approach to improve vehicle localization accuracy by estimating vehicle position and orientation which that minimize the observed difference between detected lane features and projected lane-marking splines using a particle filter.
Consequently, we proposed algorithms to detect surrounding objects such as vehicles and traffic signs within the attentional visual area of drivers to investigate their impact on predicting driving maneuvers. Our experiments showed that our method robustly detects vehicles and signs in driving scenes.

Our contribution to this research can be summarized as follows:

1. Constructing a real-time system to detect vehicles within the attentional visual area of drivers.

2. Presenting an approach to detect and recognize traffic signs inside the attentional field of drivers.

3. Proposing a novel approach to improve vehicle localization accuracy.

4. Developing a prediction method to anticipate driver intent.

5. Annotating the sequences. (turning maneuvers, signs, vehicles, ...)

6.1 Future Work

Research on driver intent and advanced driving assistance systems are relatively recent with the potential for significant results and applications in the near future. Here are a few possible research areas that may be undertaken immediately:

1. Objects detected within the attentional visual area of drivers can be used in the driving maneuver prediction model.

2. We believe similar detection systems could easily be developed to identify other objects drivers routinely encounter and attend to, such as pedestrians, cyclists, traffic lights, and more.
3. While the instrumentation represents a successful proof of concept, it was noted that wider viewing angles for the stereo cameras and eye-trackers using more than two cameras (to compensate for head rotations) would allow us to track the 3D driver gaze into the surroundings in a more comprehensive manner.

4. The physical limitations of the instrumentation prevented its use at night and in adverse weather conditions. Such limitations could be removed entirely by a judicious choice of hardware, enabling the study of driver intent in diverse conditions.
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