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Abstract

Practical models for the subnetworks of smart grid are presented and analyzed. Critical

packet-delay bounds for these subnetworks are determined, with the overall objective of

identifying parameters that would help in the design of smart grid with least end–to–end

delay.

A single–server non-preemptive queueing model with prioritized critical packets is

presented for Home Area Network (HAN). Closed-form expressions for critical packet

delay are derived and illustrated as a function of: i) critical packet arrival rate, ii) ser-

vice rate, iii) utilization factor, and iv) rate of arrival of non-critical packets. Next,

wireless HANs using FDMA and TDMA are presented. Upper and lower bounds on

critical packet delay are derived in closed-form as functions of: i) average of signal-to-

interference-plus-noise ratio, ii) random channel scale, iii) transmitted power strength,

iv) received power strength, v) number of EDs, vi) critical packet size, vii) number of

channels, viii) path loss component, ix) distances between electrical devices and mesh

client, x) channel interference range, xi) channel capacity, xii) bandwidth of the channel,

and xiii) number of time/frequency slots. Analytical and simulation results show that

critical packet delay is smaller for TDMA compared to FDMA. Lastly, an Intelligent

Distributed Channel-Aware Medium Access Control (IDCA-MAC) protocol for wireless

HAN using Distributed Coordination Function (DCF) is presented. The protocol elimi-

nates collision and employs Multiple Input Multiple Output (MIMO) system to enhance

system performance. Simulation results show that critical packet delay can be reduced

by nearly 20% using MA-Aware protocol compared to IDCA-MAC protocol. However,

the latter is superior in terms throughput.
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A wireless mesh backbone network model for Neighbourhood Area Network (NAN)

is presented for forwarding critical packets received from HAN to an identified gate-

way. The routing suggested is based on selected shortest path using Voronoi tessellation.

CSMA/CA and CDMA protocols are considered and closed–form upper and lower bounds

on critical packet delay are derived and examined as functions of i) signal-to-noise ra-

tio, ii) signal interference, iii) critical packet size, iv) number of channels, v) channel

interference range, vi) path loss components, vii) channel bandwidth, and viii) distance

between MRs. The results show that critical packet delay to gateway using CDMA is

lower compared to CSMA/CA protocol.

A fiber optic Wide Area Network (WAN) is presented for transporting critical

packets received from NAN to a control station. A Dynamic Fastest Routing Strategy

(DFRS) algorithm is used for routing critical packets to control station. Closed-form

expression for mean critical packet delay is derived and is examined as a function of: i)

traffic intensity, ii) capacity of fiber links, iii) number of links, iv) variance of inter-arrival

time, v) variance of service time, and vi) the latency of links. It is shown that delay of

critical packets to control station meets acceptable standards set for smart grid.

Keywords: Delay, HAN, Modelling, NAN, Smart Grid, and WAN.
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Chapter 1

Introduction

1.1 Introduction to Smart Grids

Power grid is a term used to describe electricity system that supplies power to Electrical

Devices (EDs), located at customers’ site, through four operations: generation, transmis-

sion, distribution, and control station. It has become critical to connect a communication

network/system between the control station and customers for the purpose of gathering

and analyzing real–time data about customers to monitor and effect corrective measures.

This has become all the more important after the events like the North American power

outages that occurred between 1998 and 1999, which left nearly 3.5 million customers

without electricity in specific cases for long durations of time.

Efficient communication network infrastructure is therefore the catalyst that ele-

vates especially interconnectivity between different utilities and is in turn essential for

avoiding unexpected disconnections from power grid. Such a communication infrastruc-

ture is referred to as intelligent network or smart grid. Smart grid gathers information

from customers to enable automated delivery of power to them in an efficient way and

protects customers from disconnection to power grid.

In [1], a communication network architecture is presented that still needs innovative

solutions to integrate it effectively with the power grid. EDs often suffer from unreli-

able power supply during peak hours. Meanwhile, power grids are becoming larger and

more complex, encompassing thousands of EDs, requiring a more stable power supply

system. These concerns have contributed to the emergence of the first smart grid (2005)

by Italy’s Telegestore Project, which serves nearly 27 million users. This grid is based on

smart meters connected via low-bandwidth Power Line Communication (PLC) systems.

Since then, works on smart grids have been expanded to analyze the performance of the

electrical network over large geographic areas and to deal with anomalies. In December
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2007, the USA applied efforts to create and deploy a smart grid, with the Energy Inde-

pendence and Security Act (EISA) encouraging utility companies to begin deployment

of smart grids. In this regard, a Federal Smart Grid Task Force was established with the

objective of modernizing the power grid for enabling quick response to demand, and for

providing high-quality power to customers. As a result, smart grid was deployed in 2008

in Colorado, USA, for connecting customers to power grid through a control station. In

2012, work on smart grid designs culminated in the specification of standards for smart

grid and were published by the American National Institute of Standards and Technol-

ogy (NIST) [2]. The logical connections among different system domains are discussed in

these standards. It is highlighted that communication networks should support current

and future electrical devices for purposes of monitoring, fault detection, fault isolation,

addressability, service discovery, routing, quality of service, and security [3].

One of the most significant challenges facing smart grid architects is that of provid-

ing end-to-end communication services. Power equipment should have the ability to send

large amounts of information in order to facilitate communication between power plants

and consumers. Such networks should provide robust connectivity between EDs and

the control stations. This connectivity should aid in decision making based on reports

received from EDs, to track power faults and respond to them instantaneously.

To put the scale of the problem into perspective, it is estimated [4], that the annual

business loss due to problems of power grid at 150 billion dollars as shown in Fig. 1.1. The

United States grid consists of nearly 3,200 electric utilities operating with about 70,000

power plants serving around 315 million consumers using nearly 157,000 miles of high

voltage electric transmission lines [1]. The average age of the power grid transmission

line is 50-60 years [3]. Between 1988 and 1998, the demand for electricity in the U.S

grew by 30%, yet only 15% new transmission capacity was created [4]. The severity of

potential costs does not pertain to the scale only. Environmental factors are also critical,

as around 40% of America’s total CO2 emissions are due to electricity production [5].

The added layer of intelligence through smart grid requires independent processors in

each ED and at each substation and power plant. These processors must have a robust

operating system and be able to act as agents that can communicate and cooperate with

each other using a large distributed computing platform. When this does not happen

due to delay, losses due to miscommunication start to accumulate [6] and can potentially
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Figure 1.1: Annual business losses from power grid problem.

lead to system instability.

A sobering example of how fast the critical data need to be transmitted for quick

and corrective action can be seen in the case of the missing Malysian aircraft (MH 370),

in April 2014. The aircraft disappeared from radar screens, but the response system was

unable to make a quick decision and relay it quickly enough. Similarly in a smart grid,

the power status information generated by EDs are critical and required to be conveyed

for decision making with a guaranteed minimum value of delay. The different types of

critical data are [7]: i) alarms on power level usage, ii) status on power fault detection,

iii) quality of power, and iv) weather and environment. The end-to-end delay being the

critical metric in smart grids is a function of various parameters such as node energy and

network characteristics. The hypothesis in this work is that there always exists room for

improvement.

1.2 Literature Survey and Motivation

Recently, smart grid has been studied in numerous works. Sood, in 2009, [5, 6] examined

the interconnection between several power system applications and network availability

with the aim of enhancing power generation using smart grids. Souryal et al. [8] pre-

sented a study to assess and deploy wireless technologies for smart grids. In their work,

3



they analyzed the performance of smart grid using IEEE 802.11 standard. Also, they

devised a model link layer network to measure reliability, delay, and throughput between

relays and customers. However, their model was simply based on channel effects and col-

lisions and it did not take into account end-to-end service, and the domains of operations

and customers. In [9], the challenge of managing network demand is investigated using

the characteristics of smart meters, bandwidth requirement, and delay via the Ethernet.

Hamid et al. [10] examined a multigate network, a tree-based structure, to provide reli-

able two-way communication between meters and a data collector node. They introduced

a scheduling scheme to balance traffic among a set of gateways. Delay effects were not

considered. Galli et al. [11] proposed a method for modelling smart grids and addressed

the issue of data transmission over Power Line Communication(PLC) system. One of the

first efforts that addressed end-to-end services in a smart grid was examined by Sauter

et al. [12]. They addressed a combination of gateways between application servers and

customer nodes using PLC system and an IP-based network. The generic solution they

proposed encouraged researchers to further study end-to-end connections between ap-

plications and servers. As data security gained more attention, Sauter et al.[13, 14, 15]

discussed issues of privacy and protection of information confidentiality in smart grids.

In [16], a dynamic operation of cellular- based smart network is examined for reducing

operational expenditures and CO2 emissions. Base stations in the network are designed

to control retailers’ ability to procure electricity. Mohammad [17] considered a wireless

mesh network for collection of data from electrical equipment, and investigated its per-

formance to determine the number of relays that would reduce the choice of overhead.

The numbers of clients, communication bandwidth and distance factors are considered

by Mohammad [18] in the design of mesh network using optimization methods.

The trade-off between wireless coverage and capacity is addressed by Hongjian [19]

and methods for improving the spectral efficiency and coverage for communication in-

frastructure in smart grids are also discussed. Lopez et al. [20] investigated bidirectional

real-time communication strategies for modelling distribution large of smart grid. The

results show that flexible and cost-effective solutions are possible in smart grid. Kulka-

rni [21] discussed interconnection of networking system in smart grid with the aim of

improving robustness, scalability, and fault detection. It is shown that deployment of

a mesh radio-based protocol can help smart meters to discover the best connectivity

4



to a concentrator closet to them. In [22], Fateh studied hybrid hierarchical smart grid

that combined wired and wireless systems with the aim of minimizing installation and

operational costs. Results showed that wireless link bandwidth is a limiting factor when

optimizing cost. Later, Yi et al. [23] used wireless mesh network for smart grids and

investigated its delay performance for critical communications. However, they did not

consider the constraints associated with real-time scenarios in smart grid. Kong et al.

[24] considered a wireless neighbourhood area network based on IEEE 802.15.4g standard

and assumed that smart meters are divided into groups and take turns sharing wireless

channels using the slotted Alloha protocol. Their objective is limited to quantifying the

QoS metric as a function of number of concentrators per 10 km2 of geographical area.

A smart grid, in general, must be interoperable and communicate with subsystems

that are distributed and allows multiple applications to communicate with each other.

Smart grids generate billions of data points from thousands of devices, requiring contin-

uous on-the-spot analysis for prioritizing. This leads to timing challenges in smart grids.

These challenges become more complex in the light of architectural design, limited band-

width resource, shadowing effect, number of channels, channel interference etc. All these

factors contribute to unacceptable packet loss and delays in smart grid. In an attempt to

address these challenges, Gupta et al. [25] obtained a tighter upper bound on delay for

a Neighbourhood Area Network (NAN) with single-hop traffic and general interference

constraints. They estimated the expected delay for independent arrival streams using

Maximum Weighted Matching (MWM) scheduling policy. Irfan et al. [26, 27] introduced

a data distribution technique called Delay-Responsive Cross Layer (DRX) that uses ap-

plication layer to perform cross-layer predictions for the end-to-end delay. The technique

can be used for applications in smart grid. They did not address realistic scenarios in

which interfering nodes exist and the claims in their work is based on simulations without

theoretical support. Gowdemy et al. [56, 29] studied critical communication with respect

to consumer needs and investigated throughput, delay, and scalability of NAN in smart

grid using Greedy Perimeter Stateless Routing (GPSR) strategy. They showed that the

upper bound on delay of 100 ms can be achieved. However, the simulation scenario was

limited to a single-hop IEEE 802.15.4 network. Neal et al. [30] used an optimization

tool to implement minimal communication structure requirements for smart grid subject

to delay and pricing constraints. They used concepts from queuing theory to quantify
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Figure 1.2: Chronological research effects in smart grid communications.

parameters to control delay in smart grid. They did not consider practical constraints

such as channel capacity limits, data distributions etc. Al-Anabgi et al. [31] proposed an

algorithm to allow the transmission of data using Guaranteed Time Slots (GTS) which

can be used to reduce end-to-end delay of critical data in a HAN. This algorithm al-

though is aimed at minimizing the delay of critical data, its application is limited to

IEEE 802.15.4 networks.
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Table 1.1: A list of notable research efforts in smart grid

Feature [10] [12] [17] [19] [22] [21] [25] [26, 27] [56, 29] [31] Proposed
Model

Architecture Multi-
gate
net-
working
based
on hy-
brid
tree
routing

PLC
with IP
based

Cooperative
modelling

Various
relaying
strate-
gies

Hierarchical
networks

Mesh-
radio-
based
solution

Maximum
weighted
match-
ing

DRX
based
on
IEEE
802.15.4

Greedy
Perime-
ter
State-
less
Routing

Guarante-
ed Time
Slots

Interconnect-
ed networks
based
on IEEE
802.11

Reliability Reduce
network
conges-
tion

Data se-
curity

Local
wireless
mesh ar-
chitecture

Improving
the
spectral
effi-
ciency

Minimizing
the instal-
lation
and op-
erational
costs

Maintain
connec-
tivity

Allows
for
simul-
taneous
trans-
missions

Monitors
the
appli-
cations

Select
opti-
mum
time
slot al-
location

Increase
number
of paths

Minimizing
delay and
provides
real-time
platform

Scalability X X X X X X X X X X X
Delay X X X X X X X X X X X
Complexity High High Low High Low High Moderate High High Moderate Low
Cost X X X X X X X X X X X

Wide Area Network

Neighbourhood  Area 

Network

Home Area Network

WAN

NAN

HAN

Generation Utility

Transmission Utility

Distribution Utility

Consumers

Figure 1.3: General view of power grid/smart grid.

A summary of chronological research efforts in smart grid communications in the

areas of scalability, cost optimization, QoS improvement, and delay minimization is de-

picted in Fig. 1.2. Table 1.1 provides a list of research efforts in smart grids and can

be used to identify gaps in research that need to be addressed in the areas of archi-

tecture, reliability, scalability, delay, and cost of smart grids. It is noted that critical
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data communication in smart grid plays a major role and has been studied in bits and

pieces. An examination of a comprehensive model of smart grid, with major focus on

critical communication delay analysis (consumers to the control station) is lacking in the

literature.

1.3 Structure of Smart Grid

A comprehensive model of smart grid must address consumers’ demand, economic bal-

ance of power generation and supply, and time required to respond to remotely located

consumers. Also, the model must effect successful operation, power transfers, and reduce

energy losses. In order to understand and fulfil these expectations, a general view of

power grid/smart grid is shown in Fig. 1.3 in which electrical devices (customers) are

served through three stages of utility: generation, transmission, and distribution. Smart

grid serves as an interface between customers and utility power grid. Customers generate

real-time data regarding quality of supply and consumption of power received from the

power grid. The data generated is then transmitted to a control station via smart grid.

The control station analyzes data received from customers and effects controls in utility

to restore/maintain/ correct power supply to customers.

A conceptual hierarchical structure of smart grid is shown in Fig. 1.4 and consists of

three layers of communications with interfaces between layers. The first layer is the Access

Layer (AL) where data is gathered from customers or EDs. The network associated with

this layer is HAN, The data generated at AL is then passed on to Distribution Layer

(DL). The network associated at this layer is NAN. Finally, data from DL is passed on

to Core Layer (CL) and the network associated at this layer is WAN. The data from

the WAN is finally sent to the control station. In essence, smart grid is modeled as a

network consisting of these subnetworks, namely, HAN, NAN, and WAN. Thus, in this

thesis modelling and analysis of these three subnetworks of smart grid for critical data

communication is addressed.
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Figure 1.4: A conceptional model of smart grid.

Figure 1.5: A pictorial view of a smart grid.

Fig. 1.5 shows a pictorial view of smart grid. In order to avoid collision between

subnetworks of smart grid, IEEE 802.11 technology can be used as a possible wireless
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choice for all three layers since the standard [32] allows simultaneous use of three disjoint

spectrum bands: 2.4 GHz, 3.6 GHz, and 5 GHz. This standard is widely used in homes

to attain high-bandwidth connections and requires small amounts of electrical power.

This fact is a motivating factor in the modelling and analysis of smart grid (the HANs,

NANs, and WANs). The emphasis in this thesis is focused on establishing bounds on

critical communication delay between EDs and the control station.

1.3.1 Three Subnetworks of Smart Grid

As expanded view of smart grid with three subnetworks with interface nodes is shown in

Fig. 1.6. The EDs in HAN subnetworks generate routine and critical data in the form of

report of packets and are required to be communicated to the control station via NAN and

WAN. The MCs serve as interface nodes between HAN and NAN. The MCs are assumed

to be connected to a set of MRs that are strategically located in NAN. In the NAN

subnetwork, packets collected from HAN subnetwork move from MR to MR to identified

gateways. The gateway nodes in NAN serve as interface nodes to WAN subnetworks.

The packet received in WAN then move through high-speed WAN to identified gateway

nodes in it which are connected to the control station. Thus, the gateway is WAN serve

as interface nodes to the control stations. The packets received at the control station are

analyzed to effect corrective measure at EDs through the power grid.
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Figure 1.6: An expanded view of smart grid model.

In this generalized model, there are two possible ways to convey messages from elec-

trical devices to control stations: via wires or wirelessly, as shown in Fig. 1.6. Although

a generalized model of smart grid is shown, each subnetwork in it must be carefully mod-

elled to understand the parameters that influence the delay in the transmission of critical

data from EDs to the control station to effect corrective measures. These sub-networks

are modelled theoretically and by MATLAB simulator. MATLAB is a well-established

simulator, authenticated platform and licensed to be used for studying models such as
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queueing theory and wireless/wired communication network models. Also, because most

of the work is based on communication models MATLAB is used for the entire thesis

and found it easier for the author and consistent. In this content, in the next section,

the objectives of this thesis are sketched.

1.4 Thesis Objectives

In this section, the problems addressed in the thesis with specific objectives are described;

with particular emphasis to critical data communication between EDs and the control

station.

1.4.1 Modelling and Analysis of Home Area Network (HAN)

In HAN, wireless communication is considered between EDs and their respective Mesh

Clients (MCs). In addition, the traffic from each ED is modeled as a combination of rou-

tine and critical data/reports. A single-server non-preemptive priority queuing system is

suggested to prioritize critical reports and transmit using Head-of-Line (HOL) schedul-

ing strategy. Mesh Clients (MCs) examine channel status to allocate the most available

subchannels that do not interfere with each other. After prioritization of packets that are

ready to be transmitted, each MC polls EDs in its domain to allocate maximum number

of available channels using: i) FDMA and ii) TDMA techniques, until all reports at EDs

have been transmitted. In the model, PCF is considered and an Interference model is

used to avoid collisions. The specific objectives are:

• To develop a probabilistic model to represent the multi-class traffic generated by

an ED in HAN and to use it as input to a single-server non-preemptive queueing

system with HOL scheduling strategy and to derive closed-form expressions for

average packet delay and mean buffer length for each class of traffic. Subsequently,

to generalize this result to the case of a set of EDs connected to an MC and to

identify parameters that influence critical packet/report delay in HAN.

• To present models of wireless HAN using: i) FDMA and ii) TDMA communication

resource allocation strategies.
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• To develop theoretical upper and lower bounds on critical packet delay in HANs

as a function of i) average signal-to-noise ratio; ii) transmitted signal strength;

iii) random channel scale; iv) number of slots/bands; v) path loss component; vi)

distance between EDs and MC; vii) channel capacity and viii) channel bandwidth.

• To develop a software package to simulate wireless HAN and to compare analytical

results with simulations.

1.4.2 Modelling and Analysis of Channel-Aware MAC

Protocol for HAN

The wireless HAN can be modeled to have a single collision domain if deployed in DCF

mode for communication between a set of EDs and an MC. Further, if MIMO technology

is used further enhancements in critical packet delay and throughput can be achieved.

In this content, the specific objectives are:

• To use an Intelligent Distributed Channel Aware Medium Access Control (IDCA-

MAC) protocol for wireless HAN employing MIMO technology.

• To use an algorithm to recover lost packets due to a collision in the MIMO based

wireless HAN using IDCA-MAC protocol.

• To develop and implement wireless HAN in software for estimating and identifying

parameters that influence critical packet delay.

1.4.3 Modelling and Analysis of Neighbourhood Area Network

The NAN can be modeled as a set of strategically located MRs. The interface nodes,

MCs, from HAN are assumed to be connected to MRs via wired links. It is noted that

several MCs may be connected to each MR in HAN. The objective in NAN is to move

packets from MR to MR, one hop at a time until the packet reaches a gateway node

in NAN which serves as the interface node to WAN. There may exist several gateway

nodes in NAN. Since the packet has to traverse quickly to a gateway to minimizes delay,

the Voronoi tessellation concept is used to determine an efficient straight-line routing

strategy between an MR and gateway node. The concept involves finding the distance
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between the location of each MR to its virtual bound edge which is smaller than the

distance to its vertex. For wireless transmission, each MR is responsible for sensing and

allocating channel based on modified Carrier Sense Multiple Access/Collision Avoidance

(CSMA/CA) and Code Division Multiple Access (CDMA) in Distributed Coordination

Function (DCF) mode. The Signal to Noise plus the Interference Ratio (SINR) plays an

important role in the allocation of channel for transmission of packet. Consequently, the

maximum number of packets that can be assigned in a time slot leads to minimal delay.

In a nutshell, the packet has to move from an MR to an MR in a straight-line path until

it is received at the gateway. The specific objectives are summarized below:

• To propose a Wireless Mesh Backbone Network (WMBN) model for NAN and to

specify communication protocol and routing strategy.

• To provide an end-to-end shortest path routing using the Voronoi tessellation for

transmissions of packets from MR to gateway node.

• To present an optimum solution for transmission of critical packets to gateway node

with minimal delay, subject to channel characteristics.

• To derive closed-form expressions for upper and lower bounds on delay as a function

of: i) signal-to-noise ratio, ii) signal interference, iii) critical packet size, iv) number

of channels, v) channel interference range, vi) path loss components, vii) channel

bandwidth, and viii) distance between MRs.

1.4.4 Modelling and Analysis of Wide Area Network

The WAN covers large areas and the distance between two nodes is typically measured

in kilometres. The links connecting nodes in WAN are high-speed cables. In this thesis,

the links are modeled as fiber optic cables. Optical communication provides up to 15

“superchannels” with high data rates. A Dynamic Fastest Routing Strategy (DFRS) is

presented in WAN for routing packets to minimize delay and traffic congestion. The

specific objectives are summarized below:

• To propose a topological design of WAN that adapts to faster routes to achieve

minimum end-to-end delay.
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• To propose a Dynamic Fastest Routing Strategy (DFRS) for WAN with n number

of nodes and m number of links that enables the packets to choose the best routes

from source node to gateway.

• To derive a closed-form expression for critical packet delay in WAN as a function

of : i) traffic intensity, ii) capacity of fiber links, iii) number of links, iv) variance

of inter-arrival time, v) variance of service time, and vi) the latency of links.

1.5 Thesis Organization

The thesis is divided into seven chapters. In chapter 2, background on the thesis is

provided. It determines the key terms used in the thesis, and describes different commu-

nication components used in modelling smart grid.

In Chapter 3, a single-server non-preemptive queueing model is proposed and an-

alyzed for handling multi-priority traffic generated by EDs in smart grids. Closed-form

expressions for average packet delay for a two-class (high priority and periodic base) traf-

fic are derived and illustrated. The average packet delay is a function of i) critical packet

arrival rate; ii) service rate; iii) utilization factor; and iv) rate of arrival of periodic base.

It is shown using numerical results that the proposed model can be used to estimate

critical packet delay in the HAN subnetwork of smart grid.

In Chapter 4, a wireless HAN model is proposed to achieve minimum communica-

tion delay for transmission of critical packet from EDs to MC. The delay performances

of models using i) FDMA and ii) TDMA are presented. In the analysis, multi-path re-

ception and path loss exponent factor are also considered and closed-form expressions for

delay are derived. The critical packet delay is a function of the i) Signal-to-Interference-

Plus-Noise Ratio; ii) interferences; iii) number of critical packets; iv) size of the packet in

bits; v) number of scheduled channels; channel interference range; and vi) power trans-

mitted. Analytical and simulation results show that critical packet delay is smaller for

TDMA compared to FDMA.

Chapter 5 focuses on practical modelling of HAN. The objective is to propose a

model that allows simultaneous transmission of multiple packets at (higher/lower) rates

depending on condition of wireless channel between EDs and MC. A protocol named

IDCA-MAC for HAN that used MIMO technology is proposed, evaluated, and compared
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with conventional MA-Aware protocol. The IDCA-MAC protocol and the entire model

for HAN are explained in detail and simulated using NS-2 simulator and MATLAB.

Simulation results show that critical packet delay increases by nearly 20% using IDCA-

MAC protocol compared to MA-Aware protocol.

In Chapter 6, a WMBN model is deployed for NAN and it serves as the distribution

layer that receives data from HAN and forwards it to the upper core layer. The main

objective is to move the packet from router to router until it reaches identified gateways

subject to the criterion of minimum delay. The routing suggested is based on selected

shortest path using Voronoi tessellation. CSMA/CA and CDMA protocols are consid-

ered and closed–form upper and lower bounds on critical packet delay are derived and

examined as functions of i) signal-to-noise ratio; ii) signal interference; iii) critical packet

size; iv) number of channels; v) channel interference range; vi) path loss components;

vii) channel bandwidth; and viii) distance between MRs. The results show that critical

packet delay to gateway using CDMA is lower compared to CSMA/CA protocol.

In Chapter 7, a fiber optic WAN is presented for transporting critical packets

received from NAN to a control station. A DFRS algorithm is used for routing critical

packets to control station. Closed-form expression for mean critical packet delay is derived

and is examined as a function of: i) traffic intensity; ii) capacity of fiber links; iii) number

of links; iv) variance of inter-arrival time; v) variance of service time; and vi) the latency

of links. It is shown that delay of critical packets to control station meets acceptable

standards set for smart grid.

In Chapter 8, the conclusions of this thesis and the conclusions from results obtained

are summarized. Also, areas for further research in the light of the needs of power

grid/smart grid are outlined.
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Chapter 2

Background

2.1 Introduction

In this chapter, an overview on smart grid with focus on its sub-networks communication

infrastructures is presented. Smart grids are comprised of several interconnected layers of

networks: i) HAN, ii) NAN, and iii) WAN. Two communication technologies are possible

to convey data between these sub-networks: wire-line and wireless. However, wire-line

communication technologies required new infrastructure compared to wireless communi-

cation networks. The idea of using mixture of these two technologies in modelling smart

grid is a common practice in studying sensitive end–to–end delay from consumers to the

control station.

This chapter identify key terms used in the research. Then, it determines the

assumptions considered in the thesis, describes different communication components used

in modelling smart grid, and discusses the effective communication technologies.

2.2 Key Terms

Many smart grid EDs are delay sensitive; therefore, a certain value of end-to-end delay

should be guaranteed. End-to-end delay is the main smart grid network issue that needs

to be investigated. However, it is tightly bounded by many other factors such as node

energy and network capacity. This research attempts to model a smart grid communi-

cation network to address these network challenges and issues. Therefore, during this

thesis, terms used need to be defined.

Throughput – This term is used to describe the successful of transmission of data

in pits per second (bits/s) over a medium to a receiver.

17



Delay – This term is used to describe the time takes for the data to be received

at receiver side and it measures in second (s).

Channel Capacity – This term is used to describe the measures capabilities of

carrying data over a channel.

Quality of Service – This term is used to describe the quality required in bits

over a wire-line network.

Channel Interference Range – This term is used to describe number channels

that are overlapping with an active channel.

Interference – This term is used to describe the action of distortion when two or

more users are transmitting simultaneously using one channel.

Routing – This terms is used to describe the forwarding data between nodes and

it can be proactive and reactive strategies.

Voronoi– This term is used to describe a technique that helps to find shortest

routing path to destination.

2.3 Network Models and Assumptions

The vision of proposing this work for a PhD thesis is to develop bounds on delay for

transmitting critical packets in smart grid to control station. The desire for this thesis

concurs with the expectations of those in the industry, which is that a model be able to

detect, predict and to provide timely service restoration to take further decisions on how

to isolate potential breaches.

Because delay of transmitting critical packets from electrical devices through smart

grids is important, modeling of end-to-end communication networks is taken into con-

sideration in this study. To study end-to-end communiation, the sum of queueing and

transmission delay factors at intermediate nodes must be considered. Thus, our work

seeks to derive closed-form expressions to evaluate the delay between EDs at the cus-

tomer side and the final destination of the control station.

For more detail, three parts have been considered:

1. Modeling and delay analysis for HAN.

2. Modeling and delay analysis of a mesh backbone network in NAN.
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3. Modeling and delay analysis of a wireline network in WAN.

In developing these interconnected networks, wireless delay factors (architecture de-

sign, scheduling, queueing, node transmission power, routing, limited bandwidth, number

of channels, and channel interference) are considered to obtain an example solution for

critical delay messages. This thesis work investigates wireless network delay performance

to support different critical time applications in a few steps. In the first step, an ex-

pression for delay from electrical devices to mesh clients/access points (APs) is obtained.

There are several devices located randomly at customers’ locations. Thus, a model of

wireless network that schedules different priority traffic arriving from electrical devices

to mesh clients is proposed. Then, calculation of the delay subject to queueing models,

signal interferences, the number of electrical devices, the number of channels, and the

power of node transmission is given. After that, it is assumed that the mesh client con-

veys messages to the mesh router without any loss because it is connected directly to the

mesh router. In a wireless mesh backbone network, the packet has to move from routers

to the identified gateway. So, in this step, the delay calculation is obtained between

mesh routers and the gateway, subject to Voronoi cell shapes, routing metrics, signal

interference, node power transmission, router locations, noise, number of mesh routers,

number of channels, and distance. To illustrate, two extreme real-world application sce-

narios are considered to find the acceptable upper and lower bounds on delay. Thus,

an analytical wireless network model is proposed for understanding the interconnected

wireless networks. To validate the work in the first part, a platform scenario environ-

ment is implemented using the certified planning network professional, the MATLAB

simulator. The work will then be examined and analyzed by comparing theoretical work

with simulation results. Finally, this work presents a delay analysis to check whether the

performance analyzed meets the desired goals of wireless networks in smart grids, and

the results approached will be compared with the work obtained in the literature that

uses the same conditions.

In the following sub-sections, required communication components for smart grid

are discussed.
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2.3.1 Generating Functions

Generating functions in probability theory play an important role for the sum of discrete

random variables [33]. This tools help in differentiating types of packets generated by

EDs and they are independents. Indeed, Probability Generating Function (PGF) provides

simple form of sums and limit of these random variables. If X and Y are two independents

distribution, PGF transforms a sum into a product to be handled. Therefore, the PGF

can be calculated as:

Gx(z) =
∞∑
k=0

pks
k = E(zk), (2.1)

where pk = P (X = k), k = 0, 1, 2, ..., and X takes a finite number of values. For

example, the PGF of Poisson distribution is calculated as:

Gx(z) =
∞∑
k=0

pkz
k =

∞∑
k=0

1

k!
λke−λzk = eλ(z−1) (2.2)

2.3.2 Wireless Interference

Different spectrum are considered to model the design. Therefore, no wireless interference

across different layers. Nevertheless, each individual layer has radio channel environment

effects such as path loss, channel overlap, and environmental noise. Inter-channel in-

terference issue is clearly explained in Fig. 2.1. Fig. 2.1 is an example of channels

bandwidth and how they are overlapped to each other [56].
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Figure 2.1: IEEE 802.11 Channel Blocks.

In addition, wireless signal decay for the path loss as Pr is defined in (2.3) see Fig.

2.2.

ED
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r
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Figure 2.2: Example of how distance is considered.

Pr = Po(
r

ro
)−ϕ, (2.3)
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where ϕ is the path loss.

Since all transmissions affect u node that using channel i, Fig. 2.3 and Fig. 2.4

illustrate the total effects of the power signal into i channel.

u

)(tP

re
f )(tP

)(tP

)(tP

Figure 2.3: Powers signals decay effects to i channel into u node.

u Node
j

jj

j

Figure 2.4: Transmissions around u node.

Indeed, IEEE 802.11 has two access schemes: random access control, which is

Distributed Coordination Function (DCF), and centralized access control, which is Point

Coordination Function (PCF). DCF has two working mechanisms: two way handshaking,

or four way handshaking.

2.3.3 Channel Capacity

In transmitting information at rate R, the channel is used every t seconds. The channel

capacity is then measured in bits per channel use. In 1948, Claude E. Shannon and V.
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Kawadia [55] defined the notion of channel capacity and provided a mathematical model

by which it could be computed. The expression used to determine channel capacity can

be described as follows:

C = B log2(1 + SNR), (2.4)

where B is channel bandwidth, SNR is the signal to noise ratio.

2.3.4 Routing and Communication

Straightline Routing algorithm is considered in this work because critical packets n will

be forwarded along path close to the cells connected to other mesh routers. This path line

must traverse a sequence of cells until reaches gateway [71]. To avoid interference, upper

bound delay case is considered and conservative communication strategy is developed.

2.3.5 Communication Access Schemes

Even though each node in the network is required to forward packets to another node,

the communication in smart grid could carry periodic or bursty traffic. Therefore, com-

munications is required to estimates the channel condition and schedule to send priority

packets at a data rate not exceeding the channel capacity before periodic packets. Trans-

mission schedule schemes in each wireless local area network require adjustments to

differentiate between types of data.

2.3.6 Optical Communication

Optical fiber is the channel cables used for optical communications [84]. For instance, if

a group of nodes are connected with these cables, transmitter node will transmit infra-

red wavelengths with speed of light (3× 108) m/s to the receiver side. Both sides must

be equipped with modulation and demodulation techniques for signal conversion. In

addition, each cable is capable to handle up to 15 channels. The issue of routing is

addressed in Chapter 8.
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2.3.7 MATLAB Simulator

In this thesis, the simulation model for studying delay performance of interconnected

network systems and scenarios is based on Matrix Laboratory (MATLAB) simulator

[34] that includes channel interference range, number of channels, and signal to inter-

ference ratio. MATLAB is a multi-paradigm numerical computing environment and

fourth-generation programming language. It is a commercially available simulator for

communication systems and networks. It has great flexibility in supporting design and

analysis of communication networks. Also, it supports devices, protocols, and appli-

cations. In comparison with other simulators, MATLAB has more detailed simulation

models, and provide better configuration as it has more advanced ability to simulate

physical links and antennas. It is built with various toolboxes such as MuPAD symbolic

engine and Simulink that add graphical multi-domain simulation and model-based de-

sign for dynamic and embedded systems. These properties give MATLAB the ability

to be adopted to smart grid communication networks and provide analysis for various

applications.

2.4 Smart Grid Components

A comprehensive model of smart grid must address consumers’ demand, economic bal-

ance of power generation and supply, and time required to respond to remotely located

consumers. Also, the model must effect successful operation, power transfers, and reduce

energy losses. In order to understand and fulfil these expectations, a general view of

power grid/smart grid is shown in Fig. 1.3 in which electrical devices (customers) are

served through three stages of utility: generation, transmission, and distribution. Smart

grid serves as an interface between customers and utility power grid. Customers generate

real-time data regarding quality of supply and consumption of power received from the

power grid. The data generated is then transmitted to a control station via smart grid.

The control station analyzes data received from customers and effects controls in utility

to restore/maintain/ correct power supply to customers.

This fact is a motivating factor in the modelling and analysis of smart grid (the

HANs, NANs, and WANs). The emphasis in this thesis is focused on establishing bounds

on critical communication delay between EDs and the control station. Therefore, wireless
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technology is assumed considered for HAN and NAN, and wire-line communication is

considered for WAN.

2.4.1 Home Area Network

In HAN, the traffic generated at electrical devices is either periodic or bursty. Bursty

traffic is the most critical information that needs to be transmitted to the control sta-

tion,for it may indicate that the device is running abnormally. It can be thought as a

multi-class queues model. For instance, old devices sometimes consume more power or

have less than enough power to run efficiently. This might affect the performance of the

whole power grid, and sometimes a sudden shut down might occur.

This part of the research focuses on how to prioritize high priority packets and

establish bounds on delay between the electrical devices and their mesh client. Thus, a

Point Coordination Function (PCF) accessing mode is studied since PCF access functions

have the advantage of providing better delay times. Three main issues arise in accessing

channels in HAN. The first issue is differentiating between the scheduled bursty prior-

ity traffic and periodic traffic. The second issue is identifying the effects of allocating

channels for priority traffic while doing simultaneous transmissions. The last issue is

establishing an expression for delay between electrical devices and their mesh clients. In

this subnetwork, electrical devices use a different wireless spectral band than what is

being used in the backbone. Indeed, IEEE 802.11 allows users to use wireless networks

with three bands: 2.4G, 3.6G, and 5G. The reason for not using the same band in the

two sub-networks, HAN and backbone, is to avoid collisions. In this thesis, the scenario

of abnormal events occurring in power grids nearest to the clients is considered. The

coverage of this area is managed by Local Area Networks (LANs) that are monitored by

the mesh client node.

Generated packets in ED are queued in a single queue server using Kendall’s no-

tation [47] in the form A/S/C, where A is the distribution function of the inter-arrival

times, S is the distribution function of the service times, and C the number of the servers.

Mathematically, it can be proved by Markov chains. For example, M/M/1 queue is a

model where packets arrival rate follows Poisson distribution and service rate follows

exponential distribution with one server and infinity queue size as shown in Fig. 2.5.

There are various scheduling discipline can be used; however, First Input First Output
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(FIFO) is assumed to be used in molding discrete server queue. In addition, packets with

high priority have to be served first. Therefore, there are two types of priority queues

are available: preemptive, where server can be interrupted, and non-preemptive, where

server cannot be interrupted. Thus, non-preemptive single server queue is preferred be-

cause server should not be interrupted when it is transmitting packets to MC. Here, it

is required that the utilization factor of the system ρ = λ/µ < 1, otherwise the queue

length will explode.

 

FIFO Discipline 
Server

Figure 2.5: The structure components of M/M/1 model.

Two different classes are considered to differentiate two type of packets: i) high

priority class and ii) low priority class. Therefore, the expected total number of packets

is:

E[u]T = E[u1] + E[u2], (2.5)

where E[u1] is the expected number of high priority packets, and E[u2] is the expected

number of low priority packets. Based on little theory [47], the expected number of high

priority packets is given as:

E[u1] = λ1 × E[d1], (2.6)

where λ1 is the arrival rate of high priority packets and E[d1] is the expected delay of

high priority packet. Once the packets are prioritized, wireless transmission medium

is considered. MC polls EDs using FDMA or TDMA to schedule transmissions [55].

FDMA is responsible for allocating a single channel to only one ED at a time. However,

redefineding the entire bandwidth as a group of different frequency bands in order to

increase the number of simultaneous transmissions and to avoid interference is considered.

For instance, some EDs will be allocated to different frequency bands with inter-channel

separation. The remaining EDs have to wait for some period of time. Thus, there is an
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allocation waiting time and there is also a queue for the critical packets in each ED. On

the other hand, TDMA schedules transmission in a wireless LAN that lets each packet

fit into one time slot duration τ only. To formulate the problem mathematically, n

reports will be generated at time t = 0. Then, the objective is to represent the minimal

achievable time ∆HAN to send this report to the mesh client. The mesh client uses

the PCF mode to poll electrical devices to schedule data transmission from electrical

devices. The wireless channel of transmission should not be overlapped, meaning it can

accommodate, at most, one packet at any time, as well as simultaneous transmissions.

A comparison of the measurement level between the signal power and noise gives the

signal-to-noise ratio

SNR =
signal power

noise power
. (2.7)

Consequently, to satisfy the desired power signal to the noise power, the SNR threshold

β should be ≥1.

γu,i =
P (t)

N +
∑
{j} Iu,i,j

, (2.8)

where i is the current occupied transmission channel and Iu,i,j refers to the interference

caused by the simultaneous transmissions j on channel i at node u.

In particular, electrical devices will transmit n reports, which include the status

information, to the Mesh Client inside the network. It is known that TDMA and Carrier

Sense Multiple Access (CSMA) are currently employed access schemes in IEEE 802.11

protocols [32].

Delay performance using the TDMA scheme as opposed to the Frequency Division

Multiple Access (FDMA) scheme as the latter is designed for different objectives other

than communication delay.

2.4.1.1 FDMA and TDMA Schemes

FDMA is responsible for allocating a single channel to only one client at a time, as

shown in Fig. 2.6. FDMA is technically simple to implement; however, much of the

bandwidth will be wasted, almost always being allocated to somebody even if the client

not transmitting. In this access method, there is no waiting time, as shown in (2.9) since
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Figure 2.6: FDMA frequence bands.

there is no queue for the data in which to wait.

ωFD = o (2.9)

On the other hand, in TDMA the signal will be divided into a number of long slots.

Fig. 2.7 shows that every short time of a channel will be allocated and then move to

another channel until all clients are allocated. Here, there is waiting time that needs to

be considered, which can be represented as the following:

ωTD =
1

M

M∑
m=1

(m− 1)
T

M
;ωTD =

T

2

(
1− 1

M

)
, (2.10)

where M is the time slots. However, this will benefit burst data. This data could split

up in time and TDMA will prepare this data to send.

This burst data would take a short slot of time and wouldn’t be noticed or affect

other allocations. Meanwhile all other appliances would allocate to different available

time slots. This would be known as time division multiple access. Appliances in HAN

would carry two types of data: periodic data and bursty data, as shown in Fig. 2.8,

Fig. 2.10 shows that TDMA would serve a certain number of electrical devices,

allowing them to access the system, and at the same time increase the efficiency of trans-

missions. Another advantage is that TDMA will offer efficient utilization for hierarchical
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Figure 2.7: TDMA Time Slots.
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Figure 2.8: Type of data generated by elctrical deivces.
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structures.

To illustrate transmission function, and regarding allocation users into the channel,

as shown in Fig. 2.9, the process in FDMA looks simple to implement since each electrical

S1  Queue of Bits Data

Buffer Group of 

Bits

R/M

S2  Queue of Bits Data R/M

SM  Queue of Bits Data R/M

b b b

Buffer Group of 

Bits

b b b

Buffer Group of 

Bits

b b b

R : bits/Sec

M: Number of Slots

SM: Number of Electrical Devices

Figure 2.9: FDMA Transmission Function.

device will allocate a single channel at a time. However, the FDMA process wastes the

entire transmission time in the channel as denoted by (2.11), and (2.12):

DFD = T (2.11)

τFD = T (2.12)

For a clear explanation, Fig. 2.7 shows that TDMA will save resources and time. Since

waiting time is the disadvantage in TDMA, each electrical device will take only a short

duration to complete the transmission as:

τTD =
T

M
(2.13)

30



S1

Buffer Group of 

Bits

S2

SM

b b b

Buffer Group of 

Bits

b b b

Buffer Group of 

Bits

b b b

R : bits/Sec

SM: Number of Electrical Devices

T

D

M

A

Slot Source

Slot Source

Slot Source

Mb/T

Figure 2.10: TDMA Transmission Function.

The entire length of time will be divided into M number of devices to allow them to

share the same period of time. Consequently, the delay time in this system would be

carried out as:

D = ω + τ (2.14)

Therefore, subtracting (2.11), and (2.10), the overall delay that electrical devices would

take to access the channel is:

DTD = DFD −
T

2

(
1− 1

M

)
(2.15)

The bottom line proven here is, as discussed above, that TDMA is the most suitable

access process for electrical devices in HAN to access the channel. Raleigh and Nakagami

distributions are also considered to describe channel fading. For analytical purpose in

this work, it is assumed that all nodes transmit power Pt, and receive power equals Pr.
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2.4.1.2 Small Scale Fading

The small scale fading is used to describe the distortion on the transmitted signal due to

random delay, reflection, diffraction, and scattering. The change is in the amplitude of

the signal and its phase. The variation is small because it is comparatively fast. Different

types of fading is shown in Fig. 2.11 [54].

Fading Channel

Doppler SpreadMultipath Delay SpreadShadwing EffectPath Loss

Slow 

Fading
Fast Fading

Frequency 

Selective 

Fading

Flat Fading

Large-Scale Fading Small-Scale Fading

Figure 2.11: Fading types.

Thus, the Probability Density Function (PDF) of γu,i in small scale fading is pre-

sented as:

p(γ) =
p
√

Ωγ
γ̄

2
√

γγ̄
Ω

, (2.16)

where α is the signal scale, Ω is the mean squared value of α, γ = α2Es/No, and its

average γ̄ = ΩEs/No. The magnitude of the received signal is affected in the case of there

is no Line–of–Sight (LoS) between EDs and MC, which is called Rayleigh distribution.

The PDF of α used to model the multi-path fading is given as:

PR(α) =
α

Ω
exp

(
− α

2Ω

)
, α ≥ 0. (2.17)
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Therefore, the PDF of the instantaneous γ is obtained as:

PR(γ) =
1

γ̄
exp

(
−γ
γ̄

)
, γ ≥ 0. (2.18)

If there is LoS signal component, the wireless channel can be modelled as Nakagmi

distribution. It is used to model multipath channel as a function of fading parameter k.

Various model can be generated by giving different value to k. For example, when k = 1,

it means there is no LoS and leads to Rayleigh distribution. As k →∞, fading channel

approaches Additive White Gaussian Noise (AWGN) channel. The PDF is consequently

obtained as:

PN (γ) =

(
k

γ̄

)k γk−1

Γ(k)
exp

(
−kγ

γ̄

)
, γ ≥ 0. (2.19)

2.4.2 Neighborhoods Area Network

In this section, a wireless mesh network is deployed as the backbone network. It serves

as a distribution layer that receives data from the electrical devices via mesh clients and

forwards these data to the wire-line network.

To illustrate, as discussed in the previous HAN layer, data will be collected by

mesh clients. In a mesh backbone sub-network, each mesh router will have one or more

mesh clients that are connected directly by a wire-line. The mesh routers are wirelessly

interconnected and the main objective is to move the packet from router to router until

the packet reaches the identified gateway.

TIn the following subsection, the methodology and preliminary results are pre-

sented.

The n report packets collected from mesh clients, with each packet of length L

bits, is forwarded to the router in the backbone network. Mesh routers are located

distributively among Voronoi cells. The long link distances between routers are subject

to attenuation and communication challenges. This work examines the transportation

delay of transmitting reports between mesh routers and gateway node.

2.4.2.1 Routing Technology

Routing technology is used in selecting a path for traffic in a network. There are two types

of routing: i) proactive mode and ii) reactive mode. In reactive routing, router keeps
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silence until routing is needed; however, in proactive mode router updates matrix table

with the suitable paths all the time. Proactive is needed in NAN for selecting shortest

path route to destination. Among these routing strategies, Voronoi tessellation provides

realistic routing in large scale demography compared to other existing routing techniques.

By putting the routers in a well-planned location, it allows for communication coverage for

HANs and provides a realistic example for location distribution measurements. Voronoi

irregular cells are a suitable choice as they have the advantage of allowing to select

shortest path between sources and last destination. Fig. 2.12 illustrates the example of

the cells in a Voronoi diagram [23]. Each irregular cell shape of Voronoi contains the

location of a mesh router.
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Figure 2.12: Definitions of Voronoi Cell Shapes.

In such a case, both mesh routers and mesh clients are co-located. Because mesh

routers are widely distributed over mesh backbone networks, long-distance information

will be considered. The best communication case occurs when the receiver is located

close to the transmitter. In this case, it is assumed that the amount of interference at

the mesh receiver is minimal. Based on Voronoi cells, the distance between a mesh router

in the network and its edge is less than the distance between the router and its vertex:

dedge < dvertex. So, the minimum distance between two mesh routers is 2dedge.

When the distance between two mesh routers is <20 m, interference will be ignored

because minimum distance between the two routers is considered. After that, estimation

of the capacity is required. To determine the capacity of the link between these routers,

the Shannon theorem is considered.

The next step is to determine the reduction of the signal strength when the signal

is transmitted through a space. Depending on the environmental space, the path loss ϕ
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will vary between 2 and 4. Knowing that Xu −Xvj is the distance between two nodes,

then based on d(ref), the capacity of the link is given as:

Ci,u = B log2

1 +

P (t)

( ∣∣∣Xu−Xvj ∣∣∣
d(ref)

)−ϕ
N +

∑
j Iu,i,j

 , (2.20)

where d(ref) is the reference distance where the transmitted power has no losses.

2.4.2.2 CSMA/CA and CDMA Schemes

Wireless communication in NAN is taken place under Distributed Coordination Function

(DCF) mode. DCF synchronous data to be transferred through the channel based on

CSMA/CA protocol [32]. CSMA/CAas shown Fig. 2.13 is responsible to monitor the

channel if it is idle or not while there is no possible to detect collision if it occurred. In

order to allow this protocol to work perfectly, Short Inter-frame Space (SIFS), which is

a required period for giving the priority to other stations, use different type of frames

such as Acknowledgement (ACK) frame, CTS frame, and any frame exchanges. For

completing one transmission, handshaking frames, which are Request to Send (RTS) and

Clear To Send (CTS), require to operate with CSMA/CA. If the data arrived without

any error, the receiver will reply back with ACK packet. The length of RTS frame is 20

bytes, which is much shorter than data frame, while the length of Data frame is 2300

bytes long. Moreover, CTS has only 14 bytes length. For avoiding collision, CSMA/CA

must sense the channel in order to perform a transmission while the backoff counter is

random. The duration that required to complete one successful transmission is imported

in duration field that is suppose to be adjusted in Network Allocation Vector (NAV). The

Slot Time used in 802.11 it to define Inter-frame Space period (IFS), which is responsible

to determine the backoff time in range 0 to 7. When the backoff counter becomes zero,

CSMA/CA will sense the channel in the way of doing the transmission.

On the other hand, CDMA is modeled and used to form a spread spectrum com-

munication [55]. In CDMA, the signal is spread over a wider frequency band, as shown in

Fig. 2.14. Thus, CDMA allows each MR in NAN to transmit simultaneously using coding

35



RTS Data

CTS ACK

NAV (RTS)

NAV (CTS)

NAV (data)

CW

DIFS SIFS

SIFS SIFS

DIFS

Defer 

access

Source

Destination

Other

Backoff 

start

Figure 2.13: CSAM/CA timing diagram.

theory. This enables the time of transmission to overlap. In contrast, TDMA allows EDs

to share a channel by taking turns, whereas FDMA allows EDs to share a channel on

different frequency bands. CDMA, however, allows few packets to be transmitted to the

available channels, but only the desired signal will be extracted. The rest is considered to

be noise. From a delay perspective, unlike other access schemes, CDMA does not require

synchronization among the nodes. Shadowing effects are neglected in this study because
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Signal 2

Signal 1

Signal 1

Signal 3

Signal 2

Signal 3

Signal 2

Signal 1

Band 2

Band 3
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Frequency

Time

Figure 2.14: CDMA time/frequence slots.

the nodes are not located randomly in the site. However, environmental noise Additive

White Gaussian Noise (AWGN) and inter-channel interference are included.
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2.4.3 Wire-Line Network

The objective of this chapter is to present the third layer, which is wire-line network as

it is shown in Fig. 2.15. It is basically to find the delay of this network.

F

E

C

B

D

G

Control Station

Mesh 

Backbone

A

Figure 2.15: Wire-Line Network.

The way to find the delay in wire-line network is based on routing scheme, traffic

matrices and queueing theorem [47]. For instance, let us consider the wired network

shown in Fig. 2.16, and the traffic-cum-routing matrix is shown in table 2.1. In addition,

let assume the average packet length to be 1500 bits. The Capacity of the links are given

in table 2.2.
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Figure 2.16: Wire-Line Network Example.

Table 2.1: Traffic (packets/second)-cum-Routing Matrix

A B C D E F

A X
15

AB

20

ABC

5

AD

25

ABE

2

ABEF

B
15

BA
X

10

BC

12

BCD

10

BE

5

BEF

C
20

CBA

10

CB
X

5

CD

15

CFE

10

CF

D
5

DA

12

BCB

5

DC
X

10

DE

5

DCF

E
25

EBA

10

EB

15

EFC

10

ED
X

10

EF

F
2

FEBA

5

FEB

10

FC

5

FCD

10

FE
X
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Table 2.2: Wire Link Capacities

Wire Links Capacity (M bps)

AB, BA 2

BC, CB 2

CF, FC 10

FE, EF 5

DE, ED 2

BE, EB 2

DC, CD 2

AD,DA 2

To determine the average packets delay in the network, delay will be calculated for

each link by applying the following:

Ti =
1

µCi − λi
(2.21)

Then, it is observing that traffic from A to B traffic (15 packets/sec) uses link

AB, A to C traffic (20 packets/sec) uses link AB, A to E traffic (25 packets/sec) uses

link AB, and A to F traffic (2 packets/sec) uses link AB. Adding all of them, they give:

λ1 = 15 + 20 + 25 + 2 + 62packets/sec. By applying this to all links, delay calculation is

provided for each link as it’s shown in table 2.3.
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Table 2.3: Table for computing delays over each of the links in the network

i Link
Capacity Ci

Mbps

Traffic, λi

Packets/Sec
Tims

1 AB 2 62 786.6

2 BC 2 42 772.4

3 CF 10 30 150.7

4 EF 5 32 302.9

5 AD 2 5 752.8

6 DC 2 22 762.6

7 BE 2 42 774.4

8 DE 2 10 755.7

9 BA 2 62 786.6

10 CB 2 42 774.4

11 FC 10 30 150.7

12 FE 5 32 302.9

13 DA 2 5 752.8

14 CD 2 22 762.6

15 EB 2 42 774.4

16 ED 2 10 755.7

Based on above table, total number of packets/sec arriving in the network is 490

packets/sec. Finally, the average packet delay for the network is calculated using following

(2.22), which is equal to 0.6372ms

Average Delay =
16∑
i

λi
λ

(2.22)

In this thesis, high speed communication is required for critical data; thus, fiber

optic cables is considered for high-speed network.
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2.5 Summary and Conclusions

In this chapter, background on smart grid components is provided. In next chapter, traffic

modelling and analysis of prioritizing pakcets are given to ensure successful transmission

with minimal delay.
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Chapter 3

Single-Server Non-Preemptive Priority

Queueing Model for HAN 1,2

3.1 Introduction

Traffic modelling and analysis are important in the development of smart grids. Electri-

cal Devices (EDs), located remotely in HAN, generate packets with a variety of priority

classes. Traffic with High Priority (HP) packets is delay-sensitive and needs to be deliv-

ered to a control station with least delay for enabling corrective measures. The intrinsic

problem thus is the need to ensure successful transmission of HP traffic with minimal

delay. Since each priority class is an independent discrete event, Probability Generating

Function (PGF) can be used as it is useful for dealing with sums of random variables

easily. The packets generated by an ED can be modelled as either High Priority (HP) or

as Periodic Base (PB). While PB packets carry routine information, HP packets carry

critical information. The communication from an ED to a designated Mesh Client (MC)

is assumed to be wireless. In this chapter, the primary objective is to present a queueing

model for HAN and subject it to delay-analysis.

.1. A. Noorwali, M. Alsharef, R. Rao, and A. Shami, “Delay Analysis of Discrete-Time
Non–Preemptive Priority Queues in EDN of Smart Grids,” Proceedings of 2016 Inter-
national conference on Communications Computer Science and Information Technology
(ICCCSIT), Dubai, pp. 2–7, March 2016.

2. A. Noorwali, R. Rao, and A. Shami, “Wireless EDN in Smart Grids Communication:
Modelling, Prioritizing, and Delay Analysis,” International Journal on Networking and
Communication, vol. 5, no. 4, pp.1–12, June 2016.
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EDs generate two classes of traffic: HP and PB packets. HP packets need to be

transmitted as soon as they are generated as they affect the operation of power grid and

contain control information about power supply conditions [1, 2]. The random HP traffic

can be modeled as a Poisson process [35, 36, 45, 38, 39]. Multiple classes’ of traffic are

needed for modelling network traffic in smart grids. Recently, researchers [38, 39, 40, 41]

have investigated priority queuing with multiple classes of traffic. In these, Poisson

arrival process is assumed for each class of traffic to simplify the analysis. Also, PB

traffic is dropped and only transmission of HP traffic is considered. Consequently, this

assumption ignores the importance of PB traffic which is typically periodic and carries

routine information about the operation, power consumption, energy loss, and power

factors for monitoring reasons. Therefore, mixture of periodic and random traffic model

within an ED is needed. This is critical for real time applications.

In this chapter, a queueing system based on HP and PB traffic generated within an

ED is developed. A priority queuing called Head-of-Line (HOL) for scheduling purposes

is considered. HOL [41] is a static priority scheme that always gives priority to delay-

sensitive class of traffic. In the first step, a queueing model for smart grid access network

is presented. The Probability Generating Functions (PGFs) are then derived for this

system to obtain mean buffer length and mean queuing delay for each class of traffic

[42]. The proposed queueing model for HAN is examined both analytically and using

simulations.

3.2 Model of Non-preemptive Single Server

Queueing System

The traffic from ED to MC can be modeled as a discrete single server queuing system

[43, 44] as shown in Fig. 3.1.

The HP traffic is assumed to follow Poisson distribution, and PB is assumed to be

deterministic and independent of HP traffic. In addition, the service time τ is assumed

in this study to be equal to 1 slot. Each ED is connected wirelessly to its MC as shown

in Fig. 3.2.
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Figure 3.2: Model of HAN in smart grid.

44



The number of arrivals of each priority class i during slot a is denoted as bi,a (i = 1, 2),

where i = 1 refers to HP and i = 2 refers to PB traffic, respectively. The joint probability

mass function is characterized as:

b(k,m)
∆
= Prob

[
b1,a = k, b2,a = m

]
, k,m = 0, 1, ... .

One of the greatest strengths of PGF is that it turns a sum into a product. Thus,

the joint PGFs can be written as:

B(z1, z2)
∆
= E

[
z
b1,a
1 , z

b2,a
2

]
. (3.1)

Consequently, the total number of packets arriving during a slot is denoted by bT,a
∆
=

b1,a + b2,a. Further, the PGFs for the total of all packets arriving is given as BT (z)
∆
=

E
[
zbT,a

]
= B(z1, z2). For instance, the packet arrival from HP-class and PB-class during

a slot can be described as B1(z)
∆
= E

[
zb1,a

]
= B(z, 1), and B2(z)

∆
= E

[
zb2,a

]
= B(1, z);

respectively. Furthermore, the arrival rate of each class-i (i = 1, 2) packets is denoted

as λi = Bi
′(1); thus, the total arrival rate is given by λT = λHP + λPB = BT

′(1) =

B1
′(1) +B2

′(1). The stability condition of the queueing system is defined as ρT = λT /µ,

which should be < 1 for a stable system [41]. µ is the service rate, λPB = E[X]/A,

E[X] =
∑A
a=1 aPa is the mean size of the PB class, A is the total time, and Pa is the

probability that every packet has arrived at an a slot. Because class i = 2 is presumed

to be deterministic, the probability that packets arrive at slot a is equal to 1. Therefore,

the arrival process is jointly Poisson and deterministic. Thus, the PGF B(z1, z2) is given

by:

B(z1, z2) = eλHP (z1−1) +
λPB

1− z2
. (3.2)

In addition, the service rate is the transmission time over the wireless link. Thus, whether

the PDF is consequently following a Poisson distribution depends on the FIFO discipline.

For the priority seeks, if HP packets (in the high priority queue) are generated, the PB

will not be served until the HP buffer is empty. In this work, priority scheduling is

presumed to be non-preemptive, which means the HP traffic will not be interrupted by

any newly generated traffic from PB-class. At the end of the slot in which the HP packet

was transmitted, the packet at the HOL of PB jumps to the queue. Note that both
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classes will follow the single queue with the FIFO discipline.

3.2.1 State of Queuing System

The state of the system at the beginning of time slot a can be represented by the system

buffers as ui,a = (i = 1, 2), where u1,a, u2,a ≤ ∞. Consequently, the future state of

the process depends only on its present state and not on its sequence of past states.

This stochastic process is called Markovian [85]. For instance, the future departure from

each buffer will depend only on the present departure. This departure indicates that

independently generated packets have been successfully transmitted. Therefore, the first

step in our queuing system is to introduce a joint PGF process of u1,a, u2,a denoted

by Ua(z1, z2)
∆
= E

[
z
b1,a
1 , z

b2,a
2

]
. All possible transitions occur in the current state when

there is discussion of at least one channel being allocated to a particular ED. Therefore,

the vector r = [b1,a, b2,a, u1,a, u2,a] is defined to increment and decrement the arrival and

the departure. For instance, the arrival packets occur when HP and PB have generated

packets into the buffer, and are following mutually exclusive events. To illustrate, when

u1,a = u2,a = 0 the transition happens in a state where the amount of arrival is indicated

by: [b1,a−1, b2,a, 0, 0] and/or [b1,a, b2,a−1, 0, 0]. In addition, the transitions happen in a

state of buffers u1,a, and u2,a when one of the following happens [b1,a, b2,a, u1,a−1, u2,a],

and/or [b1,a, b2,a, u1,a, u2,a−1]. When the buffer in HP-class is empty at the beginning of

time slot a, a packet from buffers BP-class is subsequently served. However, if b1,a > 1,

this indicates that the HP buffer is not empty and PB packets will be deferred to the

next time slot a+ 1.

3.2.2 Queueing System Contents

The content of the system is consequently obtained by using the above relationship

between all possible mutually exclusive events. First, the two system queues are empty

and the two different classes’ packets have arrived. The priority will consequently be

given to the HP class, which means high priority packets will depart from the system.

After that, when the PB queue has its packets ready to transmit and at the same time

HP’s packets have arrived, they will be queued in the HP class and leave the system.

The second scenario is when both classes generate packets simultaneously to non-empty
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queues. HP and PB arrival packets will be queued and all HP packets will leave the

system first. On the other hand, when an HP packet arrives at an empty HP queue, it

will also have the priority of leaving the system. Due to the priority mechanism, when

PB packets arrive at non-empty queues, they will be queued until the previous packets

leave the system, and so on. These are characterized by the following:

u1,a+1 = [u1,a − 1]+ + b1,a; (3.3)

u2,a+1 =

[u2,a − 1]+ + b2,a ifu1,a = 0

u2,a + b2,a ifu1,a > 0
(3.4)

where, [.]+ denotes the maximum of the argument and 0. Therefore, U(z1, z2) = Prob

[no service |u1,a = u2,a = 0] + Prob [service PB class |u1,a = 0, u2,a > 0] + Prob

[service HP clas|u1,a > 0]. This yields with E[X{Y }] = E[X|Y ]Prob[Y ] to Ua+1(z1, z2)

= E[z
u1,a
1 z

u2,a
2 {no service}] + E[z

u1,a
1 z

u2,a
2 {serive class-PB}] + E [z

u1,a
1 z

u2,a
2 { service

class-HP}]. Therefore, the PGF of Ua+1 is calculated as:

Ua+1 = B(z1, z2)(Prob [no service ](u1,a = u2,a = 0))

+
B(z1, z2)

z1
(Prob[service class-HP ](u1,a => 0))

+
B(z1, z2)

z2
(Prob[service class-PB ](u1,a = 0 & u2,a > 0)), (3.5)

where, when the two queues are empty, this leads to:

Prob [no service ](u1,a = u2,a = 0) = U(0, 0), (3.6)

However, the probability of empty queues when the server is busy equals 1−U(0, 0) and

class-HP is being served with probability
ρHP
ρT

, this leads to:

Prob[service class-HP ](u1,a > 0, u2,a > 0)

= (1− U(0, 0))
ρHP
ρT

= Ua(z1, z2)− U(0, z2), (3.7)

47



Finally, the probability of empty queues when the server is busy equals 1− U(0, 0) and

class-PB is served with probability
ρPB
ρT

, this leads to:

Prob[service class-PB](u1,a = 0, u2,a > 0)

= (1− U(0, 0))
ρPB
ρT

= Ua(0, z2)− U(0, 0). (3.8)

In a stable system, the distribution of system contents determines the relation between

Ua+1(., .) and Ua(., .) in steady state[41] is outlined by taking a→∞ as:

U(z1, z2) , lim
a→∞

Ua(z1, z2) = lim
a→∞

Ua+1(z1, z2)

Knowing that U(0, 0) is the probability of having an empty system and equal to

1− ρT [42], the joint PGF of the system content is obtained by:

UT (z) , lim
a→∞

E[zuT,a ]

= U(z1, z2) = (1− ρT )
BT (z)(z−1)
z−BT (z)

. (3.9)

For HP-class queue content, and the buffer content can be obtained by calculating

the PGF of UHP (z). By substituting z2 by 1 in (3.9) and using de l’Hopital’s rule [46],

which states that if there is an indeterminate form 0/0, differentiating the numerator

and the denominator is required and then limit is applied. Thus, the average number of

packets in HP-class queue U1(z) is given by:

UHP (z) , lim
a→∞

E[zu1,a] =

(1− ρHP )
BHP (z)(z − 1)

(z −BHP (z))

. (3.10)

The PB-class queue content is given by:

UPB(z) = UT (z)− UHP (z) (3.11)
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3.3 Delay Analysis of Queueing System

Packet delay can be defined as the total amount of times that a packet spends in the

system. In this section, the packet delay of the two classes will be derived. Since the

packets generated by BP are deferred to the next slot a+ 1 if they are generated simul-

taneously with HP packets, the HP class is treated as if they are the only packets that

arrive in the system at slot a. The total delay then is given by:

dtotal = dqueue + dservice. (3.12)

where dqueue is the expected time that packets spend in the queues, and dservice is the

wireless transmission time τ .

The PGF is useful for finding the probabilities and moments of a sum of indepen-

dent random variables. To find the packet delay, we are required to calculate the moments

of HP–and PB– class contents as follows: For the stochastic variables, the average values

of the system content can be found by taking first derivative of the respective PGFs in

(3.9), and (3.10) for z = 1.

By definition, the expected value of E[uT ] = E[uHP ] + E[uPB ]. Where E[uT ] is

derived by taking the first derivative of UT (z) for z = 1 as follows:

E[uT ] =
ρT
2

+
µV ar[bT ]

2(1− ρT )
+

λ2
T

2(1− ρT )
(3.13)

where the variance in PGF can be obtained as: V ar[bT ] = V ar[b1]+V ar[b2]+2Cov[b1, b2],

with V ar[b1] = B1
′′(1) + B1

′(1) − (B1
′(1))2 with V ar[b2] = 0, and Cov[b1, b2] = 0

because both systems are uncorrelated and independent. Therefore, by following the

same procedure and applying it in (3.10), we find E[u1] as:

E[uHP ] =
ρHP

2
+

[
µV ar[b1] + λ2

HP + λHPλPB(µ(µ− 1))

2(1− ρHP )

]
. (3.14)
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Furthermore, the average amount of system content in the BP-class is obtained by:

E[uPB ] =
ρPB

2
+
µ2λPBV ar[b1] + λHPλT (µ(µ− 1))

2(1− ρT )(1− ρHP )

−ρHPλPB(µ− 1)

2(1− ρHP )
. (3.15)

According to Little’s law [47], the expected delay of each class can be obtained by:

E[di] =
E[ui]

λi
, (3.16)

where E[ui] is the expected number of packets in class i, and λi is the packet arrival rate

for a specific class i. Therefore, by applying (3.14) into (3.16), we find the average packet

delay for HP- class by:

E [dHP ] =
µ

2
+

[
λHP + λPB (µ (µ− 1))

2 (1− ρHP )
+

µV ar [b1]

2λHP (1− ρHP )

]
. (3.17)

As E[dHP ] is already calculated; thus, E[dPB ] is obtained by:

E [dPB ] =
µ

2
+

µ2 V ar[b1]
2(1−ρT )(1−ρHP )

+
λT

2 (1− ρT ) (1− ρHP )
− ρHP (µ− 1)

2 (1− ρHP )
. (3.18)

3.4 Average Packet Delay and Contents for HAN

Thus far the analysis presented is valid for the queueing system shown in Fig. 3.1. In

order to extend the results to a typical HAN, shown in Fig. 3.2, consisting of n EDs and

an MC, a modified, queueing system for HAN is shown in Fig. 3.3, where λiHP and λiPB ,

i = 1, 2, ..., n, denote HP and PB arrival rates for each ED. Thus, the overall HP arrival

rate λHP and PB arrival rate λPB are given by:

λHP = λ1
HP + λ2

HP + ...+ λnHP (3.19)

λPB = λ1
PB + λ2

PB + ...+ λnPB (3.20)
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Figure 3.3: Queueing model between a set of n EDs and MC.

Using (3.19) and (3.20) in (3.17) and (3.18) average packet delay for HAN can be de-

termined. Similarly, using (3.19) and (3.20) in (3.14) and (3.15) the average number of

packets in the queueing system in HAN can be determined.

3.5 Numerical Results and Discussion

Using the parameters listed in Tables 3.1, 3.2, and 3.3, the content of queues and their

delays are examined using closed-form expressions given by (3.14), (3.15), (3.17), and

(3.18). Simulation of the queueing system for HAN, shown in Fig. 2.3, is also carried

out to validate the analytical results.

The mean value of queue contents for HP and PB classes of traffic are next examined

using the parameters given in Table 3.1. The results are shown in Fig. 3.4 as a function

of HP arrival rate. When λHP increases, for a fixed value of λPB = 2, it is observed

that the queue contents mostly of HP packets than PB packets due to HOL scheduling

strategy used. For example, at λHP = 10, the queue consists of 232 HP packets and 80

PB packets on the average. On the other hand, when λHP increases to 14, the queue

consists of 936 HP packets and 182 PB packets on the average.
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Table 3.1: Parameters used to determine average number of packets in the system (Fig.
2.4) and average packet delay (Fig. 2.5) as a function of λHP

Parameter Value
Service rate µ 20 packets/slot
PB Arrival rate λPB 2 packets/slot
Slot duration = service time = τ 4µ sec
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Figure 3.4: Average number of packets in the system as a function of HP arrival rate
(λHP ).

By using the parameters given in Table 2.1, the average PB and HP packet delays

as a function of HP arrival rate are plotted in Fig. 3.5 using (3.17) and (3.18). Also,

simulation results are shown in the same figure. From Fig. 3.5, it is noted that for

λHP = 10, the mean HP packet delay is 3m sec and the mean PB packet delay is 40m

sec. When λHP increased to 14, the mean PB packet delay is 0.3 sec and mean HP packet

delay is 5m sec. Thus, it is observed that the mean PB delay increases exponentially

relative to mean HP delay as λHP increases. This implies that as λHP increases PB

packets suffer more delay due to the HOL scheduling strategy.
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Table 3.2: Parameters used to determine average packet delay (Fig. 2.6) as a function
of service rate, µ

Parameter Value
Service Rate µ 14 - 10 packets/slot
PB Arrival rate λPB 1 packet/slot
HP Arrival rate λHP 8 packet/slot
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Figure 3.5: Average packet delay as a function of HP arrival rate (λHP ).

The average delay for both HP and PB traffic are plotted in Fig. 3.6, as a function of

service rate (µ) using the parameters given in Table 3.2. It is observed that the mean

PB delay decreases as µ increases, while mean HP delay almost remains constant. In

Fig. 3.7, average HP and PB packet delays are plotted as a function of queueing system

utilization factor, ρT =
(
λT
µ

)
. It is observed that as ρT → 1, the mean packet delays

associated with HP and PB traffic increases exponentially. This increase in delay is due

to the increase in the number of HP and PB packets in the queue.
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Table 3.3: Parameters used to determine average packet delay as a function of system
utilization factor, ρT

Parameter Value

HP Arrival rate λHP 2 packets/slot

PB Arrival rate λPB 1 packet/slot

Utilization ρT 0.5 - 0.9

10 10.5 11 11.5 12 12.5 13 13.5 14

Service rate (pakcets/slot)

10
-4

10
-3

10
-2

10
-1

10
0

A
v

er
ag

e 
p

ac
k

et
 d

el
ay

(s
ec

)

HP (Theortical)

HP (Simulation)

PB (Theortical)

PB(Simulation)

Figure 3.6: Average packet delay as a function of service rate (µ), for λHP = 8 and
λPB = 1.
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Figure 3.7: Average packet delay as a function of ρT , for λHP = 2 and λPB = 1.

3.6 Summary and Conclusions

In this chapter, a non-preemptive priority queueing model for NAN in smart grid is

developed for a two-class traffic system. Closed-form expressions for average delay of

packets are derived. It is shown that this delay is a function of: i) critical packet arrival

rate λHP ; ii) service rate; iii) utilization factor; and iv) rate of arrival of non-critical

packets, λPB . The proposed model serves a 2-class traffic typically found in smart grids.

The implementation of the system is relatively simple and requires minimal overhead for

HP class of packets. In a nutshell, the jumping mechanism from the PB class queue to

the HP class queue provides better results when the arrival rate of the HP class is low.

The results indicate that the delay for both classes of traffic is between 0.2m sec and 2

sec, which meets the requirements outlined for smart grids. The proposed model is well

suited for access network in smart grid.

55



Chapter 4

Modelling and Delay Analysis of Wireless

HAN 3,4,5

4.1 Introduction

In the previous chapter, a non-preemptive queueing model is suggested for delay analysis

of traffic generated by EDs that are located distributively in HAN of smart grid. The

delay analysis did not particularly reveal the influence of channel characteristics, trans-

mitted powers from EDs and received power at MC, interference etc. In this chapter,

therefore, practical models of wireless HAN are presented and their delay analysis are car-

ried out, as they are important in understanding the time critical communication within

HAN. The goal is to establish delay bounds that can help in the design of satisfactory

smart grids [48, 49, 50]. The most widely used IEEE 802.11 standard requires the use

of advanced control access mechanisms to perform a successful transmission operation.

Therefore, a wireless HAN model is considered to achieve a minimum communication de-

lay for two real scenarios: i) overlapped and ii) non-overlapped channels. The objective is

.3. A. Noorwali, R. Rao and A. Shami, “Modelling and Delay Analysis of Wireless Home Area
Networks in a Smart Grid,” Proceedings of 2015 IEEE International Conference on Smart
Grid Communications (SmartGridComm), Miami, FL, USA pp. 569-574, November 2015.

4. A. Noorwali, A. Hamed, R. Rao and A. Shami, “Modeling and delay analysis of wireless
HANs in smart grids over fading channels subjected to multiple access schemes and in-
terference,” Proceedings of 2016 IEEE Canadian Conference on Electrical and Computer
Engineering (CCECE), Vancouver, BC, Canada, pp. 1-6, May 2016.

5. A. Noorwali, R. Rao and A. Shami, “Wireless Home Area Networks in Smart Grids:
Modelling and Delay Analysis,” Proceedings of IEEE International Conference on Saudi
Arabia Smart Grid (SASG), Jeddah, Saudi Arabia, pp. 1-7, December 2016.
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Figure 4.1: Model of typical wireless HAN and its multipath environment.

to develop a network model that allows the EDs to share the transmission resource. The

delay performances of models using i) Frequency Division Multiple Access (FDMA) and

ii) Time Division Multiple Access (TDMA) are presented. In the analysis, multi-path re-

ception issues in typical HAN also are considered. The signal received by MC in wireless

HAN is not only a LoS radio wave, but also is a reflected radio wave caused by obstacles

in the environment as shown in Fig 4.1. Therefore, wireless HAN is modeled as a multi

path fading environment. In this study, Rayleigh and Nakagami models [52] are used to

portray the channel fading in HAN. The path loss exponent factor is considered also for

communication between EDs and MC. The path loss exponent impacts the quality of

the links. The achievable delay bounds between EDs and MC are derived as a function

of Signal-to-Interference-Plus-Noise Ratio γ, interferences I, number of critical packets

n, size of packet L in bits, number of scheduled channels S, channel interference range

CIR, and power transmitted Pt.

4.2 Model of Wireless HAN

In a wireless HAN, a set of EDs is distributed throughout and connected wirelessly to

an MC, as shown in Fig. 4.1. The MC is responsible for coordinating transmissions

from EDs using the common channel resource. Thus, one MC is sufficient to serve each

site. To minimize the interference occurring between sites, it is assumed that MCs of
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different sites are far apart from one another. Shadowing effects in HAN are neglected

and environmental noise and inter-channel interference are accounted in the model. In

Fig. 4.2 is shown the IEEE 802.11 overlapping spectrum. It is noted that for every

transmission period, there are only a limited number of channels that do not overlap.

Channel i

Channel i+1

Figure 4.2: Spectrum allocation in IEEE 802.11 networks

A set of n EDs is connected through wireless links to an MC. The MC coordinates

access to EDs and is responsible for collecting critical packets from them. One MC is

sufficient to serve each site. To minimize interference, mesh clients are placed far apart,

and the communication range between a mesh client and its EDs is set at the minimum

necessary level. Fig. 4.3 shows the model of HAN consisting of several sites.

1 12 2n n

MC MC

Wireless Link

Site 1 Site N

Interface 

Nodes

HAN

Figure 4.3: General view of wireless HAN communication network.

It is assumed that the IEEE 802.11 technology is used in HAN and the EDs in

the system transmit constant power Pt. This means that the received power Pr varies

with the channel conditions. Small-scale fading is considered, as the locations of EDs
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are not completely random. Also, environmental noise and Inter-Channel-Interference

Range (ICR) are considered in the HAN model. As shown in Fig. 4.2, the IEEE 802.11

networks have overlapping radio spectrum. There are a limited number of channels that

do not overlap every time transmission occurs. Thus, Iu,i,j refers to the interference

caused by the simultaneous transmission of j on channel i at node u, and is given by:

Iu,i,j =
max{CIR− |d| , 0}

CIR
Pr, (4.1)

where d is the distance between two active channels (i−j), CIR is the channel interference

range, and Pr is the received signal strength from node u on channel j, which is equal

to ΩPt, Ω = E[α2], where α is the random channel scale and the transmitted power is

Pt = [s2], and s is the transmitted signal. Also, we model Pr as:

ED

or

r

tP rP

MC

Figure 4.4: Path loss model for transmission between ED and MC.

Pr = ΩPt(
r
ro

)−ϕ, (4.2)

where ϕ is the path loss exponent, Ω is the strength of power that is equal to E[α2],

α is the random channel scale, r is the distance between an ED and MC, and ro is the

reference distance. This is illustrated in Fig. 4.4. Practically, it is presumed that the MC

uses node u to estimate the number of channels that have not interfered with the current

active channels and which experienced less impairment. It is assumed that all n packets

are generated at t = 0 with size L bits for each packet. The arrival time then, depends

on the channel quality and the access scheme being used.
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4.2.1 Channel Models and Fading Statistics

The noise and interference in the system and the wireless signal received by MC is

susceptible to multi-path fading effect. These effects cause degradation in Signal-to-

Noise Ratio (SNR), which leads to poor performance. In this study, slow and flat fading

channels are considered, where the symbol duration is assumed to be smaller than the

channel coherence time. Additionally, it is assumed that all spectral components of

signals of EDs and MC are affected in the same manner by the fading. There are several

statistical models available to describe fading effects; however, Rayleigh and Nakagami

models [51] are used in this study. The received signal thus can be modeled as:

r = α.s+No, (4.3)

where No is the Additive and White Gaussian Noise AWGN. The instantaneous SNR and

average SNR based on (4.2) can be described as γ = α2Pt
N0

( rro )−ϕ and γ̄ = ΩPt
N0

( rro )−ϕ,

respectively. For Rayleigh Fading Channel, the probability density function is given by

[54]:

PR(γ) =
1

γ̄
exp

(
−γ
γ̄

)
, γ ≥ 0. (4.4)

For the Nakagami Fading Channel, the probability density function of γ is given

as [54]:

PN (γ) =

(
k

γ̄

)k γk−1

Γ(k)
exp

(
−kγ

γ̄

)
, γ ≥ 0. (4.5)

4.2.2 Centralized Multiple-Access Schemes for Scheduling

Transmissions

Typically MC covers hundreds or even thousands of EDs that periodically transmit short

packets. In this study, modified FDMA and modified TDMA schemes are used in Point

Coordination Function (PCF) mode for communication between EDs and MC. The MC

polls EDs for allocating channels. The access schemes are considered next.
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4.2.2.1 Modified FDMA Scheme

The MC allocates a maximum of S disjoint channels, within W Hz to accommodate a

maximum number of S of n critical packets as shown in Fig. 4.5. Each block of S critical

packets are transmitted in τ sec. During the next τ sec, the second block of S critical

packets is transmitted using the same bandwidth of W Hz. The process is continued until

all the n critical packets are transmitted. It is noted that for transmission of all n critical

packets the bandwidth W Hz is used for A =
⌈n
S

⌉
number of times; each time a block of

S critical packets is transmitted. For example, if n = 105 and S = 25, A =
⌈

105
25

⌉
= 5.

The number of critical packets in each of the first four blocks will be 25 and in the 5th

block there are 5 critical packets. It is noted that the number of critical packets in the

last block is given by:

1 2 3 S

1 2 3 S

1 2 X

0

τ

2τ

(A-1)τ

Aτ

W W W

Time

Frequency

X
cn

Figure 4.5: Time-frequency plot for modified FDMA.

nc = n− S int
(n
S

)
(4.6)

It is noted that n >> S. The average critical packet delay in modified FDMA is given

by:

∆FD = τ + ωFD. (4.7)

where τ is the average time required for transmission of each critical packet and ωFD is

the average critical packet waiting time. This waiting time is given by:
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ωFD =
1

n


int
(
n
S

)∑
a=1

S(a− 1)τ + nc(A− 1)τ

 . (4.8)

Thus, the average critical packet delay is given by:

∆FD = τ +
τ

n


int
(
n
S

)∑
a=1

S(a− 1) + nc(A− 1)

 . (4.9)

4.2.2.2 Modified TDMA Scheme

In TDMA, the entire bandwidth W is allocated for each user for a short duration of time

[55]. In modified TDMA, the MC allocates the entire bandwidth W Hz to each of S

critical packets for a duration of τ
S sec. Ones all the S critical packets are transmitted,

the next block of S critical packets are transmitted in a similar manner. The process is

continued until all the n critical packets are transmitted. The time-frequency plot for

modified TDMA is shown in Fig. 4.6.

1 2 S 1 2 S 1 2 S 1 2 X

W Hz

0 τ/S τ 2τ (A-1) τ A τ

Frequency

Time

XCn

3τ

Figure 4.6: Time-frequency plot for modified TDMA.

By noting that n >> S, the average critical packet delay for modified TDMA is

given by:

∆TD =
τ

S
+ ωTD. (4.10)

where τ
S is the time required for transmission of each critical packet and ωTD is the
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average packet waiting time and is given by:

ωTD =
1

n

[
n∑
a=1

(a− 1)
τ

S
+ nc(A− 1)τ

]
=

(n− 1)τ

2S
. (4.11)

Thus, the average critical packet delay in modified TDMA is given by:

∆TD =
τ

S

[
1 +

(n− 1)

2

]
=
τ

S
(n+ 1). (4.12)

4.3 Delay Analysis

Unlike the typical access point, which uses IEEE 802.11 technology with only one channel

assigned to all users [32], the proposed scheme allocates maximum number of available

channels based on the quality of channels. The MC then polls the EDs to schedule their

transmissions simultaneously. Consequently, the MC uses SINR threshold given by:

SINR =
Pr

N0 +
∑
{j} Iu,i,j

. (4.13)

where i is the current channel used for transmission to determine the maximum number

of channels for scheduling simultaneous transmissions.

4.3.1 Lower Bound on the Delay

A lower bound on delay can be determined by first finding the maximum number of

transmissions. As shown in Fig. 4.7, the total number of simultaneous transmissions

occurring on both sides of the block must not exceed the channel interference range

CIR. This block is limited to (CIR − 1) from each side. Therefore, the MC (using

channel i in the middle of the block) uses node u in the site to assign additional channels

an either side of channel i. It then schedules simultaneous transmissions on either sides

of i, such as i− (CIR− 1), i+ (CIR− 1), i− (CIR− 2), i+ (CIR− 2), and so on, until

the threshold of the interference on channel i is reached. The interference on node u can

be calculated as:
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I =
Pr
β
−N0. (4.14)

X XXXX X X

i i + (CIR-1)i -  (CIR-1)

Channel Block
CIR -1CIR -1

Figure 4.7: Channel block showing interference from each active channel.

Each newly scheduled channel in the given block is then labelled as k. These

allocations clearly cause the CIR to decrease and increase the chances of interference.

Hence, the aggregate interference is given by:

K∑
k=1

k

CIR
. (4.15)

For instance, the interference will increase or decrease by k
CIR as the scheduled channel

moves closer to or farther from the currently active channel.

The power transmitted by each ED, Pt, affects the interference I; therefore, the

ratio of the interference I to the received signal strength is equal to the sum of the

quantity k
CIR from both sides of the block. That is,

2
K∑
k=1

k

CIR
=

I

Pr
. (4.16)

Using (4.14) and (4.15), the number of scheduled channels K in the block can be shown

to be given by:

K =

√
CIR

(
1

β
− 1

γ

)
+

1

4
− 1

2
. (4.17)

The maximum number of scheduled channels on the block cannot exceed 2K + 1 and

hence the maximum number of simultaneous transmissions within any channel block of

size 2CIR− 1 can be written as:
2K + 1

2CIR− 1
. (4.18)
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The maximum number of channels S available for simultaneous transmissions can thus

be written as:

Sl =

⌈
2K + 1

2CIR− 1
QHAN

⌉
, (4.19)

where QHAN denotes the total number of channels.

4.3.2 Upper Bound on the Delay

For the case of maximum number of busy channels, the minimum distance d between

two active channels has to be determined to schedule simultaneous transmission. At least

two available channels have to be identified to attempt transmissions. The value of d can

be determined from (3.13) and (3.14) based on the interference modelling (4.1) using the

relationship given by:
2 (CIR− |d|)

CIR
=

1

β
− 1

γ
. (4.20)

Thus, the value d is given by:

d = CIR

(
1− 1

2

(
1

β
− 1

γ

))
. (4.21)

Using this, the MC schedules a total of Su =
⌈
CHAN

d

⌉
simultaneous transmissions.

4.3.3 Capacity Estimation over Wireless Fading Channels

The capacity of wireless link between access point and ED can be determined using

Shannon’s capacity theorem. For the AWGN channel [55], this capacity is given by

CAWGN = W log2 (1 + γ) ,

[
bits

s

]
, (4.22)

where W is the channel bandwidth. Channel capacity is an important parameter for

estimating the transmission time (τ) required to complete a successful transmission.

For example, the following parameters can be used to calculate the capacity: channel

bandwidth W MHz, packet size L bits, and average SNR. The transmission time can

then be directly estimated using the ratio of packet size to capacity. For a fading channel,

the channel capacity needs to be estimated to determine τ . The fading channel capacity
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can be obtained by averaging the conditional AWGN capacity [54], using:

CAWGN =

∞∫
0

CAWGN |γPγ (γ) dγ. (4.23)

where γ denotes the signal–to–noise ratio over the fading channel.

4.3.3.1 Rayleigh Fading Channel

The capacity for Rayleigh channel can be derived by substituting (4.4) and (4.22) into

(4.23) is given by:

CR =
W

log2
e
−1
γ Ei

(
1

γ

)
, (4.24)

where (Ei(.)) is the exponential integral function [52].

4.3.3.2 Nakagami Fading Channel

The capacity for Nakagami channel can be derived using (4.5), (4.22) and (4.23) and is

given by:

CN = W

(
k

γ

)k e
k
γ

log2

k∑
l=1

Γ
(
l − k, kγ

)
(
k
γ

)k , (4.25)

where Γ(., .) is the complementary incomplete gamma function [52]. To illustrate the

effect of fading on channel capacity, the capacities for AWGN, Rayleigh, and Nakagami

channel are plotted in Fig. 4.8 as functions of the average SNR. It shows that upper

and lower bounds on channel capacities are plotted when AWGN and Rayleigh fading

are employed respectively. Also, capacity under Nakagami fading in (4.25) is decreasing

as parameter k decreases. When k = 1, the performance of the system matched very

well with the worse impacted channel caused by Rayleigh fading in (4.24). Therefore,

the upper and lower bounds on transmission of critical packet wirelessly τ is calculated

as:

τ =
L

Cfading
(4.26)
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where L is the critical packet size in bits, and Cfading is the capacity under AWGN,

Rayleighm and Nakagami.
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Figure 4.8: Channel capacity as a function of SNR for Nakagami, Rayleigh, and
Gaussian channels.

4.3.4 Delay Analysis for Multiple Access Schemes

1) In modified FDMA, transmissions are scheduled such that each packet fits into just

one frequency band, s. Using the assumption that n packets are generated at time t = 0,

a group of S EDs begin their transmissions using the available channels. The remaining

EDs have to wait ωFD on the average before their critical packets are transmitted.

Substituting (3.6), (3.17), (3.19), and (3.26) into (3.9), a lower bound on the critical

packet delay can be determined and is given by:

∆HAN ≥ τ

1 + n

 2(CIR− 1)

4QHAN

√
CIR(

1

β
− 1

γ̄
) +

1

4
+ 2(2CIR− 1)

+ 1

− Slint

(
n

Sl

) .(4.27)

Similarly, an upper bound on the delay can be determined by substituting (4.21),

and (3.26) into (4.9), and is given by:
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∆HAN ≤

1 + n

CIR
(

1− 1

2
(
1

β
− 1

γ̄ − 1
)

)
+
QHAN
n

2QHAN
+ 1

− Suint

(
n

Su

) τ.(4.28)

2) In modified TDMA, the scheduler is able to schedule S EDs to S number of slots

repeatedly until all n EDs transmit their critical packets. It is assumed that each critical

packet fits into one time slot of duration τTD.

To determine lower bound on the delay, (4.17), (3.19), and (3.26) are substituted

into (4.12). The lower bound is given by:

∆HAN ≥
(2CIR− 1)(n+ 1)(

2QHAN

√
CIR( 1

β −
1
γ̄ ) + 1

4 + 2CIR− 1)
)τ. (4.29)

The upper bound can be shown to be given by:

∆HAN ≤
(n+ 1)(CIR(1− 1

2( 1
β −

1
γ̄ ) +QHAN )

QHAN
τ. (4.30)

4.4 Numerical Results and Discussions

Analytical expressions given by(4.27), (4.28), (4.29), and (4.30), can be used to determine

upper and lower bounds on critical packet delay for modified FDMA and modified TDMA.

Also, scenarios of HAN with modified FDMA and modified TDMA for transmission of

critical packets from EDs to MC were simulated for different network settings. The

simulation results show that they always lie in between analytically derived upper and

lower bounds. To analyze the upper and lower bounds on the delay over the fading

channel, AWGN, Rayleigh and Nakagami capacities given by (4.23, 4.24, and 4.25) were

used. For instance, k in Nakagami density was varied fron 1 to 8. It is observed that lower

the value of k, higher is the capacity; except when k = 8. As discussed in Chapter 1, FCC

allows the use of various distinct frequency ranges under IEEE 802.11 standard [2]. Each

range is divided into a multitude of channels up to a maximum of 25 overlapped/non-

overlapped channels. To avoid these channels from interfering, allocation of additional

channels should be avoided when using the current channel i, based on CIR > 1. These
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channels will be allocated by MC for n EDs. Accordingly, for channel interference range,

CIR = 2; number of critical packets, n = 200; and number of channels in wireless HAN,

QHAN = 25, the bounds on critical packet delay for modified FDMA and modified

TDMA systems, as function of SNR, are shown in Figs. 4.9 and 4.10, respectively. It

is observed that when packet size L = 1000 bits and W = 22 MHz, modified TDMA

performs better than modified FDMA from the view point of critical packet delay.

To verify the analytical bounds, system simulation was carried out as well. Results

show that the actual value of the critical packet delay is always in between the upper

and lower bounds as shown in Figures 4.9, 4.10, 4.11, 4.12, and 4.13. For instance, the

delay was examined as a function of channel interference range, CIR; SNR threshold, β;

and number of critical packets, n. In particular, it was observed that the MC allowed the

EDs to transmit all critical packets between 0.1m s and 0.9 s. Under modified TDMA,

the EDs were able to transmit all critical packets within the range of 0.1ms− 5ms and

for the modified FDMA, in the range of 5ms− 0.9s.

-5 0 5 10

SNR, dB

0

0.01

0.02

0.03

0.04

0.05

 C
ri

tic
al

 p
ac

ke
t d

el
ay

 (s
ec

)

AWGN

Nakagami (k=8)

AWGN

Nakagami (k=8)

Rayleigh

Nakagami (k=1)

Rayleigh

Nakagami (k=1)

Upper and lower bounds on delay

Figure 4.9: Critical delay bounds for HAN with modified FDMA as a function of SNR
(γ̄) for CIR = 2, QHAN = 25, n = 200, β = 2.
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Figure 4.10: Critical delay bounds for HAN with modified TDMA as a function of SNR
(γ̄) for CIR = 2, QHAN = 25, n = 200, β = 2.

In Fig. 4.11, for: QHAN = 25, n = 200,β = 3, γ̄ = 5dB, simulation results are

shown for critical packet delay as a function of CIR. The delay was found to increase

as CIR increased, and fewer simultaneous transmissions occurred per time slot. The

value of CIR imposes stronger ICR, resulting in more space between the channels. This

consequently reduces the number of available channels for simultaneous transmissions to

occur. By using parameters: QHAN = 25, n = 200,CIR = 8,the simulation results of

delay as a function of SNR threshold, β, is shown in Fig. 4.12. It is observed that an

increase in the number of successful transmissions occurred as β was increased. When β

became larger, an insufficient number of available channels occurred. The lower bound

exhibited an increasing trend toward a higher delay. As the number of critical packets

increased (for the set of parameters: QHAN = 25, β = 3,CIR = 8, γ̄ = 5 dB,) a linear

increase occurred in the delay (Fig. 4.13).
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Figure 4.11: Critical delay bounds for HAN as a function of CIR for: QHAN = 25,
n = 200,β = 3, and γ̄ = 5dB.
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Figure 4.13: Critical delay bounds for HAN as a function of n for QHAN = 25,
β = 3,CIR = 8, and γ̄ = 5 dB.

Closed form expressions for critical packet delay bounds are derived in [53] ignoring

multiple access schemes and fading over wireless channel. The analytical bounds derived

in this chapter reduces to these derived in [53] if channel fading is ignored and A = 1.

For example, in Figs. 4.14, 4.15, and 4.16, critical packet delay bounds are plotted using

bounds derived in this chapter ignoring the channel impairments as a function of CIR,

β, and n for A = 1, γ̄ = 100, and QHAN = 25. The results are in close agreement with

the results presented in [53].
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Figure 4.14: Critical delay bounds for HAN (A = 1) as a function of CIR for:
QHAN = 25, n = 200, β = 3, and γ̄ = 100.
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Figure 4.15: Critical delay bounds for HAN (A = 1) as a function of β for QHAN = 25,
n = 200, CIR = 8, and γ̄ = 100.
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Figure 4.16: Critical delay bounds for HAN (A = 1) as a function of n for QHAN = 25,
β = 3, CIR = 8, and γ̄ = 100.

4.5 Summary and Conclusions

In this chapter, a model of wireless HAN using modified FDMA and modified TDMA

is presented to facilitate communication between the EDs and their respective MC. The

model takes into account the nature of fading over the wireless channel between EDs and

MC using Rayleigh and Nakagami distributions. Upper and lower bound expressions

for critical packet delay are derived in closed-form, and are functions of i) average of

signal-to- interference-plus-noise ratio, ii) random channel scale, iii) transmitted power

strength, iv) received power strength, v) number of EDs, vi) critical packet size, vii)

number of channels, viii) path loss component, ix) distances between electrical devices

and mesh client, x) channel interference range, xi) channel capacity, xii) bandwidth of

the channel, and xiii) number of time slots/frequency bands. Analytical and simulation

results are presented as a function of channel interference range, CIR; SNR threshold, β;

and number of critical packets, n. Analytical results are in agreement with the simulation

results. The simulation results lie in between analytical upper and lower bounds on

critical packet delay. Results show that as CIR, and β increase in value, fewer number
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of channels met the requirements and resulted in higher delay. Both simulation and

analytical results show that critical packet transmission to MC from EDs using modified

TDMA met the critical delay requirement compared to modified FDMA.
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Chapter 5

Intelligent Distributed Channel-Aware

MAC Protocol for HAN 6,7

5.1 Introduction

The HAN in smart grid if equipped with Multiple Input Multiple Output (MIMO) com-

munication infrastructure with directional antennas, the critical delay and throughput

performance of the network can be enhanced. In [57], Fang has discussed relevant tech-

nologies for smart grids and conditions required for their use. Among the conditions is

that any model should minimally satisfy reliability criterion and provide high coverage.

Based on this, an effective model has been built for HAN in [58] and it uses IEEE 802.11

standard. The standard however requires advanced channel control access mechanisms

for completing more than one successful transmission operation. Recently, in order to

enable successful utilization of the channel, researchers [59, 60, 61, 62, 63, 64, 65, 59]

have investigated the overall throughput of transmission by exploiting the advantages

of MIMO systems, which are capable of providing higher data rates. Nevertheless, the

vast number of EDs in HAN makes the job of exchanging critical packets more difficult.

Since IEEE 802.11 endorses the use of beamforming to enable any particular station to

selectivity tune-in and tune-out, it allows for simultaneous transmissions.

.6. A. Noorwali, Performance Analysis of Channel-Aware Media Access Control Schemes,
M.S.C dissertation, Western University, Available: http://ir.lib.uwo.ca/etd/727, August
2012.

7. A. Noorwali, R. Rao and A. Shami, “Performance Evaluation of Channel-Aware MAC
protocol in Smart Grid,” Proceedings of 2015 IEEE Conference on Electrical Power and
Energy Conference (EPEC), London, ON, pp. 429-435, October 2015.

76



This chapter focuses on modelling real scenarios of reporting critical data in HAN.

The objective is to propose a scheme that allows simultaneous transmission of multiple

packets at a (higher/lower) rate depending on conditions of wireless channel between EDs

and MC. Thus, an Intelligent Distributed Channel-Aware MAC (IDCA-MAC) protocol

for HAN that uses MIMO technology is proposed, evaluated, and compared with the

MA-Aware scheme described in [62]. This IDCA-MAC protocol and the model of the

entire system for HAN are explained in detail and simulated using NS-2 simulator [66]

and MATLAB.

5.1.1 Background

Many researchers have recently paid attention to re-designing MAC layers for industrial

applications to allow more than one transmission at the same time for enhanced through-

put and delay performance. However, the major challenge is that collisions are increased

for the hidden ED terminals that are unaware of each other. In order to overcome this

challenge, in IEEE 802.11 standard, any ED wanting to share a particular channel should

make a Request to Send (RTS) for transmission. However, this allows for only a single

transmission at a time. To overcome this issue, Thapa [60] has proposed modified dis-

tributed coordination functions (M-DCFs) that permit two simultaneous transmissions.

In this algorithm, each function is modified to hold an extended blank in its frame to

carry extra information for the receiver side. The extended frame contains addresses of

the multiple antenna receivers’. During the transmission, each antenna would reply with

necessary permissions. Thus, data streams can be sent in parallel over the channel, and

collisions can be avoided. In the system, the number of simultaneous transmissions is

equal to the number of antennas on the senders’ side. In the reverse scheme, transmis-

sions are assumed to be error-free over the channel. There is no interference cancellation,

and each of the senders’ antenna sends one packet to a different receiver. Barghi [61]

suggested that major modifications to the PHY layer in the system through interference

cancellations to preserve collision of packets by sending multiple packets through the

channel to enhance QoS. Space-Time Codes (STCs) based on Zig-Zag decoding are used

in this system instead of Code Division Multiple Access (CDMA) to enhance the link

quality and to increase the data transmission rate. Also, PHY layer functions are used to

detect the number of simultaneous transmissions by using a synchronous Multiple-Packet
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Reception (MPR) scheme and a Shuffle algorithm for scheduling transmissions. On the

other hand, Duchene [62] has made significant modifications to 802.11 MAC protocol to

make it more suitable for sending simultaneous transmissions through the wireless chan-

nel. Modifications to 802.11 frame of Distributed Coordination Function (DCF), the

exchange timer, and the weighted gain have been used. The Media Access Aware (MA-

Aware) protocol is proposed in [62] to allow wireless stations to be connected through the

MAC layer within a single collision domain without interference. This makes it possible

for all of the stations to share the same channel.

In this study, Intelligent Distributed Channel-Aware MAC (IDCA-MAC) algorithm

is proposed that uses the weighted nulling technique [62] and the Zig-Zag decoding tech-

nique [64]. These are used to recover the packets after a collision. In order to achieve

this, the operation library of 802.11 has been modified for timing of protocol operations.

Moreover, the RTS and Clear to Send (CTS) control frames have also been extended

with antenna weights. Specific changes in the Carrier Sense Multiple Access/Collision

Avoidance (CSMA/CA) scheme are needed and consequently, antennas at both sides are

adjusted so that they work for both sending and receiving data. The new mechanism

sends data using 802.11 MAC layer and is still based on handshaking process; RTS, and

CTS. The RTS and the CTS will complete their exchange process after a Short Inter

Frame Space (SIFS) time period, and then all nodes will update their Network Allo-

cation Vector (NAV). The technique accounts for a large number of EDs in HAN, and

makes the network more reliable.

5.2 HAN Environment Description

5.2.1 CSMA/CA Scheme

DCF is used for synchronous data transmission over the channel using CSMA/CA pro-

tocol which is responsible for monitoring the channel. For the protocol to work, Short

Inter-frame Space (SIFS) is used; frames such as ACK frame, CTS frame, and any frame

exchanges. For completing one transmission, handshaking frames RTS and CTS are re-

quired in conjunction with CSMA/CA. If the data arrived without any error, the receiver

will reply back with ACK packet. The length of RTS frame is 20 bytes, which is much
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Table 5.1: Extended RTS frame structure for IDCA-MAC protocol

Frame
Control

Duration Receiver
Address

Transmitter
Address

Antenna
Weights

Frame
Check

2 byte 2 byte 2 byte 6 byte 12 byte 4 byte

Table 5.2: Extended CTS frame structure for IDCA-MAC protocol

Frame Control Duration Receiver Address Antenna Weights Frame Check
2 byte 2 byte 6 byte 12 byte 4 byte

shorter than data frame, while the length of data frame is 2300 bytes long. Moreover,

CTS has only 14 bytes length. For avoiding collision, CSMA/CA senses the channel

in order to perform a transmission while the backoff counter is random. The duration

required to complete one successful transmission is incorporated in the duration field

with adjusted value of NAV. The Slot Time used in 802.11 defines Inter-frame Space

period (IFS) to determine the backoff time in the range 0 to 7. When the backoff counter

becomes zero, CSMA/CA will sense the channel for transmission.

5.2.2 MAC System Description

A beamforming technique is used to avoid any interference with the signal transmission.

Thus, the entire signal spectrum can be used efficiently. The availability of this technology

will eventually cause all wireless stations to elect to transfer date to a specific station. The

range of transmissions is improved as the transmitter signal is focused in the direction of

the target receiver. Indeed, this will enhance the SNR and hence can be used to increase

the range of transmission.

In order to simulate practical beamforming for IDCA-MAC protocol, IEEE 802.11

standards library has been adopted with modifications to frame structure, as shown in

Tables 5.1 and 5.2 for the RTS and CTS packets, respectively. The timing of protocol

operations permits all possible scenarios.

The RTS and CTS handshaking has been augmented with MA-Aware through

antenna weights and each requires 4 bytes [62]. In this chapter, three antennas are

considered in all scenarios.
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5.2.3 Tuning In/Tuning Out Specifications

By using adjusted antenna weights [62], the ability to control tuning in / tuning out of

the channel for different transmission stations can be enhanced. Consequently, it will be

possible to control all stations, and they will share a single collision domain.

MIMO plays an important role in organizing the transmission and generates an

overall received signal given by:

y(t) = x(t)wnHnmwm, (5.1)

where y(t) is the signal at the input of the receiver, wn is the weight of transmitting

station, wm is the weight of receiving station, x(t) is the transmitted signal, and Hnm is

the MIMO channel matrix between the transmitting station n and the receiving station

m. The weight adjustments for both idle and busy states that have been designed to

either tune in or tune out for a particular transmission is given by (5.1). These weights are

normalized to unity. It is noted that no additional power is introduced into the system.

An analogy of the weighting technique used here can be found in an air traffic control

system in which the landing and taking off of aircrafts are controlled. The receiving

stations in the wireless HAN can choose weights to tune out transmissions.

5.3 Intelligent Distributed Channel-Aware MAC

Protocol

The IDCA-MAC protocol is designed to increase the efficiency of simultaneously data

transmissions. The proposed protocol to make it compatible with the protocol given in

[58]. Fig. 5.1 provides an illustration of multiple packet transmissions in a single domain.

To control ED transmissions in HAN, Duchene [62] explained the approach of tuning in

and tuning out for these transmissions. For simplicity, suppose that HAN network has

five EDs. When the channel is idle and ED 1 wants to transmit on the channel to MC,

it adjusts its antenna array element weights using normalization to maximize the SINR

and replies to the transmitter to allow the transmission to proceed. The rest of the EDs

will tune out transmissions from both ED 1 and the MC.
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Figure 5.1: Structure of HAN with EDs and MC equipped with multiple antennas.

Since each ED carries a specific address direction of MC antenna, instead of sending

one packet of information per transmission, multiple packets in each beam direction can

be sent. Based on [62], the weighted gain and IEEE 802.11 features are modified so that

they can transmit more than one packet. Consequently, modifications were done to the

timing as well to handle any arbitrary scenario.

5.3.1 Interference Cancellation

To limit the interference in IDCA-MAC protocol, Zig-Zag decoding can be used for

a limited number of antennas. However, increasing the number of antennas leads to

data collisions. Thus, in HAN a limited number of antennas, such as those used in

mobile phones and laptops are used. The Zig-Zag decoding is also considered to achieve

reconstruction of Zig-Zag codeded data which is explained next.

5.3.2 Zig-Zag Decoding

The 802.11 networks suffer from collisions and hidden node problems. CSMA can be

used to mitigate these problems to some extent. In [60] [61] [62], a modified systems are

suggested to overcome the problems of 802.11 networks. For example, in [60] and [62]

limited number of antennas are used with CSMA to avoid collisions. In, [61] the level of

interference is reduced by using a polling scheme. These enhancements; however, reduce

the overall throughput and relieve from saturation.
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Zig-Zag decoding is needed to detect multiple users through hidden terminals in

wireless networks. In [64], Rahman has discussed many collision scenarios and how Zig-

Zag decoding can be used to resolve collision problems. The Zig-Zag decoding works well

when two EDs are sending data simultaneously to MC over the same channel resource

as shown in Fig. 5.2.

MC

ED

1
ED

2

Figure 5.2: Collision scenario of transmitting more than one packet over the channel.

As shown in Fig. 5.2, data collision takes place when two EDs transmit simulta-

neously and therefore interference cancellation using Zig-Zag decoding can be used. The

technique decodes the packets at MC assuming that there is no data collision. However,

if it fails, the decoding will check if the packets are experiencing collisions. If so, MC will

request retransmissions from EDs if again a collision is experienced, the MC will request

transmissions with necessary preamble. As shown in Fig. 5.2, the four packets received

from two transmissions have different offsets. It is impossible to have two transmissions

exactly at t = 0. Therefore, Zig-Zag decoding will then decode chunk 1 in packet 1 in

the collision 1 so that there is no collision. Then, it will subtract chunk 1 from collision

2 received via a second antenna to decode chunk 2 in packet 2. Meanwhile, Zig-Zag

decoding will subtract from the first collision to detect chunk 3 from packet 1, and so on.

Because it is impossible to have exactly matching transmission packets, there is

always an offset or a phase difference between them, expressed as: δf . The frequency

offset causes a linear displacement in the phase of the received signal that increases

over time. The ZigZag correlation technique is used to detect collisions of the known

preamble at MC. When collisions are recognized, the MC will compute the correlation
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Figure 5.3: Two transmitted packets with collision.

Table 5.3: ICDA-MAC protocol parameters used in the simulation [62]

Parameter Value
SIFS 10 µs

SlotTime(φ) 20 µs
DIFS n×(SIFS+2SlotTime)

Data Frag2 PHY header 72 bits
WSP Partial 194 µ s

WSP 250 µs
RTS n × 56 bytes
CTS n × 50 bytes

Propagation Delay 6 µ s
Data Rate 2Mbps

Minimum Contention Window (W ) 32
Maximum Contention Window (W ) 1024

EIFS SIFS+CTS+DIFS
Data (L) ε{512, 1024}

between received samples, shifts and re-computes correlation until the end of the packet.

Thus, to detect the collision, the receiver side will compensate for the current offset of

ED and itself.

5.3.3 Simulation Results and Analysis

The parameters used for simulation are shown in Table 5.3 and these have been chosen

to increase the efficacy of data rate. The packets are divided and each portion is sent

independently to the MC. This technique is similar to MPR, discussed in [61]. MPR has

two senders and each directs its signal to one receiver at MC.

A simulation of the system using IDCA-MAC protocol has been developed using

the NS-2 networking platform, and the results are described in the following sections.
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The total throughput of the system compared to the payload size is given by:

Total Throughput =
L

Ts
bps (5.2)

where, Ts is the time of a successful transmission, L is the payload size. The time of

maximum throughput is given by:

Tsth = W̄ × σ + TDIFS + TRTS + 2TSIFS + TM-CTS + THDR + Tps + TACK , (5.3)

where, Tsthis the time of maximum throughput, W̄ is the average backoff value, σ is the

slot time, Tps is the time of partial sensing, TACK is the time of Acknowledgement, and

THDR is the time of a header containing both physical and MAC address.

5.3.4 IDCA-MAC Protocol Operation

The IDCA-MAC protocol is designed to allow simultaneous transmissions to take place

within a single collision domain. Based on previous discussions, Algorithm 1 provides

details for implementing the protocol operation for smart grids. In Algorithm 1, an

initialization of EDs is performed to prepare them for simultaneous transmission. The

MC adjusts antenna weights when it receives an RTS embedded with antenna weights, to

avoid interference. The MC will reply with CTS to ED that requested for transmission

using the steps 17-19. It shows also the MAC decision steps (21-26) required throughput

when a collision occurs. Finally, when a collision occurs, Zig-Zag decoding is used using

steps 27-33.

These algorithms are evaluated in the following scenarios. Let A, B, C, and E are

the EDs in the network, and D is the MC. In the first scenario, depicted in Fig. 5.4, the

time for completing full transmission in the primary connection is more than that for

the secondary transmission. When ED C sends the RTS to the channel, if the condition

time is accepted, MC D will update the weight of the reception and will apply it within

CTS. This procedure will notify the other nodes to update their NAVs.

In the scenario shown in Fig. 5.5, the transmission has started but the secondary

connection has determined that the primary station activity will end soon. In this case,
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Algorithm 1 RECEIVERTS (Beamforming) (channel)

Require: If the aimed MC receives RTS request
1: IF channel is idle THEN
2: IF MC is the destination THEN
3: Design Weights for best SNR;
4: Send CTS;
5: ELSE
6: Design Weights to NULL transmission
7: Store Transmission Duration in NAV1;
8: ELSE
9: IF station is the destination THEN

10: Send CTS (designed with Antennas weights to not interfere);
11: ELSE
12: Store the Weights of Antennas;
13: Store the Durations in NAV2;
14: SET the General NAV to min (NAV1,NAV2);
15: FREEZE backoff counter;
16: END if
Require: Backoff MC if reached zero
17: IF channel is idle THEN
18: Send CTS (designed with Antennas weights);
19: ELSE
20: MAC DECISION (NAV1 expire time);
Require: Collision will occur
21: ELSE IF
22: RTS/CTS exchange: SET NAV to NAV1
23: Increment contention window;
24: Send RTS has (Offset and phase tracking for chunk (1));
25: ELSE
26: Send RTS (designed with antennas weights to not interfere);
Require: If first transmission line is considered as a primary transmission
27: Listen to Channel for WSPpartial time;
28: IF RTS received THEN
29: Listen for received chunk1;
30: Store Antenna and channel information;
31: Store Transmission Duration in NAV1;
32: END IF
33: END IF
34: Defer DIFS;
35: Backoff stage starts decrementing its counter;
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Figure 5.4: Timing diagram of MAC decision process when secondary transmission time
is less than the primary [62].

new parameters will be introduced. This step is called Partial Weight Sensing (PWS).

This parameter is used to identify any ongoing transmission. Therefore, it will refer to

the ACK packet until the transmission is complete, and then it will notify all of the

stations to update their NAVs so that their primary connections will be extended, along

with the new ACKDefertime.

Figure 5.5: Timing diagram of MAC decision process for the case of partial weight
sensing [62].

Splitting the secondary data packet and using new handshaking is shown in Fig.

5.6. This behaviour takes place when the primary transmission has been completed but

the MC is not aware of other ongoing transmission, since the nodes do not sense secondary

transmission. Partial Sensing (SPsrc) contains the antenna weights, the transmission du-
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ration, and the pilot symbols for the next estimate of channel. After calculating the

propagation delay, D will respond with a SPdst that contains the same information as

the SPsrc except for the transmission duration, as shown in Fig. 5.7. After proceed-

ing with the transmission and attaching the necessary short PHY header, the secondary

transmission will be converted to primary. The worst-case scenario is when the hand-

shaking process is insufficient. This happens when the request does not take place until

the primary connection is complete. This situation is illustrated in Fig. 5.7.

Figure 5.6: Timing diagram of MAC decision process for the case of splitting data
through transmission [62].

Figure 5.7: Timing diagram of MAC decision process for the case of collision [62].
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5.4 Overall Evaluation

In order to evaluate the performance of the overall system with IDCA-MAC and MA-

Aware protocols, various scenarios were created so that all stations in both systems send

fixed-size packets that have maximum data rate.

The stations are assumed to be located within the transmitting range. The maxi-

mum number of stations is set to be 50. Fig. 5.8 shows the throughput performance for

this system and it can be observed that for number of stations less than 50, a reduction

in throughput is observed due to wasted idle channels. Also, it can be seen that the

IDCA-MAC shows a 29% improvement in throughput compared to MA-Aware protocol.

Approximately 2.1 bits per second (bps) improvement in throughput performance is ob-

served for number of EDs greater than 20. Nevertheless, while IDCA-MAC provides a

higher throughput compared to MA-Aware protocol, it introduces an additional delay.

This delay is introduced by the Zig-Zag decoding.
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Figure 5.8: Throughput of the system as a function of number of electrical devices [62].

Fig. 5.9 shows that IDCA-MAC introduces an additional 2 ms delay as compared to

MA-Aware protocol. The proposed IDCA-MAC method introduces more delay because

of the reconstruction collision technique using Zig-Zag decoding. Furthermore, IDCA-

MAC provides a higher data transmission rate as shown in Fig. 5.9.

Fig. 5.10 shows that best throughput for IDCA-MAC is achieved when the window
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Figure 5.9: Critical packet delay of the system using IDCA-MAC protocol as a function
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size is set to 64. There is approximately a 4% enhancement in throughput with IDCA-

MAC compared to MA-Aware protocol, necessary to avoid collisions.

5.5 Summary and Conclusions

In this chapter, an IDCA-MAC protocol for wireless HAN using Distributed Coordination

Function (DCF) is presented. The protocol eliminates collision and employs MIMO

system to enhance system performance. Simulation results show that critical packet

delay can be reduced by nearly 20% using MA-Aware protocol compared to IDCA-MAC

protocol; however, the latter offers better throughput.
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Chapter 6

Modelling and Delay Analysis of NAN 8

6.1 Introduction

As discussed in the previous chapters, EDs generate packets in HAN and are collected

by mesh clients. The packets generated are often classified as either periodic or critical.

The critical packets received at MCs are required to be transported to identified gateway

nodes with minimal delay. The gateway nodes in NAN serve as interface points to

WAN. In this chapter, a wireless mesh network is deployed for NAN and it serves as the

distribution layer that receives data from HAN and forwards it to the upper core layer. In

the mesh backbone subnetwork, each mesh router will have one or more mesh clients that

are connected directly by a wireline. The mesh routers are wirelessly interconnected and

the main objective is to move the packet from router to router until it reaches identified

gateway.

6.1.1 Background

Researchers have investigated performance of wireless mesh networks for various types

of network traffic and routing. For instance, Bisnik et al [67] have examined delay and

capacity of a wireless mesh network with the objective of maintaining capacity for a

G/G/1 network. Cost minimization is considered in [68], where authors have developed

a routing metric to achieve minimum delay as a function of level of interference. Jiazhen

.8. A. Noorwali, R. Rao and A. Shami, “End-to-End delay Analysis of Wireless Mesh Back-
bone Network in a Smart Grid,” Proceedings of 2016 IEEE Canadian Conference on
Electrical and Computer Engineering (CCECE), Vancouver, BC, pp. 1-6, May 2016.
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et al in [69] have considered scalability in the modeling of wireless mesh networks by

taking into account multi-path effects to optimize large-scale deployment. In [70] a

wireless mesh network is considered to evaluate routing overhead as a function of delay.

Stanislav et al in [71] studied hidden paths and developed a mechanism to discover as

many hidden paths in wireless network as possible by maintaining delay. In [72] more

than one channel is considered between a pair of nodes in wireless mesh network in order

to reduce delay. Bipul et al [73] have employed cooperative retransmission in wireless

mesh networks to reduce delay by taking into account only queuing and backoff delays.

Delay sensitive traffic is studied in [74] for an IEEE 802.11 mesh network. Assigning

multiple channels to maintain delays in a wireless mesh network is examined in [75].

Xiaobing et al [76] studied the trade off between cost and scalability of wireless networks.

All these can be employed for designing an efficient smart grid. Nevertheless, applying

available networking technologies to smart grid is challenging particularly to meet the

delay requirements. Communication architectures employed in smart grids should be

able to meet promptness, reliability and security expectations.

To meet the delay requirements, which is the major concern in smart gird, net-

work must be modeled and examined for worst-case time-critical behaviour [77]. In this

chapter, a Wireless Mesh Backbone Network (WMBN) is considered for NAN and its

structure is shown in Fig.6.2. The Mesh Routers (MRs) are the wireless nodes that

provide connectivity. The critical packets received at MR is forwarded over a series of

MRs until it reaches an identified gateway node. The analysis of such a WMBN is pre-

sented to understand whether the desired goal of critical packet delay can be met in

smart grids or not. The n critical packets collected by each mesh client, with each packet

of length L bits are forwarded to the mesh router in NAN. Mesh routers are assumed

to be distributed among Voronoi cells. The links between mesh routers are subject to

communication challenges. In this chapter, the transportation delay of critical packets

to an identified gateway is addressed. The location of mesh routers in NAN is shown in

Fig. 6.2, and is assumed to be well thought out topology. Placing the mesh routers in

this way will permit critical packet collection from EDs easily. A realistic example, using

Voronoi tessellation for location and distribution for MRs is given next.

Voronoi cell partition is a suitable choice, as it has the advantage of identifying the

shortest path to gateway. Figure 6.3 illustrates an example of Voronoi diagram showing
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irregularly shaped cells, each of which contains a point that denotes the location of the

mesh router in the cell. It is noted that both mesh routers and mesh clients are co-

located. Because mesh routers are widely distributed over the mesh backbone network,

distance information will be considered for routing packets to gateway.
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Figure 6.2: Conceptional model of Wireless Mesh Backbone network.

The contributions in this chapter include identifying packets that influence critical

packet delay as a function of network architecture, scheduling of traffic, node transmission

power, bandwidth of channels, and channel interference. As a first step, a Voronoi

tessellation [78] is described for location of MRs, where the distance to the edge of the

cell d(edge) is smaller than the distance to the vertex of the cell d(vertex). This is done for

selecting the shortest path in the network. A straight-line path is considered for routing

in WMBN. The Straight-Line Path Routing (SLPR) Algorithm [79] connects the source

MR to the gateway. A conservative communication strategy [48], [49] is developed for

forwarding critical packets from MR to gateway using maximal and minimal amount of

interference. The lower and upper bounds on the delay are derived first using per-hop
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Figure 6.3: Example of Voronoi structure.

basis, and then for multiple hops. Closed-form expressions for bounds for minimal delay

between MRs are derived for Distributed Coordination Function (DCF). It is shown

that delay is a function of the Signal-to-Noise Ratio γ, signal interference I, number

of channels QNAN , channel interference range CIR, path loss ϕ, and power of node

transmission Pt.

6.2 Model of WMBN

A set of MRs is distributed throughout and MRs are connected wirelessly to form WMBN,

as shown in Fig. 6.4. MRs are located sufficiently apart to minimize interference, and

the spaces between them are according to a Voronoi definition. Each MR in the network

is responsible for checking channel availability prior to the transmissions. In WMBN, it

is assumed that all MRs transmit at constant power Pt and the network is assumed to

be IEEE 802.11. The shadowing effect is neglected as the MRs are not randomly located

in the Voronoi tessellation.
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6.2.1 Voronoi Tessellation Definition

The Voronoi tessellation diagram shown in Fig. 6.4 consists of a set of cells. Each

irregular cell consists of one MR. Hence, two measurements for the location of an MR in

each cell can be identified using: i) the edge; and ii) vertex of the cell. Thus, the location

distribution for each MR in the plane can be used for selecting the shortest path between

any pair of MRs. The distance to the edge of the cell and the distance to the vertex of the

cell are denoted as d(edge), and d(vertex), respectively. Corresponding to these distances,

the distance from each MR to the edge of cell is planned to be minimum and the distance

to the vertex of the cell is planned to be maximum. Therefore, the minimum distance

between two MRs cannot be smaller than 2d(edge), and the maximum distance between

two MRs cannot be more than 2d(vertex).
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Figure 6.4: Wireless mesh backbone network in the Voronoi diagram.

6.2.2 Inter-Channel Interference Model

In the modelling of WMBN, environmental noise, interference I, and Inter-Channel-

Interference Range (ICR) are considered. The IEEE 802.11 networks have overlapping
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radio spectrum, and there exist a limited number of channels that do not overlap. Thus,

I(u,i,j) refers to the interference caused by simultaneous transmission j on channel i at

node u, as given by:

I(u,i,j) = ρPt,(u,j) (6.1)

where ρ =
max(CIR−|d|,0

)
CIR is the interference threshold, d is the distance between two

active channels (i − j), CIR is the channel interference range, and Pt,(u,j) is the signal

strength received from node u on channel j.

6.2.3 Wireless Interference

As the packet moves away from an MR, as shown in Fig. 6.5, interferences from other

MRs in the plane are affected. To represent the maximum number of MRs that are

affected by the current transmission, the WMBN is divided into a ring area as shown

in Fig.6.6. Using the Voronoi definition, for the best communication case, the minimum

distance between two MRs is set for the case of interference at minimal level. Therefore

the radius in each ring cannot exceed 2d(edge), where there is no interference. Each

Voronoi cell is assumed to covers an area equal to π(d(edge))2. Hence, the difference

between two arbitrary rings gives the number of MRs as:

π(2(k − 1)d(edge))2 − π(2kd(edge))2 = 4π(2k − 1)(d(edge))2

And:

X(k) = 4(2k − 1), (6.2)

where k is the number of the ring. Once X is known, an upper bound on the amount of

interference, I, can be derived.
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98



The received signal strength from each MR is given by:

Pr = Pt

(
2d(edge)

r(ref)

)−ϕ
. (6.3)

where r(ref) is the reference unit distance in which the transmitted power is no loss, and

ϕ > 2 is the path-loss exponent. Consequently, the total interference in the WMBN can

be determined by substituting (6.2), and (6.3) in the summation
∑∞
k=1 PrQ(k), and is

given by:

I =
4Pr(3ϕ

2 − 6ϕ+ 2)(
2d(edge)

r(ref)

)−ϕ
(ϕ2 − 3ϕ+ 2)

. (6.4)

6.2.4 Scheduling Transmissions

Unlike in a HAN [48, 49], the DCF mode is a preferred in NAN because there is no

need for an access point to manage transmissions between the MRs. Hence, each MR

senses the channel using the Carrier Sense Multiple Access with Collision-Avoidance

(CSMA/CA) protocol to determine channel availability. However, this process leads to

unwanted delay because if this assigned single channel is busy, the MR will remain silent

for an exponential random period of time called backoff time [80], which will affect the

quickness of the decision required. Therefore, a modified the DCF protocol is used to

maximize the network transmission capacity. After this, the delay associated with the

proposed conservative communication strategy is compared by using CSMA/CA with

Code Division Multiple Access (CDMA) protocol. Each MR is responsible for scheduling

transmissions using modified CSMA/CA or CDMA protocol. It is assumed that all n

critical packets are generated at t = 0, and the arrival time depends on the channel access

protocol used.

6.2.4.1 Parallel Transmission in CSMA/CA

Each MR in NAN listens and senses the channel for a short, random period of time in

order to announce simultaneous transmission. It collects channel occupancy information

from the previous announcements from other MRs to determine which channel can be

used for the next transmission without collision with existing transmissions. Once MR
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has successfully determined number of the channels (as shown in Fig. 6.7) to be used for

an interval of time τ , the rest of the MRs will wait for the next interval of time τ . Note

that, in WMBN there is no hidden terminal problem because all MRs have been located

strategically. The number of simultaneous transmissions must not exceed the Channel

Interference Range (CIR). The MR, therefore, locates channel i in the middle of the

block of channels, and places additional channels from both sides. It will start allocation

from the low points of the two side boundaries for simultaneous transmission, such as

i− (CIR− 1), i+ (CIR− 1), and so on, until the threshold of interference on channel i

is reached. The interference at MR can be calculated using (6.4) and is given by:

Ith =
Pr
β
−No. (6.5)

where β is the threshold of γ, the signal to noise ratio, and No is the receiver noise. The

maximum number of scheduled channels in the block of channels represents the lower

delay scenario and cannot exceed (2CIR − 1); thus, the maximum number of channels

is given by:

ZlCSMA/CA =

⌈
QNAN

2CIR− 1

⌉
. (6.6)
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Figure 6.7: Channel block showing interference from each active channel.

On the other hand, in an overlapping situation, the deferral of transmissions occurs
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with extra channels. Thus, the modified CSMA/CA is sued to locate additional channels

such that they do not interfere with other transmissions in the network. Using (6.5), the

spectrum distance between two channels must be at least CIR
(
β−1
β

)
. Therefore, the

maximum number of channels can be shown to be given by:

ZuCSMA/CA =

 QNAN

CIR
(
β−1
β

)
 (6.7)

To validate this enhancement, the delay in transmitting of different numbers of

packets is compared between two hops. As shown in Fig. 6.8, the modified CSMA/CA

provides better delay performance than the regular CSMA, for the worst case scenario of

limited number of channels. Modified CSMA/CA protocol can transmit 1 to 40 packets

to the next hop in 14 µs in the worst case, while using regular CSMA/CA it take 40 µs.

In the next step, a re-defined CDMA scheme for a fair comparison is proposed.
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Figure 6.8: Packet delay bounds as a function of number of critical packets.
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6.2.4.2 CDMA Scheme

In CDMA, the signal is spread over a wider frequency band, as shown in Fig. 6.9 and the

technique widely used in a variety of wireless networks. In CDMA, Multi User Detection

(MUD) technique is used as the protocol allows several transmitters to send information

simultaneously over the same bandwidth.

Each newly scheduled channel in a given block as shown in Fig.6.7 is denoted as

s. The channel allocations will cause the CIR to decrease which increases the chance of

interference. The aggregate interference can be written as:

S∑
s=1

s

CIR
(6.8)
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Figure 6.9: CDMA: Time, frequency and code slots.

For instance, the interference will increase or decrease by s
CIR as the scheduled

channel moves closer to or farther from the currently active channel. Because each MR

is transmitting Pt, which affects the interference, Ith, the ratio of the interference I(th)
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to the received signal strength Pr is equal to the sum of the quantity s
CIR from both

sides of the block. Once this relationship is known, number of scheduled channels S in

the block can be determined from (6.4) and (6.5), and is given by:

S∑
s=1

s

CIR
=
Ith
Pr
. (6.9)

S =

√
CIR

(
1

β
− N

Pr
+

1

4

)
− 1

2
. (6.10)

The maximum number of scheduled channels in a block cannot exceed 2S + 1 .

Therefore, based on this necessity and using (6.9), the maximum number of simultaneous

transmissions within any channel block of a size of 2CIR− 1 can be written as:

2K + 1

2CIR− 1
. (6.11)

To generalize the results for the case of total number of channels QHAN , the

maximum number of channels S for simultaneous transmission can be written as:

ZlCDMA =

⌈
2S + 1

2CIR− 1
QNAN

⌉
. (6.12)

It is noted that the minimum distance d between two active channels required

for scheduling maximum number of simultaneous transmissions can be determined using

(6.4) and (6.5) as follows:
2(CIR− |d|)

CIR
=

1

β
− No
Pr
. (6.13)

That is:

d = CIR

(
1− 1

2

(
1

β
− No
Pr

))
. (6.14)

Thus, total number of simultaneous transmissions scheduled by MR is given by:

ZuCDMA =

⌈
QHAN
d

⌉
. (6.15)

Thus, CDMA allows for twice the amount of simultaneous transmissions of critical packets

by using coding theory in transmission time. CDMA divides the available bandwidth into

sub-channels depending on the given spreading factor. This division enables the time of
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transmission to overlap and thin out the set of interfering transmitters. CDMA allows

packets to be transmitted to the available channels, but only extracts the desired signal;

the rest is considered noise.

6.2.5 Straight-Line Path Routing (SLPR) Algorithm

SLPR [79] is defined as a straight-line path that cuts a sequence of nodes between a

source and a destination, as shown in Fig. 6.5 and the path is hop-by-hop type. Each MR

maintains the distance values to the next hop recorded the distance r in the direction of

destination or gateway node. If an MR has a choice of two next nodes that have identical

distance metric, either can be arbitrarily selected. To prevent backward-direction routing,

each MR records the list of visited and then chooses a neighbour node with minimum

distance that has not yet received the packet. To transport the packet in WMBN from

source to destination, the minimum and the maximum numbers of hops are required to

be derived.

6.2.5.1 Number of Hobs between Source and Destination

Once the distance between source to the identified and destination (gateway) is deter-

mined to be equal to r, the packet can be forwarded gateway hop-by-hop. The minimum

number of hops between source and destination can be shown to be given by:

hl =
r

2d(vertex)
, (6.16)

where 2d(vertex) is the metric associated with the Voronoi cell in which source MR is

located and r is the distance between source MR and the gateway MR.

In the worst case, a packet moves to gateway within the rectangular area in a

straight-line path. Moreover, each MR covers an area equal to π(d(edge))2 as shown in

Figs. 6.4, and 6.5. Therefore, from every MR (vertically and horizontally), the maximum

distance to the next hop is equal to 2 × 2d(vertex) = 4d(vertex) which represents the

rectangular width. The length of the rectangular can be determined by the knowledge of

distance r from source MR to the gateway and is equal to r plus 4d(vertex). Consequently,
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the maximum number of hops between source MR to destination MR is given by:

hu =
(4d(vertex))(r + 4d(vertex))

π(d(edge))2
. (6.17)

6.3 Delay Analysis

The overall delay in transporting n packets from the source MR to gateway MR can be

determined using the knowledge of number of hops in the path and is given by:

∆end-to-end = h
n

Z
τ. (6.18)

where h is the number of hops, n is the number of packets, Z is the number of available

channels, and τ is the time required to complete one successful transmission.

Using Shannon’s relation formula [55], the channel capacity is given by:

R = W log2(1 + γ) (bits/s) . (6.19)

where W is bandwidth and γ is the signal-to-noise ratio. Using the knowledge of R, the

time required to transmit each packet is given by:

τ =
L

R
sec. (6.20)

where L is the size of the packet in bits. The expressions for bounds on delay by examining

the maximum number of transmissions. The total number of simultaneous transmissions

cannot exceed the channel interference range CIR and each side of the block of channels

is limited by (CIR − 1). Thus, there are 2(2CIR−1) possible patterns for assigning

channel transmissions. MR can employ either CSMA/CA, or CDMA protocol to schedule

transmission to the next hop.

6.3.1 Parallel Transmission in CSMA/CA

Unlike in conventional access point using IEEE 802.11 technology, in which only one

channel is assigned to all users [80], the proposed scheme would allocate the maximum
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number of available channels to schedule wireless transmissions simultaneously, accom-

modating one packet per channel.

6.3.1.1 Lower Bound on Delay

A lower bound on delay for the case of parallel transmission using CSMA/CA protocol can

be obtained by finding the maximum number of transmissions that can be accommodated

with no overlapping condition. The interference from other MRs are excluded in this

case, because each MR is transmitting to a closer MR within the ring range of 2d(edge).

Only No is considered in the system. Thus, the lower bound on delay for simultaneous

transmissions can be determined by substituting (6.3, (6.12), (6.16), (6.19) and (6.20)

into (6.18) and is given by:

∆l
end-to-end ≥

⌈
hl
⌉
×

 n

Zl
CSMA/CA

× L

W log2

1 +
Pr

(
2d(edge)

r(ref)

)−ϕ
No


. (6.21)

6.3.1.2 Upper Bound on Delay

An upper bound on the delay for the case of parallel transmission using CSMA/CA pro-

tocol can be determined by considering threshold-separated condition with overlapping

channels. In order t to find an unassigned channel, the protocol must detect channels

that are not overlapped with the current active channel. Based on the relationship be-

tween ρ and β, the distance d between channels must be at least CIRβ−1
β . Moreover,

the received signal strength must have a maximum distance to the next MR equal to

2d(vertex), in which channel interference I occurs. Thus, the upper bound on delay can

be found by substituting (6.3), (6.4), (6.7) (6.17), (6.19) and (6.19) into (6.18) and is

given by:

∆u
end-to-end 6 dhue ×

⌈
n

Zu
CSMA/CA

⌉
× L

W log2

1 +
Pr

(
2d(vertex)

r(ref)

)−ϕ
No+I


. (6.22)
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6.3.2 Transmission using CDMA Protocol

The CDMA protocol does not require synchronization between the MRs from delay

perspective. It is noted that in CDMA, while few packets have been transmitted, the

others must wait for some time equal to ωCD. This waiting time for an M slot system

is equal to d n
S2
e. Consequently, the expression for delay is given by:

∆CD = τ + ωCD. (6.23)

6.3.2.1 Lower Bound on Delay

In CDMA, Z2 packets can be assigned to available channels, and the remaining must

wait for ωCD = τ
2 (1− τ

2 ). Therefore, a lower bound can be determined by substituting,

(6.3), (6.12), (6.16), (6.19), (6.20) and (6.23) into (6.18) and is given by:

∆l
end-to-end ≥

⌈
r

2d(edge)

⌉
× (M + 1)(2CIR− 1)2n

2M

(
2QNAN

√
CIR

(
1
β −

No
Pr

)
+ 1

4 + 2CIR− 1

)2

× L

W log2

1 +
Pr

(
2d(edge)

r(ref)

)−ϕ
No


. (6.24)

6.3.2.2 Upper Bound on Delay

An upper bound on the delay can be determined and for a total of n critical packets is

given by:

∆u
end-to-end 6 dhue ×

(M + 1)
(

1
2nCIR

(
1
β −

No
Pr

)
+QNAN

)2

2MQ2
NAN

× L

W log2

1 +
Pr

(
2d(vertex)

r(ref)

)−ϕ
No+I


. (6.25)
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6.4 Numerical Results and Discussions

Parameters used for simulation of HAN are listed in Tables 6.1, 6.2, 6.3 and 6.4. The

simulation results are compared with the theoretical upper and lower bounds on critical

packet delay given by (6.21), (6.22), (6.24) and (6.25). The results are shown for d(edge) =

100m, d(vertex) = 200m, r(ref) = 5m, ϕ = 3, r = 8km, and W = 22M Hz. For a wireless

network using the IEEE 802.11 standard with the parameters given in Table 6.1 and

Table 6.2, the critical packet delay is examined as a function of channel interference

range CIR, the SNR threshold β, and the number of critical packets n.

Table 6.1: Model parameters used in simulation of WMBN

Parameter Value

d(edge) 100 meter

d(vertex) 200 meter

r(ref) 5 meter
ϕ 3

Maximum straight distance to gateway 800 meter
W 22 MHz

Table 6.2: Parameters used for plotting critical delay as a function of CIR (Fig. 5.10)

Parameter Value
QNAN 25

SNR threshold β 3
Number of critical packets n 200

No/Pr 1/200

Table 6.3: Parameters used for plotting critical delay as a function of β (Fig. 5.11)

Parameter Value
QNAN 25

Number of critical packets n 200
Channel Interference Range CIR 8

No/Pr 1/200

It is noted that critical packets were delivered successfully to identified gateway

within 0.85 to 9.8 ms. As shown in Figs. 6.10, 6.11 and 6.12, the modified CDMA

protocol exhibits superior delay performance compared to modified CSMA/CA protocol

108



Table 6.4: Parameters used for plotting of critical packet delay as a function of number
of critical packets n (Fig. 5.11)

Parameter Value
QNAN 25

SNR threshold β 3
Channel Interference Range CIR 8

No/Pr 1/200

in DCF mode. The MRs were able to transmit all critical packets to identified gateway

within 0.85–1 ms in the case of CDMA and within 4.4–9.8 ms for modified CSMA/CA.

In Fig. 6.10, critical packet in NAN delay is examined as a function CIR for parameters

given in Table 6.2. It is observed that, as CIR increases, the delay increases and fewer

simultaneous transmissions occur per time slot. The increase in CIR imposes stricter

condition on inter-channel interference, resulting in wider space between channels. This

extra space lowers the number of available channels; consequently allowing fewer simul-

taneous transmissions per time slot. Using the parameters given in Table 6.3, the critical

packet delay performance is examined as a function of SNR threshold β and the results

are shown in Fig. 6.11. The results indicate an increase in the number of successful

transmissions as β increases. This finding suggests that there is an insufficient number

of available channels when β becomes large in the case of CDMA scheme, while it is not

a factor in the case of modified CSMA/CA protocol. The critical packet delay bounds

as a function of number of critical packets is plotted in Fig. 5.12 for set of parameters

given in Table 5.4. It is noted that the delay increases linearly as a function of n.
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Figure 6.10: Delay bounds as a function of the CIR.
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Figure 6.11: Delay bounds as a function of the SNR.
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6.5 Conclusions and Summary

In this chapter, a wireless mesh backbone network model for NAN is presented for for-

warding critical packets received from HAN to an identified gateway. The routing sug-

gested is based on shortest path using Voronoi tessellation. CSMA/CA and CDMA

protocols are considered and closed–form expressions for upper and lower bounds on

critical packet delay have been derived and illustrated as functions of i) signal-to-noise

ratio, ii) signal interference, iii) critical packet size, iv) number of channels, v) channel

interference range, vi) path loss components, vii) channel bandwidth, and viii) distance

between MRs. The results show that critical packet delay to gateway using CDMA is

lower compared to CSMA/CA protocol.
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Chapter 7

Modelling and Delay Analysis of WAN 9

7.1 Introduction

It is important to choose an appropriate WAN model for transporting critical packets

received at gateway nodes in NAN to a control station in smart grid. For this purpose,

a high-speed fiber-optic WAN [81, 82, 83] is considered. The gateway nodes of NAN can

be thought of as inputting traffic (periodic + critical) to WAN. The purpose then is to

transport this traffic with minimum delay to a control station. In this chapter, therefore,

the problem of minimizing critical packet delay is addressed. Also, parameters that

affect this delay such as topological structure of WAN, nature of traffic and scheduling,

bandwidth, congestion, routing, etc are determined.

The communication between nodes of WAN is assumed to be using TDMA. A

Dynamic Fastest Routing Strategy (DFRS) is presented for WAN consisting of n number

of nodes and m number of links for routing packets from source to destination. This

method takes into account the level of clogging over each link based on three principles:

i) the average threshold time to transmit a packet over a link, ii) the Quality of Service

(QoS) expected, and iii) the level of performance for forwarding packets over sprightly

routes. Expressions for overall delay are derived as a function of number of packets,

traffic intensity, death rate, capacity, and latency of links. It is noted that the model of

WAN is easy-to-implement, and minimizes the average packet delay that meets smart

grid standards.

.9. A. Noorwali, R. Rao, and A. Shami, “Modeling and Delay Analysis of Wide Area Net-
work in Smart Grid Communications,” Proceedings of 2016 IEEE Smart Energy Grid
Engineering (SEGE), pp. 347-352, Aug 2016.
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7.2 Expression for Delay in WAN

The structure of WAN in smart grid is shown in Fig. 1.6 and is responsible for providing

communication between a set of nodes of NAN to control stations. It is assumed that the

n nodes are connected through high-speed fiber-optic links. Each node may be a source

or a destination of a packet. Therefore, the network contains nsd = n(n− 1)/2 possible

links. In the WAN, the identified gateway provides wireline access from the nodes to the

control station. It is assumed that the traffic in each link is M/M/1 queuing system.

The k packets of size Bk bits generated at each node follows Poisson distribution. The

packets can be either in transit over the link, or waiting for an available link. The traffic

yi,j between a pair of nodes (i, j) over a link represents the number of packets per second

from node i to node j. This leads to the total load on the network given by:

y =
n∑
i=1

n∑
j=1

yi,j , i 6= j (7.1)

Each node in WAN is a router and it is assumed that each node transmits k packets

over Ll (in km) with a capacity of Cl Mbps. In this system, optical communication is

considered in which pulses of light are sent over fiber optic line. The nodes in WAN

and the control station are equipped with transmitter and receiver that convert the

information signal into a light signal and convert it back to information signal at the

destination [84]. The advantage of using optical communication is that it provides up

to 15 channels known as “superchannels,” which carry various wavelengths in a single

optical fiber link. The propagation delay τl of each packet depends on the speed of light

(3× 108) m/s, and can be expressed as:

τl =
10−8

3
Ll. (7.2)

From queuing theory [47], the expected delay Tl over the link Ll can be written as:

Tl =
1

µCl − λl
+ τl. (7.3)

where µ is the service rate, and λl is the arrival rate for link l. Averaging delays of all

links of network, the average packet delay can be written as [47]:
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Tavg =
1

m

m∑
l=1

λl

[
1

µCl − λl
+ τl

]
, (7.4)

where m is the total number of links. Assuming service time is exponentially distributed.

The mean service time over link l is given by:

Ts =
1

µCl
+ τl, (7.5)

where, τl denotes the propagation delay. Each high-speed link is capable of transmitting

up to bl packets simultaneously between a pair of nodes. The delay over links is a function

of the routing strategy used in WAN.

7.3 Proposed Dynamic Routing Strategy (DFRS)

To find the optimal choice of routes, a dynamic procedure that takes into account the

current state of the network is considered. The DFRS routing strategy is proposed to

protect the networks from congestion. This leads to minimization of average packet delay

from source nodes to control stations, as shown in Fig. 7.1. It is noted that a packet takes

d1 +d2 +d3 sec before reaching the control station. In [48],[49],[77], expressions for delay

bounds have been presented, where d1 = dHAN [48] + dNAN [77] ≈ 120m sec. Once the

packet arrives at the source gateway, it has to be routed quickly in the WAN to achieve

a minimum delay d2 using the fastest path to the control station. It is noted that the

notation d2 refers to dWAN . In order to find this, it is assumed that there are n number

of nodes and m number of links in the WAN and each queue is analyzed independently

in the network.

7.3.1 Problem Formulation to Determine Optimal Path

In the proposed DFRS the objective is to find the shortest path from the origin source

node to the gateway (control station) node based on the load at each link. For example,

in the scenario presented in Fig. 7.2, ri,j represents the path between nodes i and j.

Assigning ri,j binary value, it is noted that it is equal to 1 if the nearest available link is

the shortest, otherwise it is equal to 0.
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The minimum end-to-end path can be written as:

m = min
∑∑

yi,jri,j . (7.6)

Considering the scenario in Fig. 7.2, where node 1 forwards packets until they eventually

reach the gateway (node 7), the optimal path from source to destination is given by:

m = min(y1,2r1,2 + y1,3r1,3 + y3,2r3,2

+y2,4r2,4 + y2,7r2,7 + y4,7r4,7 + y3,5

r3,5 + y4,5r4,5 + y5,6r5,6 + y6,7r6,7), (7.7)

where yi,j is the current load (bits/sec). For the case of randomly generated value given

by: y1,2 = 10, y1,3 = 15, y3,2 = 4, y2,4 = 3, y2,7 = 6, y4,7 = 5, y3,5 = 8, y4,5 = 2,

y5,6 = 7, and y6,7 = 6, and subject to:

r1,3 + r1,2 = 1, (7.8)

and at intermediate nodes 3,5, and 6,

r3,5 + r3,2 − r1,3 = 0, (7.9)

r5,6 − r3,5 − r4,5 = 0, (7.10)

r6,7 − r5,6 = 0, (7.11)

For a gateway node r6,7, the shortest path is determined by:

r2,7 + r4,7 + r6,7 = 1. (7.12)

After solving the optimization problem in MATLAB, it is found that packets should follow

the path: 1 7→ 2 7→ 4 7→ 7. Accordingly, two specific steps are required in modelling the

DFRS routing in WAN.

1. Select each yi,j between each pair, such that node i is adjacent to node j.
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In this step, we determine the delay of each link based on the initial flow of each link (i, j)

and the capacity of the link Cl. For each of these selected yi,j , where node i is adjacent

to node j, by setting the average transmission delay as follows: (a) set each load on the

link as λl and calculate traffic intensity ρl = yi,j × Ts:

ρl =
yi,j
blµCl

. (7.13)

Based on (7.13), the next step is: (b) find the average transmission delay of each link

using:

Tlt =
1

µ [Cl − ρl]
. (7.14)

2. Determine the fastest route between node i and j toward the destination.

In this step, the previous step is repeated, for all links in the network to determine the

fastest route. For an n-node network,
∑
Tlt is limited to the threshold time, given by:

Tl,max =
QoS

ȳ
, (7.15)

where QoS is in bits and ȳ is the average total load in the network and is given by:

ȳ =
1

nsd
y. (7.16)

Finally, the attribute of each link is updated and stored them in the routing matrix. This

process will determine the number of m links that have the fastest rates with minimum

delay all the way upto the control station. The routing algorithm steps are given in

Algorithm 2.

7.4 End-To-End Delay Analysis in WAN

The objective is to determine the minimum delay dWAN required to send k packets from

source to destination (control station). Each link allows a node to transmit up to bl

packets simultaneously, but in most scenarios k > bl. Therefore, there is at least one

packet waiting in the queue of a node. As a result, the rest of the packets will be deferred

to the next state of the queuing system.
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Algorithm 2 DFRS algorithm

Require: All yi,j from each pair (i, j) such that node i is adjacent to node j
1: Starting from node i = 1
2: Set initial Tlt to maximum.
3: Set initial m to zero.
4: FOR i← 1 to nsd
5: Go over the traffic matrix for nodes j is adjacent to node i
6: FOR j ← 1 to nsd
7: Label the current yi,j
8: Calculate the transmission time based on 7.14
9: IF Tlt,j < Tlt,(j−1)

10: THEN
11: Select link lj with minimum Tlt,j
12: Break;
13: ELSE
14: Increment j
15: GO 5
16: IF

∑
Tlt,(i,j) < (7.15)

17: THEN
18: Increment m
19: Increment i
20: Update the attribute of each link and store it in the routing matrix table
21: IF Packets reach destination
22: Break;
23: ELSE
24: END FOR
25: return number of links m
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7.4.1 Transition State

Based on Markov chain characteristics [85], the queueing system can be modeled as

M/M/bl. The goal here is to derive the steady state probabilities. The utilization ul of

link l is given by:

ul =
λl
µCl

. (7.17)

Consequently, knowing that the traffic intensity is ρl in (7.13), ul in (7.17), and based

on expressions derived in [85], the probability that there are no packets in the M/M/bl

system is given by:

Pl(0) =

bl−1∑
k=0

ukl
k!

+
u
bl
l

bl!(1− ρl)

−1

. (7.18)

Furthermore, the probability of the packets that have arrived finding all the links busy

is given by:

E
M/M/bl
lq =

ρlu
bl
l Pl(0)

bl!(1− ρl)2
. (7.19)

Because the input of a node in the network is the output of previous nodes, the net-

work follows G/G/bl queuing system. Using the Kingman approximation, the number of

packets that are waiting in the queue is given by [86]:

E
G/G/bl
lq =

V 2
a + V 2

S

2

ρlu
bl
l Pl(0)

bl!(1− ρl)2
, (7.20)

where V 2
a =

σ2a
(1/λl)

2 is the coefficient of variation of inter-arrival time, σ2
a denotes the

variance of the inter-arrival time, V 2
s =

σ2s
(1/µ)2

is the coefficient of variation of service

time, and σ2
s denotes the variance of the service time.

By applying the Kleinrock independence approximation to the serial path in net-

work, with the assumption that service times are independent from queue to queue [87],

the average number of packets in transit is given by:

Elt = λl

[
1

µCl
+ τl

]
. (7.21)

The total average number of packets in each link can be expressed as El = E
G/G/bl
lq +

Elt. For k packets, as shown in Fig. 7.3, the death rate corresponds to λl, is given by:
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Figure 7.3: Death and birth process of a WAN in a smart grid.

µk =

 k
Ts
, if k ≤ bl,

bl
Ts
, if k > bl.

(7.22)

Consequently, substituting (7.5) in (7.22) gives:

µk =


kµCl

1+τlµCl
, if k ≤ bl,

blµCl
1+τlµCl

, if k > bl.
(7.23)

7.4.2 Average Delay Analysis

The end-to-end delay can be defined as the total amount of time that a packet spends in

the queue and in transit in the WAN. To find the average delay, the number of packets

Et in the path and m links are considered. Noticing that each router has El packets in

its queuing system, the sum of packets is expressed as:

E =
m∑
l=1

El. (7.24)

According to Little’s theorem, the number of packets in each link is expressed as El =

λlT
(G/G/bl)
l . Therefore, the transmission time over link l is given by:

T
(G/G/bl)
l =

El
λl

=
V 2
a + V 2

S

2λl

blu
bl
l Pl(0)

µkClbl!(bl − ul)2
+

1

µkCl
+ τl, bl ≥ 1. (7.25)
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By substituting (7.2), and (7.18) into (7.25), the mean time delay in WAN can be ob-

tained. The average packet delay is ,thus, given by:

T
G/G/bl
mean =

1

ȳ

m∑
l=1

T
(G/G/bl)
l . (7.26)

7.4.3 Multiple Access Scheme for Scheduling Transmissions

In particular, TDMA is used to schedule transmissions between routers [55]. Also, all k

packets are assumed to be ready at t = 0 and the arrival time of packets is denoted as

dWAN depends on the channel access schemes used.

7.4.3.1 TDMA Scheme

In TDMA, the time period is divided into a number of time slots Z as shown in Fig. 7.4.

Thus, the waiting time, ωTD, needs to be considered and is given by:

ωTD =
1

Z

Z∑
z=1

(z − 1)
T
G/G/bl
mean

Z
= T

G/G/bl
mean

2

(
1− 1

Z

)
, (7.27)

where Z is the number of time slots.

1 2 3 Z

Frequency

Time

TDF

  
/ / lG G b

meanT

Figure 7.4: TDMA time slots.
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The transmission time for packet is given by:

τTD = T
G/G/bl
mean
Z . (7.28)

The average packet delay in TDMA is, thus, given by:

dTD = τTD + ωTD, (7.29)

By substituting (7.27) and (7.28) in (7.29), The average packet delay for a G/G/bl is

given by:

d
G/G/bl
TD = T

G/G/bl
mean

(
Z+1
2Z

)
. (7.30)

7.5 Numerical Results and Discussion

The critical packet delay for WAN can be determined by finding for all nodes, the short-

est paths to the destination as described in Section 6.1.3.1. Then, using the Monte Carlo

simulation critical packet delay performance is evaluated. Finally, the analytical results

are compared with Monte Carlo simulation results. For the G/G/1 system, approxima-

tion for the number of packets in the queue derived by Marchal [88] is used and is given

by:

E
G/G/1
q ≈ ρ2(1 + V 2

s )(V 2
a + ρ2 + V 2

s )

2(1− ρ)(1 + ρ2V 2
s )

. (7.31)

The average packet delay over link l can then be written as:

T
(G/G/1)
l =

V 2
a + V 2

S

2λl

ulPl(0)

µkCl(1− ul)2
+

1

µkCl
+ τl. (7.32)

By replacing T
G/G/bl
mean with T

G/G/1
mean = 1

ȳ

∑m
l=1 T

(G/G/1)
l in (7.30), an upper bound on

delay can be obtained and is given by:

d
G/G/1
TD = T

G/G/1
mean

(
Z+1
2Z

)
. (7.33)

In addition, it is noted that (7.30) itself is the lower bound on delay.
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7.5.1 Overall Evaluation of Critical Packet Delay

Using the closed-form expression given by (7.30), analytical bounds on delay can be

computed. These upper and lower bounds can be plotted as a function of number of

channels and the number of paths available in the network. Closed-form solutions for

delay for arbitrary composite congestion models are not available. Therefore, simulations

were carried out using random traffic models available for Toronto neighbourhoods [89].

Toronto is named as “the city of neighbourhoods” because it has as many as 240 districts.

The parameters listed in Table 7.1 have been used in the fiber-optic WAN model used

for numerical results. For instance, the inter-arrival time of each single queue process is

exponentially distributed with a mean of 2m sec and the service time is also exponentially

distributed with a mean of 1.6m sec. Delay analysis is performed as a function of: i) QoS

Table 7.1: Parameters used in the fiber-optic WAN model used for numerical
computations

Parameter Value
Number of nodes n 240

Distances ri,j 5 - 10 Km
Number of channels bl 1-15

Arrival rate λ 500 packets/sec
Service rate µ 600 packets/sec
Packet size Bk 1000 bits

Capacity of link Cl 100–273 Mbs
WAN QoS 100k - 10 M bits

in WAN QoS, ii) capacity of link Cl, ii) load on adjacent nodes yi,j , iv) link utilization

ρl, and v) number of channels in each link bl. In particular, for dWAN in the range of

0.37µ–28 µs, it is observed that the average packet delay from source to control station

meets the smart grid standards, as shown in Figs. 7.5, 7.6, 7.7, 7.8, and 7.9.

In Fig. 7.5,it can be observed that, as WAN QoS increases, the delay also increases.

The increase in the threshold value of WAN QoS results in fewer channels and hence

increase the value of delay. In other word, it will lower the number of available channels,

and consequently allow fewer transmissions per time slot. As the channel capacity of

links are increased, the overall network delay decreases as shown in Fig. 7.6. In Figs. 7.7,

7.8, 7.9, the delay is examined as a function of yi,j , ρl, and bl. As yi,j , ρl, and bl increase,
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Figure 7.5: Critical packet delay as a function of threshold WAN QoS.
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Figure 7.9: Critical packet delay as a function of number of available channels bl.

it is observed that delay also increases. This indicates that if there is an increase in the

successful transmission time, there exist an insufficient number of available channels.

Finally, the results suggest the need to consider DFRS in WAN in the design of

smart grid for achieving minimum delay. As the number of packets increase, it can be

observed from Figs. 7.5, 7.6, 7.7, 7.8, 7.9 that the classical G/G/1 network using DFRS

algorithm results in a higher delay, causing congestion in WAN.

7.6 Conclusions and Summary

In this chapter, a fiber optic WAN is presented for transporting critical packets received

from NAN to a control station. A DFRS algorithm is proposed for routing critical

packets to control station in WAN. Closed-form expression for mean critical packet delay

is derived and is illustrated as a function of: i) traffic intensity, ii) capacity of fiber links,

iii) number of links, iv) variance of inter-arrival time, v) variance of service time, and vi)

the latency of links. It is shown that delay of critical packets to control station meets

acceptable standards set for smart grid.
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Chapter 8

Conclusions

8.1 Introduction

This chapter summarizes the contributions of this thesis and the conclusions drawn from

the results obtained. Also, areas for further research in the modelling and delay analysis

of smart grid are given. In Section 8.2, summary of contributions is provided, and in

Section 8.3, suggestions for future research are sketched.

8.2 Summary of Contributions

Data communication network or smart grid will be an integral component of future

power grids for effective energy management. In this thesis, a generic model of smart grid

consisting of three subnetworks, namely HAN, NAN, and WAN, is presented. While there

exist a plethora of issues associated in the design of smart grid, the primary objective in

this thesis is to present practical models for each of the three subnetworks of smart grid

and subject them to critical packet delay analysis in order to understand the parameters

that would influence the end–to–end delay. It is noted that critical packet delay in smart

grid plays an important role in the operation of power grid.

In Chapter 3, a model of wireless HAN is presented and consists of a set of n EDs

(or customers) in wireless communication with an MC. The traffic generated by each

ED is modeled as either High Priority (HP) or Periodic Base (PB). A single-server non–

preemptive queueing model with HOL scheduling strategy is suggested for transmission

of packets from EDs to MC. The queueing model is analyzed and closed-form expressions

for critical packet delay are derived. It is noted that the delay is a function of: i) critical

packet arrival rate; ii) service rate; iii) utilization of server; and iv) rate of arrival of

non–critical packets. It is noted that the expressions derived for delay are applicable to
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both wired and wireless channels. The queueing model suggested is easy-to-implement

and requires minimal overhead. Although, the analysis of delay has been preformed for a

two-class priority traffic, it can easily be tented to multi-class priority traffic. Analytical

results agree very well with simulation results.

In Chapter 4, a practical model of wireless HAN using modified FDMA and mod-

ified TDMA multiple access techniques is presented. The wireless channel between EDs

and MC is modeled as Rayleigh and Nakagami. First, closed–form expressions for av-

erage packet delay for modified FDMA and TDMA are derived and then used to derive

upper and lower bounds on critical packet delay in HAN. It is shown that these bounds

are function of: i) SINR; ii) channel fading; iii) strength of transmitted power from EDs;

iv) number of EDs; v) critical packet size; vi) number of non–overlapping channels, vii)

number of channels, viii) path loss component, ix) distances between electrical devices

and mesh client, x) channel interference range, xi) channel capacity, xii) bandwidth of the

channel, and xiii) number of time slots/frequency bands. Analytical bounds on critical

packet delay are illustrated as a function of a variety of system parameters. It is noted

that simulation results always lie in between upper and lower bounds on critical packet

delay. An analysis of delay performance as a function of typical system parameters is

also provided.

In Chapter 5, an IDCA-MAC protocol for wireless HAN is proposed. The protocol

eliminates collision of packets and employs MIMO system to enhance system perfor-

mance. It is observed that the critical packet delay in such a HAN is poorer by nearly

20% compared to HAN using conventional IDCA-MAC protocol. However, one of the

major advantages of using IDCA-MAC protocol in HAN is that throughput can be in-

creased considerably for a given value of delay.

In Chapter 6, a model of NAN referred to as Wireless Mesh Backbone Network

(WMBN) is presented along with its critical packet delay analysis. For routing packets

in WMBN shortest path using Voronoi tessellation is used. This routing technique is

described mathematically and used for deriving closed-form expressions for upper and

lower bounds on critical packet delay. Two protocols are considered in WMBN and they

are: i) CSMA/CA and ii) CDMA. It is noted that the critical packet delay is a function

of i) signal-to-noise ratio, ii) signal interference, iii) critical packet size, iv) number of

channels, v) channel interference range, vi) path loss components, vii) channel bandwidth,
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and viii) distance between MRs. One of the chief results of this chapter is that CDMA

protocol is superior to CSMA/CA from the view point of critical packet delay in WMBN.

In Chapter 7, a fiber-optic WAN model is presented for transporting critical packets

received from NAN. A DFRS algorithm is proposed for routing within WAN and closed-

from expression for mean critical packet delay is derived and the parameters that influence

delay are identified and illustrated.

The end-to-end critical packet delay is the sum of delays in HAN, NAN, and WAN.

That is:

dend–to–end = dHAN + dNAN + dWAN (8.1)

Thus, the end-to end delay depends on the resources and models used in each of

the three subnetworks of smart grid. An experimental scenario with n EDs that have

critical packets ready at t = 0 for transmission to the control station was considered and

end-to-end critical packet delay was computed using MATLAB. The delay was examined

as a function of n. If the end–to–end delay, dend–to–end, is below 150 ms, it implies that

the critical packets reach the control station within the 150 ms, a standard for smart

grid. The tolerable delay is between 10 – 150 ms [90].

As shown in Fig. 8.1, it is clear that the end–to–end delay bounds are lower

than that specified for smart grid. In both the lower and upper case scenarios, the

communication systems in smart grid were able to transmit the given number of critical

packets to the control station within 1-150 ms. It is noticed that there is an increasing

trend in delay for both upper and lower bounds as the number of critical packets increases.

Since the bounds on delay are below of 150 ms, it confirms that the proposed model has

the potential to serve as smart grid. However, further analysis is required for large

number of EDs and multiple MCs.

8.3 Suggestions for Future Work

The major concern in this research was to model and establish theoretical bounds on

critical packet delay from EDs to control station. One of the issues with establishing

the theoretical bounds on delay of critical packets is the limited resources of smart grid.

Therefore, if each mesh router is equipped with n antennas, a high data rate and minimum

delay can be achieved. However, other issues that need to be studied are:
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Figure 8.1: End-to-end delay of smart grid as a function of number of EDs for:
QHAN = 25, QNAN = 25, bl = 1− 15,β = 3, r = 8000, dedge = 100m, dvertex = 200m,

L = 1000, W = 22MHz, ro = 5m, ϕ = 3, γ̄ = 200, λ = 500packts/sec,
µ = 600packets/sec, Cl = 100Mbs, QoS = 50Mbits, and ri,j = 10Km .
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1. How to provide fair channel access for all mesh clients in the network?

2. How to optimize power budgeting?

3. How to implement Voronoi routing schemes in the mesh backbone network?

MIMO is a system that is used to increase the efficiency of space utilization with

respect to both transmitter and receiver. In the MIMO system [91], data on the transmit-

ter side are de-multiplexed into a specific number of substreams. These numbers match

the number of transmitting antennas. The advantage of MIMO is that it increases the

capacity without requiring extra bandwidth. Therefore, network MIMO (netMIMO)

technology is suggested for WMBN. Huang et al. [92] defined netMIMO as many mesh

routers that are very close to each other; these cooperate to send or receive a data stream

as shown in Fig. 8.2. Moreover, Goldsmith [56] has identified how constraints such as

interferences, signal power, and delay could be reduced when netMIMO is employed.

This technology has not been examined in detail for smart grids and is worthwhile for

further research work.

Figure 8.2: NetMIMO
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