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1.1. Motivation 3

Figure 1.1: Business Intelligence techniques can be used to target communities and even
individuals across multiple social media platforms (e.g., Facebook, Twitter, and Google+).
The advertised products and services may then become the topic of discussion among social
media users, wherein possible flaws may be identified, solutions may be proposed and
compared, and enhancements and improvements may be suggested. The intelligence that
emerges from such potentially massive interactions can then be exploited by the firms for
their future business development and marketing plans.

blamed the aluminum exterior, while some attributed the problem to the extremely thin size
of the phone; other users, argued that other phones would deform under the same pressure
and even posted videos and photos of their experiments. Many companies are now tak-
ing this type of social feedback into account to finesse their next generation products and
services accordingly [2]. Continuing with the iPhone 6 story, the new iPhone is known
to use a new alloy for the phone body to prevent bending even under extreme force. In
comparison, this iterative process may emerge from a collective intelligence. For instance,
social media users may collectively express their need for a new service or product and
may even propose solutions to resolve these needs. This iterative process forms a cycle,
wherein collective and business intelligence phenomena influence one another. Figure 1.1
shows a simplified overview of this process.

Facilitating this cycle requires intensive computational resources and sophisticated tech-
niques to collect, analyze, and mine data and to learn and model user preferences. However,
the entire cycle of the social Web intelligence hinges heavily on two social phenomena:
social privacy and justification and reasoning. Any systematic use of user personal and
social data requires privacy measures that if disregarded will result in privacy violations.
Therefore, for this cycle to even begin, privacy concerns need to be adequately addressed.
In addition, reasoning strategies play a crucial role, affecting every single relation in the
cycle. Businesses need to be able to influence and persuade their targeted customers. In
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addition, users may need to influence each other and possibly be able to change beliefs in
online deliberations and discussions for the collective intelligence to arise. In this disserta-
tion, we explore these two important aspects of intelligence in the social Web. In particular,
we discuss the current research gaps in studying these two phenomena, our research efforts
to address these gaps, as well as suggested directions in social media mining and analytics
to support collective and business intelligence.

1.2 Objectives

The primary objective of the dissertation is to study and explore two core social elements
of privacy and reasoning, both influencing the whole paradigm of collective and business
intelligence. With this high-level idea in mind, we developed the following objectives:

Identification of research gaps through multiple comprehensive and systematic liter-

ature reviews: A systematic review of prior relevant research is an integral part of any
academic project [13]. The advent and an ever increasing role of online social platforms
in our lives have ushered in a new research direction and community that have been quite
active in the past few decades. However, similar to any other new and evolving topic, we
expected the related work to be more focused on a specific set of issues, while leaving cer-
tain areas underexplored and even unnoticed. Hence, we aim to gain insight into the current
realm of research on social intelligence by conducting multiple exhaustive and systematic
literature reviews.

Understanding the behaviours and characteristics of users with different privacy be-

haviours and attributes: Social networking websites are known to suffer from the privacy
dichotomy problem [1, 7]. Privacy dichotomy occurs when users’ privacy behaviours are
not consistent with their actual privacy attitudes and concerns. Such a disparity can be
mainly attributed to the complexities associated with making privacy decisions and users’
lack of awareness about the default privacy setting. Therefore, the current privacy settings
of users cannot accurately reflect their privacy attitudes and preferences. Motivated by this
widely observed issue, we plan to make use of online social activities to gain insight into
the behaviours and attributes of users with different levels of privacy concern. As a result of
this analysis, we hope to take a step closer to building a model for the identification of the
users who are concerned about their privacy, yet are following open and permissive privacy
configurations.

Understanding the mechanisms behind online persuasion: Studying online persuasion
and influence can greatly contribute towards our understanding of online reasoning traces
and strategies. In addition, achieving social intelligence through deliberation and discus-
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sion is heavily reliant on the ability to persuade and influence others, yet this capacity is
known to be one of the most challenging social skills to develop and possess. With social
networking websites becoming a crucial platform for routine social activities, gaining in-
sight into the strategies and mechanisms behind online persuasion can be of great interest
and value to a variety of disciplines. Hence, we aim to study written comments in on-
line deliberations and understand what dimensions of language makes people change their
beliefs.

Facilitating identification and disambiguation of linguistic relations that are of impor-

tance in persuasion: Rhetorical relations, also known as discourse relations, are paratactic
or hypotactic relations that hold between spans of text, explaining the construction of coher-
ence in discourse [10]. According to earlier research, a subset of such rhetorical relations
is known to appear commonly in rationales [14]. Rationales are the pieces of text that
users provide to back up their claims. Thus, their analysis can greatly contribute towards
the study of online argumentation and reasoning. As such, we attempt to study this sub-
set of rhetorical relations and to build a model for their automatic identification in a given
discourse text.

Development of a proof of concept: Studying online reasoning strategies from different
perspectives can be vastly beneficial to a variety of disciplines including philosophy, soci-
ology, and artificial intelligence. In addition to these benefits, the resulting knowledge and
models can be incorporated into the design of novel interfaces and visualization tools to
further promote and foster intelligence, thus contributing to the field of human-computer
interaction as well. Hence, we build such a proof of concept system that takes advantage
of the models to detect rationales and persuasion to reinforce the intelligence power of the
social Web.

1.3 Contributions

In general, works on user modeling and analysis in the context of privacy can improve our
knowledge of users’ privacy behaviours and attitudes, contributing to the field of sociology.
The work on online persuasion and influence can also contribute towards philosophy and
sociology research as the resulting models can be utilized to understand peoples’ reasoning
and persuasion strategies on the social Web. For the areas of human-computer interaction
and information visualization, the findings can provide valuable insights for the design and
development of novel systems. Our main contributions in the context of artificial intelli-
gence are highlighted below:

Our exhaustive reviews of the literature generate new knowledge about the topic of so-
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cial Web intelligence and computing. In particular, our literature surveys on social privacy
and discourse-based collective intelligence contributes towards creating a firm foundation
for the current knowledge of the field and closing the areas where a plethora of research
already exists [13]. Also, these reviews contribute towards uncovering areas where further
research is required [13].

With the ultimate goal of predicting one’s privacy preferences in social media, we ran
a series of experiments that shed light on the relationships of privacy attitudes and other
social attributes of the user. In particular, we found differences in how the profile attributes
of users with varying privacy settings are configured. We identified a set of clues, showing
that users privacy preferences are similar to the privacy behaviour of their social contacts,
signaling that privacy preferences may be localized in social networks. Finally, we found
differences in the textual content shared by users with different privacy features.

Online reasoning traces can be studied by exploring various related social processes in-
cluding online persuasion and influence, opinion mining, and rationale detection. Despite
the long history of persuasion theories in traditional settings, online persuasion, and belief
change has received relatively little attention. One of the contributions of this dissertation
is the detection of a set of attributes that are influential in the persuasion process and the
analysis of their predictive power. The majority of the attributes are associated with the per-
suasive impact of various components of the language, including readability, cohesion, and
the presence of psychological indicators. As another effort to understand reasoning strate-
gies, this dissertation contributes toward the identification and disambiguation of rhetorical
relations that are commonly observed in rationales. The capacity of our approach to work
across different text genres is also examined.

Natural language is known to reveal important aspects of people’s social and psycho-
logical worlds [8]. In addition, the power of language in impacting people’s emotions,
beliefs, and social and psychological states is inescapable. This dissertation, once again,
validates the essential role of both linguistic style and linguistic content in understanding
user behaviour in online social networks, regardless of the length and the informality of the
language.

1.4 Thesis Organization

In this research, a structured approach has been employed to study and analyze the key ele-
ments related to the phenomenon of social Web intelligence. The first step in this approach
has been to examine the two forms of intelligence on the social Web, to develop a social
Web intelligence paradigm, and finally to identify the central social factors affecting the
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overall process (i.e., social privacy and online reasoning). This part of the study has been
highlighted earlier in this Chapter (Chapter 1).

As an initial step toward addressing the privacy dichotomy issue, we review and exam-
ine the literature that makes use of users’ online social footprints to discover desired privacy
settings. Throughout the analysis, a set of gaps is identified, requiring further research at-
tention. This literature review is presented in Chapter 2. Next, we primarily focus on
Twitter and study whether profile attributes of Twitter users with varying privacy settings
are configured differently. Our efforts to address this research question are presented in
Chapter 3. In addition to the profile attributes, we study the value of users’ social context
and published content in characterizing their privacy attitudes. A set of attributes are found
that are expected to characterize publicly available accounts that are intended to be pri-
vate. These findings are discussed in Chapter 4. Finally, Chapter 5 proposes a high-level
hybrid collaborative approach to detect privacy preferences.

The second part of the thesis starts with a broad literature review on the concept of
discourse-centric collective intelligence. This literature review, presented in Chapter 6,
shows the current research status of the field, identifies a set of gaps, and suggests new
directions. In addition, techniques and methods reviewed in this Chapter informed some
of our decisions in studying and understanding online persuasion. Chapter 7 studies dif-
ferent dimensions of the language, the temporal aspects of the communication, as well as
the attributes of the participating users and their relations to the persuasion process. In
addition to the linguistic elements analyzed in Chapter 7, the presence of a set of rhetor-
ical relations can signal the presence of the users’ rationales in their arguments, thus can
be valuable in online reasoning studies. The only datasets annotated based on rhetorical
relations belong to genres other than online social communications. Therefore, Chapter 8
studies how this subset of rhetorical relations are signaled by lexical cues across different
text genres. Also, Chapter 9 provides an extended approach to disambiguate such lexical
cues. Chapter 10 demonstrates a proof-of-concept design, showing the potential value of
rationale identification models.

Finally, as part of our privacy study, we utilized a crowdsourcing platform to collect
human-annotated data. The documentation of this experiment is provided in Appendix A,
while the description of the study design and the preliminary analysis of the results are
provided in Appendix B.
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Chapter 2

Social Privacy: A Review

2.1 Introduction

With the growing interest in regular communication and information sharing over online
social media, privacy has emerged as a serious concern. Prior studies on users’ online
behaviour indicate that there is a disparity between the privacy-related attitudes of social
media users and their actual behaviour in specifying their privacy policies [1, 19, 28, 49].
Even though social media users may be highly concerned about their privacy, they face dif-
ficulties managing their privacy policies, so only a small percentage of users change their
default privacy settings. This issue may occur due to their misconceptions regarding the
visibility of their data [49] and the complex and unusable interfaces [13]. In addition, psy-
chology research has shown that defaults are often perceived as the recommended course of
action [31, 21]. Additionally, users are rarely reminded to reconsider their privacy policies
after their initial profile creation; hence, they often overlook the visibility of their social
networking data [49].

Meanwhile, as more people engage on social media, they are providing businesses with
unprecedented amounts of data that give insight into various facets of customer behaviour.
Current social networking platforms allow users to publish their activities, opinions, loca-
tions, as well as their social interactions through different forms of communication (e.g.,
text, image, and video), leading to large social footprints [20]. The insight into customer
behaviour provided by such social footprints affords immense opportunities for businesses
to engage audiences with compelling and personalized content and experiences. By har-

A version of this chapter has been published in the proceedings of the iConference.
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nessing this additional information about individuals, traditional customer databases can
be transformed from historical artifacts into powerful business intelligence tools, enabling
efficient and effective business decision-making processes. For example, social media data
can be used to detect users’ upcoming life events and provide them with relevant offers, or
to gain insight into users’ psychographics and send marketing messages uniquely tailored
to them.

In addition to the tremendous potential that social media data can provide for busi-
nesses, prior customer studies have shown that customers and clients value personalized
content [24]. In addition, as customers increase their digital footprints, they expect more
personalization [42]. However, the effectiveness of this win-win opportunity relies on ad-
dressing users’ privacy concerns and reconciling the tension between personalization and
privacy. The Facebook “Beacon” feature is an alarming example of disregarding users’
privacy preferences. Launched in November 2007, “Beacon” allowed third-party websites,
such as Coca-Cola, Sony Pictures, and Verizon, to access Facebook profiles and to pro-
vide personalized content and services to them and their friends. This feature immediately
encountered mass protests and was retracted from Facebook several weeks later.

Users’ privacy is violated when information intended for a particular audience (such as
one’s family and friends) unintentionally becomes available to a broader audience (such as
companies and organizations) [41]. Given that users often fail to specify privacy policies
that match their actual concerns, it is vital for businesses to take extra precautions when
dealing with customer data, even when the underlying data is voluntarily disclosed and is
publicly available. Following supplementary privacy-preserving methods provide organi-
zations with a competitive advantage [39] and allows them to build and maintain customer
trust to avoid the negative consequences that may arise from neglecting customers’ privacy
preferences and to build effective personalization while preserving privacy.

The solutions proposed to address social network privacy issues include studies that
present a set of privacy-enhancing principles and guidelines to design personalization sys-
tems [24, 52], the works that suggest usable interfaces and visualization tools for specifying
privacy policies [30, 28, 5, 15], as well as automated policy prediction models and frame-
works [47, 13]. In this review, we focus on the latter direction. Specifically, we review the
approaches that propose automated methods and utilize large social footprints available in
online social networks to predict desired privacy settings. We conceptualize that an online
social network is a virtual place in which individuals are allowed to create profiles and share
their personal attributes, preferences, and opinions. In addition, they can connect to each
other through different types of relationships and establish and maintain rich interactions
with their peers on the network.
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The remainder of this document is as follows: Section 2.2 describes the concept of
privacy in the context of social networks. Then the major approaches on privacy prefer-
ence inference in the context of social networks are provided in Section 2.3. Section 2.4
discusses a set of gaps based on the literature review. Finally, the manuscript concludes in
Section 2.5

2.2 Privacy in Social Networks

Social networks are typically represented as a graph G = 〈V, E〉, where each user corre-
sponds to a node i ∈ V . An edge (i, j) ∈ E in the graph indicates some sort of social
connection between the two users i and j. The labeling function F can be defined as
F : V → R, where V is the set registered users and R = {r1, r2, ..., rn} is the finite set of
the possible relationships connecting the users. A relationship rk can be either bidirectional
(e.g., friend relation in Facebook) or unidirectional (e.g., follower relation in Twitter). In
addition, each user can have a set of properties and profile items P = {p1, p2, ..., pn} that in-
dicates who a user is in the social network, such as their identity and personal information.
Users may also be associated with a set of contents C = {c1, c2, ..., cn} that describes what
a user has exposed in the social network, such as uploaded text, images, videos, and other
data items created through various activities in the network.

In the majority of the current social networks, privacy settings are described in terms
of access control for the shared profile and content items. Most of the popular social net-
working sites such as Facebook and Google+ allow users to specify their privacy settings
by controlling “who sees what” of their data. Varying granularity degrees of privacy spec-
ification are typically supported for both “who” and “what” variables. For example, users
can set the information visibility as either public or private; or they can assign various
specifications for different groups of their social contacts, or even different social contacts
individually. Likewise, users may be allowed to specify privacy attributes for all of their
published items at once, different categories of items, or each piece of shared items individ-
ually. In addition, the information access control can be either specified as a binary value
(e.g., allow and deny) or on a nominal scale (e.g., view, comment, and re-share).

For instance, consider the partial network of a user presented in Figure 2.1, where the
focal user U is connected with three social contacts u1, u2, u3 through a similar relation type
(i.e., friendship). Suppose this user has one published profile item p = {p1} and two shared
content items c = {c1, c2}. Table 1 represents a possible privacy specification for user U in
a social network, where access control is specified at a binary level for each of the social
contacts and each of the published items separately. As discussed earlier, managing such
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Figure 2.1: An example of a social network with focal user U.

u1 u2 u3

p1 allow deny deny
c1 allow allow allow
c2 deny allow deny

Table 2.1: An example privacy specification in a social network.

privacy settings can be a cumbersome and a tedious task for hundreds of social contacts
and shared items and so is often overlooked by users. As such, some researchers have
utilized online social footprints and have proposed semi-automatic or automatic techniques
to derive privacy policies that are similar to what current social networks provide as their
privacy settings (e.g., [11]). Instead of focusing on privacy configurations that are specific
to a particular social networking site, a set of studies attempted to use such footprints to
characterize users’ general privacy preferences. In these works, privacy preferences of
users can be determined by mapping users to a binary, numeric, or an ordinal scale of
desired privacy (e.g., [9]). Here, we attempt to provide a comprehensive review of the
studies that take either of the approaches to infer privacy attributes.

2.3 Literature Review

Due to the growing interest in regular communication and information sharing over online
social media, research on these platforms gained great attention in the last few decades. The
rich information available in social media can greatly benefit individuals, communities and
societies, businesses, politicians and governments, as well as scholars. The prior works
on automatic detection of privacy preferences are categorized based on the type of the
data used to make the prediction. Therefore, Section 2.3.1 explains the studies that have
relied on the potential links between personal characteristics of the users and their privacy
preferences to infer the privacy attributes. Section 2.3.2 presents the algorithms that are
primarily focused on the users’ social context and ties. In addition, some researchers have
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used the content published by users to derive their desired privacy features. These content-
based approaches are reviewed in Section 2.3.3.

2.3.1 Personal and Profile Attributes

There is a large body of research linking demographic information as well as personal traits
to privacy preferences. For example, various surveys have established a positive relation
of age, education, and income linked with privacy concerns [24]. In the context of social
media, various studies have been conducted to find possible connections between gender
and age and privacy behaviour [14, 25, 8, 12]. For gender, the results are inconclusive
as some of the studies found no gender difference to privacy settings, while some found
female users to be more private. Similarity, even though Dey et al. [12] have shown that
adults tend to be more private in social media, the research conducted by Christofides et
al. [10] has shown that adults and adolescents exhibit similar privacy behaviour. Similar
attempts have been also made to study the possible connections between location [12, 10]
as well as ethnicity [33] with privacy attributes.

In addition, personality attributes of people have been shown to be associated with
their privacy attitudes and behaviour. For instance, in the context of location-based ser-
vices, Junglas et al. [23] have researched the possible connections of the so-called Big Five
personality traits (i.e., agreeableness, extraversion, emotional stability, openness to expe-
rience, and conscientiousness) and privacy concerns. They found that people who scored
high on agreeableness, conscientiousness, and openness expressed lower levels of privacy
concerns.

Despite the large body of works linking demographics and personality features to pri-
vacy concerns, to the best of our knowledge, there exist only a few works that have uti-
lized this type of information to recommend privacy features. By using an online survey,
Minkus and Memon [33] examined the privacy settings of users on Facebook and related
their choices to demographic and personality features. The survey results are later used to
build and deploy an online application, called MyPrivacy, that automatically recommends
privacy settings. Their survey results provide evidence for earlier studies, indicating that
personality traits and demographics are linked with privacy behaviour. In particular, they
found that neuroticism, age, ethnicity, and the self-reported concern for privacy are re-
lated to the customized privacy settings of users on Facebook. Therefore, MyPrivacy first
asks multiple questions from users to determine these attributes and then uses a supervised
learning algorithm to recommended privacy settings. The evaluation of MyPrivacy showed
positive subjective opinions of real Facebook users toward the tool. To recommend privacy
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settings for a particular shared item, [36] proposed a supervised method as well. Their al-
gorithm is built on a set of demographic features including age, gender, and location; along
with a set of metadata associated with the shared item.

The lack of approaches focused on personal attributes can be due to the inconsistent and
inconclusive results obtained from the studies that analyze the connections between such
attributes and privacy preferences. These conflicting empirical differences may stem from
the differences in what they measure as privacy preference. While some researchers may
measure privacy behaviours to indicate privacy preference, some may be focused on privacy
attitudes. Besides, in these works, the data collection process is often limited to specific and
often rather small participant pools, such as people living in New York City [12] or college
students [25]. Further studies with large and diverse participant sets may lead to consistent
results that can be used reliably in automatic prediction tools. In addition, demographics
and personal attributes may not be directly accessible through social media profiles, leading
to the availability of a sparse set of attributes. Even though successful attempts have been
made to extract this information from users’ activities in their social network [2, 18, 40],
these approaches are often complex and require extra computational resources.

2.3.2 Social Context

Compared to the use of personal attributes, a large set of studies have focused on the social
context of the focal user to analyze and predict privacy-related features. These studies can
be categorized into two primary groups. The first set of works mainly focuses on privacy
in terms of information visibility to different groups of social contacts, often referred to as
social circles. Hence, they propose approaches to assist users in creating and maintaining
such social circles and their corresponding privacy policies.

While the aforementioned group of works are focused on partitioning and clustering
users’ social contacts, they do not make use of the valuable information hidden in their
social context. Hence, another set of researchers has adapted techniques from the area of
collaborative filtering to assign privacy policies to a user based on the preferences of other
users. One approach to determine this set of users is to select them from within the social
contacts of the focal user (e.g., friends in Facebook or followers in Twitter). This method
follows the principle of homophily, which refers to the tendency of people to associate with
similar individuals and has been observered in the context of online social networks [32].
As an alternative to the use of social contacts, a set of researchers has developed and used a
set of similarity measures to select users with similar backgrounds and characteristics with
the focal user.
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Social Circle Management and Labeling

Given that users have on average hundreds of friends1,2, specifying a policy that man-
ages access to various information items is a difficult and a tedious task even for privacy-
conscious users. As a result, with the aim of easing the process of privacy policy man-
agement, there have been attempts to automatically categorize users’ social contacts into
meaningful social circles. Some studies have moved beyond clustering and proposed tech-
niques to infer user’s preferred privacy settings for the created circles of contacts.

Adu-Oppong et al. [3] proposed that the clustering algorithm presented in [34] can
be used to effectively create social circles of densely and closely connected contacts in
unidirectional networks. Following this approach, (α, β)-clusters will be formed so that any
node in a cluster is adjacent to at least a β-fraction of the cluster and any node outside of a
cluster is adjacent to at most an α-fraction of the cluster. In a somewhat similar approach,
Danezis [11] proposed an algorithm to cluster one’s social contacts into circles that are
closely related to each other and have many links within themselves, while having fewer
links with those who are not in the circle. In [47], a large number of unique characteristics
such as educational background, hobbies, and age are taken into account for clustering
social contacts. A modified version of the apriori algorithms [4] is used to dynamically
select clustering features based on the attributes of the social contacts of the focal user.

Jones and O’Neill [22] conducted user studies and interviews to understand user ra-
tionales when grouping their social contacts for the purpose of privacy management. As
a result of this experiment, a set of six criteria commonly considered by users was identi-
fied. Since these criteria are related to the relationships between users, a network clustering
algorithm, called SCAN [53] is used to group one’s social network into various circles.

Some researchers have proposed supplementary techniques to clustering to recommend
privacy settings for the created clusters. In [43], for instance, after the clusters of contacts
are formed, the user is asked to label a number of randomly selected contacts from each
cluster. Through the labeling process, the user indicates his/her willingness to share a
specific item with them. A classifier is trained on the profile attributes as well as the network
attributes of the labeled contacts to predict the privacy preferences of the user for unlabeled
contacts relative to a specific object information item. They achieved an accuracy of 83%
with 20% training.

Fang and LeFevre [13] built a privacy wizard that iteratively asks the user to label
carefully-selected informative contacts. In these questions, the user specifies his/her will-
ingness to share a specific piece of profile information with a social contact. To auto-

1http://www.theguardian.com/news/datablog/2014/feb/04/facebook-in-numbers-statistics
2http://news.yahoo.com/twitter-statistics-by-the-numbers-153151584.html

http://www.theguardian.com/news/datablog/2014/feb/04/facebook-in-numbers-statistics
http://news.yahoo.com/twitter-statistics-by-the-numbers-153151584.html
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matically label other contacts, these labeled information is utilized in a classifier, wherein
contacts are represented as feature vectors that encompass users’ community structure and
profile features such as age, gender, and education.

A classifier is developed in [26] to decide whether a data item should be visible to a
contact of a user. Based on the assumption that the privacy labels that have been explicitly
assigned to friends are correct, users’ current privacy settings is used as the labeled data.
Similar to [13], friends are then represented as a feature vector that includes their commu-
nity attributes and their personal features. A classifier is then built on this feature set to
assign privacy labels to unlabeled contacts.

Collaborative Filtering for Privacy Inference

Instead of categorization and labeling of the social context, some researchers have proposed
methods to identify privacy preferences based on the privacy characteristics of the social
context. Users’ information sharing behaviour has shown to be extensively influenced by an
inner circle of close friends [9]. For instance, the amount of private information shared by
a user has shown to be correlated with the amount of private information shared by friends.
Similarily, people with similar backgrounds tend to have similar privacy concerns [46].
These findings has motivated researchers to adapt collaborative filtering methods and de-
termine one’s privacy preferences from attributes of his/her network. Collaborative filtering
uses the known preferences of a group of users to make recommendations of the unknown
preferences of other users and is mainly utilized in the context of recommendation sys-
tems [50].

Squicciarini et al. [47, 45] provide an algorithm to form social circles based on users’
characteristics such as their gender, hobbies, and occupation. These circles are further
utilized to recommend privacy policies for newly added objects (i.e., added contacts or
uploaded data items). When a new object is uploaded, the system first seeks the social
circles that is most likely to deal with the object in a similar way as the user. Then the
privacy policies used by the selected circle is the basis for predicting the privacy policy
for the newly added object. Similar idea is applied to user-uploaded images [46], in which
a policy prediction algorithm assigns a policy to a newly uploaded image based on the
information captured from social circles.

In [44], active learning and the properties of the social graph are first used to detect a set
of the most informative contacts to be labeled as training samples. In the labeling process,
the user specifies whether he/she is willing to share a specific data item with the selected
contact. Then an iterative semi-supervised approach is followed to label the other contacts
of the user, where labels are propagated from labeled instances to unlabeled instances in
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the social graph. This propagation is guided by the user similarity metric that is represented
through edge weights. The similarity computation is based on profile information of con-
tacts, their networks metrics, as well as the community structure. The evaluation results of
this approach provided higher accuracy and precision compared to a supervised learning
and a random walk based approach.

In the context of a location-based social network, Toch et al. [51] provide users with
recommended privacy policies that similar users have previously selected. A large set of
privacy policies is first clustered based on their location, time, and social group properties.
Policies within each cluster are then ranked according to the number of policies they are
similar to and their similarity degree. To recommend privacy policies, clusters that are
relevant to the current user are selected based on the policies chosen by similar users (e,.g.,
users that are within the same Facebook network). Finally, top-ranked policies from the
selected clusters are presented as recommendations.

Collaborative filtering is also followed in [16], where the authors take advantage of
a set of profile features, user’s interests implied in their social media, and their privacy
configurations to find a set of users similar to the user of focus. In their approach, users are
first characterized according to their privacy preference as either privacy fundamentalist,
privacy pragmatist, or privacy unconcerned. Users’ privacy decisions and settings regarding
their photo albums is considered as an indication of their privacy preference. In particular,
users are assigned to these three categories based on the number of their public, customized,
and private photo albums. Then K-nearest neighbour algorithm is used to determine which
privacy categorization the focus user belongs to. Based on the features of the assigned
category, the system then recommends privacy settings.

2.3.3 Published Content

A frequent user activity on social networks is to publish and share content such as status
messages, comments, images, and videos. All instances of shared data types can be used
to draw inferences about the users’ personality and preferences. In particular, natural lan-
guage has been shown to be a reflection and a mediator of internal states [38]. Our words
can reveal personality, emotional states and feelings, attention patterns, thought, and social
situations [38, 17]. Therefore, a variety of automated content analysis techniques have been
developed to measure such psychometric metrics from natural language. These methods
range from the use of predefined dictionaries and taxonomies such as Language Inquiry and
Word Count (LIWC) to more sophisticated computational algorithms that utilize complex
data mining and machine learning based techniques.
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In the context of privacy, Gill et al. [17] provide a set of privacy-related categories,
each of which is associated with a number of words that are relevant in the semantic anal-
ysis of the privacy domain. The dictionary consists of 388 privacy related words that are
grouped into eight high-level theoretically sound categories based on their semantic sim-
ilarity. LIWC contains a large number of semantic categories with possible relevance to
privacy features. Therefore, LIWC is used as the baseline for the evaluation of the pri-
vacy dictionary. The evaluation results indicate that the privacy dictionary is capable of
capturing unique linguistic features in privacy language and is more reliable in detecting
privacy-oriented content.

Caliskan-Islam et al. [9] used the privacy dictionary, along with a variety of methods
and tools including topic modeling, named entity recognition, and sentiment analysis to
automatically deem if a tweet contains private information. Annotated data were collected
from Amazon Mechanical Turk (AMT), wherein AMT workers were asked to label col-
lected tweets according to privacy categories. Then users are given privacy scores based on
the amount of private information they published in their Twitter timeline. The timelines of
these labeled users are then utilized in a supervised machine learning technique to assign
privacy scores to unlabeled users based on their shared textual content.

The prediction model proposed in [36] follows a supervised machine learning approach
to recommend privacy settings for a given post in Facebook. Besides the demographic
features (as explained in Section 2.3.1), they used a set of content-based features associ-
ated with the post. The sentiment score of the post is included, along with some topical
attributes. In addition, the entire bag-of-word representation of the content is taken into
account, where only a set of words with a high tf-idf score is considered. Some contextual
metadata elements are also used, such as the time of the day the post is shared.

Given an unstructured linguistic content published by a user, [48] first detects sensitive
information such as phone number, address, and location from the text. Then the model
proposed in [29] is adopted to quantify the privacy risk of the user, wherein the identified
sensitive parts are treated the same way as information items in [29]. In [29], a mathemat-
ically sound model is developed, taking into account the sensitivity and visibility of the
shared items. The proposed model provides users with a privacy score that quantifies the
potential privacy risk of the user. The premise behind their model is that the more sensitive
information the user discloses, the higher his or her privacy risk. In addition, the more
visible the shared information becomes in the network, the higher the privacy risk.

In the context of image sharing, [46] uses the previous images by users and their cor-
responding privacy policies to assign a privacy policy to a new image. Image clustering
and policy association mining are used for privacy generation. However, if the user is new
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or there have been significant changes to the user’s privacy trends, users’ social context is
used to predict the policy as explained in Section 2.3.2. To detect images with private con-
tent, Zerr et al. [54] used a variety of visual features, such as the occurrence of faces, in a
supervised learning algorithm. They also utilized the textual metadata associated with im-
ages and found correlations between topics and the content of private images. For instance,
topics used to describe personal concepts, emotions and sentiment, and human body were
shown to be mostly used for private images. On the other hand, topics related to nature,
architecture, and inanimate objects have been mostly found in non-private images.

2.4 Discussion

Automatic privacy inference has received relatively little attention. In addition, our anal-
ysis of the related literature suggests that the research efforts are mainly focused on the
prediction and recommendation of privacy settings that are specific to the underlying social
network. On the other hand, attempts have been made to quantify users’ privacy risk [29, 6]
and users’ current privacy level [9]. Ghazinour et al. [16] (discussed in 2.3.2) characterized
individuals by classifying them into different levels of privacy concerns based on their pri-
vacy settings on their photo albums. This lack of work may be attributed to the fact that
privacy is context-dependent issue [37], making it challenging to develop generic methods.
However, a recent study in the context of mobile applications has revealed that despite the
diversity of privacy preferences, users can be clustered into a set of meaningful privacy pro-
files that effectively captures their desired privacy [27]. These studies imply the potential
of characterizing users according to their platform-independent privacy preferences.

Another research gap we identified is the limited set of data types that prior studies
have focused on. These data types are often the users’ profile features, social and network
attributes, and the content of communications. Many other data types are left unexplored
in the literature [41, 7]. For instance, ratings/interests of users can be of value in gaining
insight into one’s privacy preferences and latent attributes, and are often readily accessible
in users’ profiles. However, to the best of our knowledge, only [16] has used it to infer
privacy. Another example is contextual data. This data type refers to the property of
an item that is made explicit and is provided with semantics, such as the tags provided
in Facebook images and status messages or mentions in tweets. Although users’ privacy
preferences may be revealed from these contextual data, researchers have not used them in
detecting privacy features.

By analyzing the approaches used, it can be seen that the existing literature lacks a
study of hybrid techniques and of mixed data types. However, in similar areas such as
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Figure 2.2: An overview of privacy prediction approaches in terms of their input, tech-
niques, and goals.

recommendation systems, hybrid approaches have been shown to be very effective and can
offset limitations of either approach and improve the prediction performance [50].

Many of the reviewed studies have utilized supervised methods to classify and pre-
dict privacy attributes. However, they require labeled input, and may not seem feasible
in the context of social media, where the labeled information normally constitutes a very
small portion of the available data. In such a context, unsupervised and semi-supervised
techniques can be of great interest. In particular, semi-supervised techniques, which have
the advantage of utilizing fewer labeled data to achieve better predictions, can be a poten-
tial research avenue to explore further. A graph-based semi-supervised method has been
proposed to effectively capture privacy preference [44], and other methods such as Ex-
pectation and Maximization (EM), topic modeling, and co-training need to be investigated
further. For instance, co-training has been successfully used to detect users’ latent personal
attributes in social networks [35].

Figure 2.2 provides an overview of our reviewed studies in terms of their input, pro-
posed techniques, as well as their goals and purposes. Examples of each of these elements
are also provided. The figure also indicates the research gaps we discussed above with
gray boxes. The discussed limitations of prior studies call for further attempts to deeply
analyze how different facets of large online social footprints can be utilized to effectively
characterize users’ privacy preferences.

2.5 Summary and Conclusion

Mining the treasure trove that exists in social media has tremendous potential for compa-
nies to improve the customer experience through personalization and targeted marketing.
However, customers may not be willing to be profiled online due to their privacy concerns.
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On the other hand, users’ privacy concerns are often not well translated into their social
network privacy configuration, resulting in generating data that is accessible to the pub-
lic. It is a dilemma for companies whether to use one’s publicly available data to provide
valuable personalized content or not to use such data to avoid disregarding privacy pref-
erences. One potential direction to manage this dilemma is to develop novel algorithms
and techniques that take advantage of users’ social footprints and characterize their privacy
behaviour and attitude. In this document, we reviewed the existing literature on automatic
privacy preference inference in the context of social networks.

We categorized and reviewed the existing studies on privacy preference inference ac-
cording to the data type of focus, namely demographics and profile features, social context
and network features, as well as the shared content. The potential and limitations of the
approaches are further discussed, where a set of gaps are identified in the literature. Based
on our study of the literature, we call for more studies of general user modeling and charac-
terization according to their privacy preference. In addition, researchers studying privacy
detection are encouraged to use a wider range of data types available in social media as
well as hybrid techniques to make the predictions.
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Chapter 3

Privacy and Profile Attributes in Twitter

3.1 Introduction

The increasing levels of engagement in online social media have led to the accumulation
of large social footprints left by millions of users on a daily basis. This massive source
of information can deliver relevant information in the right context, leading to tremendous
opportunities for both businesses and individuals. However, to effectively harness this trea-
sure trove of data, it is imperative to address possible privacy complications. Such privacy
issues are especially concerning due to the disparity between users’ privacy behaviours and
their attitudes in social media [6, 20], making their current privacy settings unreliable. As
such, methods that can detect users’ privacy preferences are desired so that data related to
the privacy-concerned users can be discarded.

This privacy dichotomy may be due to users’ misconceptions regarding the visibility
of their data [20], the complex privacy specification interfaces [4], as well as their false,
yet common, perception of the default setting as the recommended privacy policy [12]. In
addition, even privacy-aware users may decide to choose public settings for the anticipated
social gain, while they may not be willing to be profiled online by business and companies.

We argue that user social footprints [7] in social media environments can characterize
their privacy preferences, offering an alternative and reliable source for the detection of
privacy preferences. The social footprints are available in three types of social media data:
users’ profile attributes, their social context and ties, and their published content. In this
study, we focus on the analysis of the profile attributes to explore their potential links to the

A version of this chapter has been published in the companion volume of the World Wide Web conference
proceedings (WWW MSM’6).
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user privacy preferences. In particular, we analyzed profile attributes of Twitter accounts to
examine whether people with different levels of privacy setting configure these attributes
differently.

Privacy configuration in Twitter is relatively simple and follows a binary specification.
The Twitter users can follow the default public setting, which indicates that their tweets
and follower/friend lists are accessible by the public. Alternatively, they can change the
setting to protected, which makes their tweets and follower/friend lists accessible only by
their approved followers. It is noteworthy that the users’ profile attributes are visible to and
accessible by the public and the Twitter API regardless of their privacy settings.

We analyzed a set of users’ profile features and descriptions that are readily available
from their Twitter accounts. We also developed and analyzed three additional features
based on the existing profile attributes. Based on the analysis results, a feature set is devel-
oped and utilized in multiple classifiers to automatically detect the users with the protected
privacy setting. Compared to the users’ social network structure and their content-related
features, their Twitter profiles contain very limited information. Despite this limitation, our
classifier has obtained an F-score of 0.71, which improves a random and a naive baseline by
over 20%. This finding can have implications for designing privacy-preserving personaliza-
tion tools and indicates the value of profile attributes in the detection of privacy-concerned
users.

The remainder of this paper is as follows: Section 3.2 reviews the earlier studies on
privacy prediction in social media and the user attribute classification in Twitter. Section 3.3
describes our data collection process and the profile features in our dataset. Section 3.4
explains the analysis of the profile attributes for the users with the protected and default
privacy settings. Section 3.5 presents the selected feature set and the evaluation of our
classification. Finally, the paper concludes with our contributions and research plans.

3.2 Related Work

Detecting privacy attributes in social media. To address users’ privacy concerns, three
main approaches have been reported in the literature: the use of privacy-enhancing prin-
ciples for designing personalization systems [9, 21], the design of usable interfaces and
visualizations that enable users to specify their privacy policies [11, 1, 5], and the compu-
tational methods that automatically predict users’ privacy preferences [18, 4]. Regardless
of its potential value, the prediction approach has received much less attention compared to
the other two [8]. Additionally, the majority of the prediction models are structured on the
users’ social networks and their generated content, while only a few have utilized profile


