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Abstract

The explosive proliferation of smart devices in the 5-th generation (5G) network expects 1,000-fold capacity enhancement, leading to the urgent need of highly resource-efficient technologies. Non-orthogonal multiple access (NOMA), a promising spectral efficient technology for 5G to serve multiple users concurrently, can be combined with massive multiple input multiple output (MIMO) and relaying technology, to achieve highly efficient communications. Hence, this thesis studies the design and resource allocation of NOMA-based massive MIMO and relaying systems.

Due to hardware constraints and channel condition variation, the first topic of the thesis develops efficient antenna selection and user scheduling algorithms for sum rate maximization in two MIMO-NOMA scenarios. In the single-band scenario, the proposed algorithm improves antenna search efficiency by limiting the candidate antennas to those are beneficial to the relevant users. In the multi-band scenario, the proposed algorithm selects the antennas and users with the highest contribution total channel gain. Numerical results show that our proposed algorithms achieve similar performance to other algorithms with reduced complexity.

The second part of the thesis proposes the relaying and power allocation scheme for the NOMA-assisted relaying system to serve multiple cell-edge users. The relay node decodes its own message from the source NOMA signal and transmits the remaining part of signal to cell-edge users. The power allocation scheme is developed by minimizing the system outage probability. To further evaluate the system performance, the ergodic capacity is approximated by analyzing the interference at cell-edge users. Numerical results proves the performance improvement of the proposed system over conventional orthogonal multiple access mechanism.
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## Abbreviations

<table>
<thead>
<tr>
<th>Abbreviation</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>5G</td>
<td>The 5-th Generation Network</td>
</tr>
<tr>
<td>AF</td>
<td>Amplify-and-Forward</td>
</tr>
<tr>
<td>AWGN</td>
<td>Additive White Gaussian Noise</td>
</tr>
<tr>
<td>BS</td>
<td>Base Station</td>
</tr>
<tr>
<td>CNAR</td>
<td>Collaborative NOMA Assisted Relaying System</td>
</tr>
<tr>
<td>D2D</td>
<td>Device-to-Device</td>
</tr>
<tr>
<td>DF</td>
<td>Decode-and-Forward</td>
</tr>
<tr>
<td>IoT</td>
<td>Internet of Things</td>
</tr>
<tr>
<td>MIMO</td>
<td>Multi-Input Multi-Output</td>
</tr>
<tr>
<td>mmWave</td>
<td>millimeter-wave</td>
</tr>
<tr>
<td>MRC</td>
<td>Maximal Ratio Combing</td>
</tr>
<tr>
<td>MT</td>
<td>Mobile Terminal</td>
</tr>
<tr>
<td>MU-MIMO</td>
<td>Multi-User Multi-Input Multi-Output</td>
</tr>
<tr>
<td>NOMA</td>
<td>Non-orthogonal Multiple Access</td>
</tr>
<tr>
<td>OFDMA</td>
<td>Orthogonal Frequency Division Multiple Access</td>
</tr>
<tr>
<td>OMA</td>
<td>Orthogonal Multiple Access</td>
</tr>
<tr>
<td>PSNR</td>
<td>Post-processing Signal-to-Noise Ratio</td>
</tr>
<tr>
<td>R-D</td>
<td>Relay-Destination</td>
</tr>
<tr>
<td>RF</td>
<td>Radio Frequency</td>
</tr>
<tr>
<td>S-R</td>
<td>Source-Relay</td>
</tr>
<tr>
<td>SIC</td>
<td>Successive Interference Cancellation</td>
</tr>
<tr>
<td>Acronym</td>
<td>Description</td>
</tr>
<tr>
<td>---------</td>
<td>-------------</td>
</tr>
<tr>
<td>SNR</td>
<td>Signal-to-Noise Ratio</td>
</tr>
<tr>
<td>SU-MIMO</td>
<td>Single-User Multi-Input Multi-Output</td>
</tr>
<tr>
<td>TDMA</td>
<td>Time Division Multiple Access</td>
</tr>
</tbody>
</table>
Chapter 1

Introduction

1.1 Background of 5G

The future 5-th generation (5G) network is expected to provide high-performance communications for rapidly increased devices at anytime and anywhere [1]. On one hand, a large number of smart devices, including smart phones, tablets and laptops for purposes of daily work and entertainments, require remarkably higher data rate, along with enhanced cell-edge rate [2]. The reason is according to [3], it is predicted that in 2020 the data traffic from software downloading, social networking, web browsing, file sharing and multi-media streaming will be significantly enhanced where the high-definition video traffic, with intensive requirements for data rate and real-time playing, is going to be 13 times over that in 2014. On the other hand, the Internet of Things (IoT) [4] would make various sensors, wearable devices, household appliance and even vehicles connected to the core network in order to establish the “smart life” for personal health, economy and convenience. For industrial consideration, the monitor center should connect to multiple machines and sensors with very low latency to col-
lect real-time information and control pipes, valves and grids [5]. The data volume associated with each device in IoT don’t have to be very large since there are only simple data and control message exchange. But a significant number of devices need to be connected simultaneously. Consequently, the expected overall network capacity enhancement will be 1,000 folds over current situation [6][7]. Compared to the extremely high requirements, the currently available spectrum resource becomes quite limited.

The newly developed millimeter-wave (mmWave) frequency bands may potentially help support the network traffic enhancement. Firstly, the short-distance line-of-sight (LOS) directional communications can be well supported by the 60 GHz mmWave band for very high data rate [8]. Furthermore, it is possible to obtain larger channel bandwidth, around 500 MHz per channel in mmWave compared to 5-20 MHz in mainstream microwave bands. Additionally, the small wavelength facilitates installing massive antennas into the mmWave transceivers [9]. However, the drawbacks from mmWave remarkably undermine the potential performance improvement. The most critical point is that the signal in mmWave bands is highly sensitive to blockages which lead to severe penetration [10]. This creates severe signal strength loss in non-line-of-sight (NLOS) environments, very common in large-scale communication systems. Moreover, practical hardware overhead further limits the application of mmWave technology. For instance, the mixed signal components in mmWave transceivers bring higher costs and energy consumption than microwave transceivers [9]. Therefore, it is hard for mmWave spectral resource to contribute significantly to serving massive users and increasing network capacity.

All the frequency bands in the currently available spectrum have almost been developed for telecommunications in mainstream protocols. The bands for LTE-based communication [11] occupy a large portion of available spectrum. The CDMA and WCDMA protocols [12] are
still using some bands for transitions from 3G to 4G in some undeveloped areas. Moreover, the 2.4 GHz frequency band has been widely used by Wi-Fi and Bluetooth protocols. As a result, novel highly efficient communication techniques are in need of the hour for exploiting the current resources.

1.2 Research Motivations

1.2.1 Advantages of Spectral and Power Efficient Technologies

Non-orthogonal multiple access (NOMA) is a 5G promising spectral efficiency technology applicable in the current spectrum resource [13]. Conventional orthogonal multiple access (OMA), e.g., time division multiple access (TDMA) [14] and orthogonal frequency division multiple access (OFDMA) [15], allocates orthogonal resource blocks for different users to avoid inter-user interference. Instead, NOMA introduces inter-user interference at the network side. To be specific, messages intended for several users are superimposed as a signal to be
transmitted in one resource block where messages are allocated with different power levels. When receiving the NOMA signal, certain user applies successive interference cancellation (SIC) to remove the interference from other messages in order to obtain the message for its own. Note that the power-domain multiplexing in NOMA allows a great number of messages superposed into one signal. Hence, NOMA can increase the number of served users per cell. And it is specially suitable for IoT where real-time connections between the control center and massive various devices should be established without specific data rate requirements.

Massive Multi-input Multi-output (MIMO) is another spectral efficient technology for 5G [16]. It can transmit multiple signals at the same time and frequency band by different spatial patterns to multiple receivers. These signals can carry different data for a large group of users or carry the same data for several specific users for performance gain. Additionally, with beamforming technology to preprocess the signal at the transmitter side, the focus of the signal can be narrowed to the targeted receiver so that the quality of the received signal is improved. In this way, each cell can potentially support more users and increase the received signal strength. Hence, the overall system capacity can be greatly enhanced within existing resources.

Relaying technology enables efficient utilization of power [17] to serve the increasing cell-edge users. The better relay-destination (R-D) channel condition, which results from the short R-D distance, leads to higher cell-edge user receive signal-to-noise ratio (SNR) than the direct source-destination (S-D) transmission with the same transmit power. Moreover, device-to-device (D2D) communication ability at smart devices enables some devices to be applied as the relays [18], which saves the cost of deploying the relays. The relaying technology can also enable the cooperation among cells if the relaying device is shared by several cells. Hence, relaying devices can take advantage of high power efficiency to improve communication quality
for all users [19].

### 1.2.2 Challenges for Resource Allocation

There are challenges to utilize NOMA, massive MIMO and relaying techniques and develop relevant resource allocation strategies for overwhelming 5G system performance.

It is important to consider user scheduling and power allocation to cost-efficiently take advantage of NOMA protocol. Firstly, the dependence on SIC causes NOMA to be significantly sensitive to channel quality. Due to channel condition variation, the non-orthogonality becomes dynamic. Higher-level non-orthogonality leads to more contribution to improving system performance, but with higher costs, i.e., higher requirements on SIC and worse stability. So to control the level non-orthogonality, users should be scheduled into appropriate channels and frequency bands. In particular, to seek a tradeoff between resource sharing and single-user communication quality, the number of users sharing the same resource block and the relevant user features should be decided. Note that NOMA protocol is not well applicable to certain users associated with long distances, very poor channel conditions and very high target rates. The reason is if allocating too much resources to satisfy these users’ requirements can cause resource insufficiency for other users, which will downgrade the overall system performance.

Additionally, power level allocated to each message for the relevant NOMA user is supposed to be well considered. This is because NOMA is a power-domain multiplexing strategy; the power allocation influences the successful execution of SIC and whether single-user data rate requirements will be met.

Though the system capacity is greatly enhanced by massive MIMO, it brings about high
hardware and system complexity costs as well. The very large antenna array is partially responsible for hardware costs. Moreover, for signal processing, each antenna needs to be connected to a radio frequency (RF) chain, which introduces complicated hardware installation and processing overhead. Furthermore, in the transitional stage from the 4-th generation network to 5G, the number of RF chains cannot match massive candidate antenna in the large array, making it impractical to use all antennas in each time slot. Hence, selecting ”good” antennas to match the existing RF chains exactly is a promising solution [20]. Moreover, each large-scale antenna array has the upper-bound of capability to serve users; in certain time slot, serving some users with extremely poor channel conditions will cost very much resource but obtain only limited performance. So similarly, it is important to schedule ”good” users for communication in each time slot for cost-efficient resource utilization.

The relaying scheme should also be investigated to be adaptive to 5G in order to serve multiple cell-interior and cell-edge users. Currently, a large number of smart devices have been equipped with double antennas, and some of them can be applied as relaying devices to enable D2D communications. Moreover, unlicensed band is going to be exploited in 5G [21]. The resource efficiency in conventional relaying systems are not high enough since the relaying link requires one orthogonal resource block to avoid the interference. With extra unlicensed band resource provided, the communication and resource efficiency can be possibly promoted. Following these conditions, suitable relaying scheme for 5G with the idea of data offloading [22] is worth considering. This is to improve the system throughput in order to guarantee the quality of service for both the relaying devices (cell-interior users) and cell-edge users.

It is also inevitable to consider the integration of several 5G promising technologies. Firstly, the evolution of the communication system is usually comprehensive. For instance, CDMA
communication protocol [12] and rake receiver to counter the multipath fading are revolutionary technologies for highlighting the advancement of the 3G system over 2G. Then the 4G breakthrough is featured by even more techniques, involving OFDMA protocol [15] to improve the data rate, Voice over LTE (VoLTE) protocol [23] to transmit voice in pure data and the true packet switched architecture to replace the circuit switched one. So 5G is expected to be a revolution on communication system highlighted by multiple technologies. Furthermore, potentially compatible promising techniques for 5G are worth considering to improve the system performance as much as possible. Moreover, some techniques are complementary to each other. Massive MIMO is able to support multiple receivers or enhance the receive SNR at certain receivers. NOMA can be applied to establish connections to a great number of users simultaneously. The relaying technology can assist in transmitting signals to some users which cannot have been supported by the BS. The features of these techniques create opportunities for them to improve the performance for each other, contributing to better overall performance in the 5G communication system.

Possible integration can be based on performance improvement of certain technology. The drawback of NOMA is the communication quality for single user. In contrast to conventional orthogonal multiple access (OMA) where the power in certain time slot [14] or frequency band [15] is allocated to only one message, NOMA should allocate the same amount of power to several messages, which undermines the single-user data rate. Hence, it is necessary for NOMA to cooperate with other techniques for achieving better communication quality. Massive MIMO is able to provide received SNR gain by large-scale transmit antenna array. The spectral efficiency of NOMA can be further developed by the relaying technology to support multiple cell-edge users. In this way, it is natural to consider the design of NOMA-based mas-
sive MIMO and relaying systems. Furthermore, to maximize the performance of these systems within limited resources, it is important to consider relevant resource allocation strategies.

1.3 Research Objectives

Each research paper in the literature investigates only one promising technology in the future 5G on the preliminary implementation and performance. The objectives of this thesis are to conduct integration of potential efficient techniques for 5G, i.e., massive MIMO, NOMA protocol, relaying technology, and, on the basis of systems formed by integrated techniques, to propose resource allocation mechanisms in order to serve a great number of users simultaneously with high-level communication quality.

To exploit extremely high spectral efficiency for serving multiple users with good communication quality for the 5G networks, the first objective is to integrate massive MIMO and NOMA techniques into the 5G communication system. To take advantage of NOMA protocol, which is featured by power-domain multiplexing, to better the system performance, the power allocation among NOMA users should also be specified in this designed massive-MIMO NOMA system.

Next, in massive MIMO, limited RF chains make it impractical to use antenna all elements in the MIMO antenna array; Additionally, the performance of NOMA protocol significantly depends on channel conditions. Consequently, the following objective is to figure out antenna selection and NOMA user scheduling algorithms to maximize user sum rate and control the non-orthogonality between NOMA users prior to signal processing. In the massive MIMO-NOMA system, specific algorithms are proposed to solve the problem in single-subband and
1.4. Contributions

The main contributions of this thesis are listed as follows:

- A general review of advantages and relevant problems brought by NOMA, massive MIMO and relaying techniques in 5G are provided. A literature survey is done for: power allocation, user pairing, relaying scheme under NOMA protocol; antenna selection, user scheduling for MIMO system; performance analysis in NOMA-based relaying system.

- A massive MIMO-NOMA system is designed to improve the communication quality for NOMA users. Then focused on the single-subband situation, the power allocation
among NOMA users to maximize the sum rate is provided as the foundation for further investigation.

- To achieve efficient resource allocation in massive MIMO-NOMA system, the antenna selection and user scheduling mechanisms are investigated. According to different scenarios, the efficient antenna selection and user scheduling algorithms are proposed. In single-band scenario, the antenna selection problem is solved by efficient search algorithm, which achieves the search efficiency by limiting the candidate antennas into ones beneficial to relevant users. For joint antenna selection and user scheduling in multi-band multi-user scenario, joint AU contribution algorithm are raised by selecting the antennas and users with the highest contribution to the total channel gain. Simulation results demonstrate that proposed antenna selection algorithm achieves near-optimal performance, and joint AU contribution algorithm achieves similar performance to existing methods with reduced complexity. The proposed algorithms control the orthogonality among NOMA users in a high-level without losing stability.

- A Collaborative NOMA Assisted Relaying (CNAR) system is proposed with the collaboration of S-R NOMA link as macro-cell communication and R-D NOMA link as small-cell communication. The relay is executed in full-duplex way to improve the system throughput. Moreover, the S-R and R-D phases are executed in licensed and unlicensed band, respectively, to avoid the interference. Then with outage probability derived, the power allocation ratios are obtained by minimizing the outage probability. Then capacity analysis in high SNR regime is also provided to further characterize the system performance. It is achieved by analyzing the interference at cell-edge users based on
NOMA protocol. Simulation results validate our mathematical analysis, and show that the relaying system assisted by NOMA achieves lower outage probability and higher sum capacity than orthogonal multiple access (OMA). The proposed system develops the spectral efficiency of NOMA protocol to serve multiple cell-edge users concurrently with high data rate.

1.5 Thesis Outline

This outline of this thesis is as follows:

Chapter 2 investigates certain resource efficient technologies in 5G, i.e., NOMA, massive MIMO, as well as relaying, their relevant problems and literature. Firstly, the critical points of these technologies to achieve high resource efficiency are given. Then the problems brought by these technologies are explained. The problem involves user scheduling, antenna selection, power allocation and relaying mechanism design. Next, a study on the existing methods to solve the problems is discussed.

Chapter 3 demonstrates the proposed methods to solve antenna selection and user scheduling problems. The optimal power allocation scheme is provided for clarifying the standard of antenna selection and user scheduling. Then efficient search algorithm is proposed to solve antenna selection problem in single-band two user scenario. Next, Joint AU contribution algorithm is proposed for joint antenna selection and user scheduling in multi-band multi-user scenario. Simulation results are provided for validating the tradeoff between performance and complexity of our proposed algorithms.

Chapter 4 studies the solution to serving multiple cell-edge users concurrently. In the sys-
tem model, the relaying mechanism assisted by NOMA is proposed. In the next section, to characterize the system, outage probability analysis is given with mathematical insights, with the help of which the optimal power allocation method is also proposed. Following this, the sum capacity approximation is provided by analyzing the ergodic capacity for each user. Simulation results of the proposed mechanism are compared with the relaying scheme assisted by conventional OMA.

Chapter 5 summarizes the ideas, analysis and results from this thesis and discusses the future potential research work.
Chapter 2

Technologies for Efficient Utilization of Resources in 5G

In this chapter, the technical aspect of the future 5G networks, following problems and the relevant literature survey for existing solutions will be provided. The first section introduces resource efficient technologies for the future 5G, i.e., NOMA, massive MIMO, relaying mechanism, and describes their principles to achieve resource efficiency. Following this, the problems brought by these technologies are discussed, which involves antenna selection, user scheduling, power allocation and relaying scheme design. Lastly, the chapter provides currently available algorithms and approaches for these problems.

2.1 Principles of Resource-Efficient technologies in 5G

The future 5G are confronted with an explosive device proliferation and greatly enhanced data traffic. To satisfy these demands within relatively constrained resources and tolerably increased
costs, resource efficient strategies, involving NOMA, massive MIMO and the relaying technology, is worth exploring.

2.1.1 NOMA

Drawbacks of Conventional OMA

Conventional OMA is able to service multiple users but some drawbacks downgrade the system performance, one of which is serious interference management overhead at the network side. To serve multiple users at the same time, the network side uses OMA protocol by dividing the entire resource into orthogonal resource blocks in time-domain (TDMA) [14] or frequency-domain (OFDMA) [15] to avoid inter-user interference. But if the constrained overall resource is divided into multiple blocks for a great number of users, the resource volume per block will be even more limited. The granularity of single resource block also has its lower bound. Moreover, it is impractical if the network side undertakes all the interference management tasks since the backhaul and feedback issues cost high overhead [24]. Thus, it would be better to transfer some interference management tasks to the receiver side.

The other drawback for conventional OMA is the limitation on resource sharing. Whether certain user reaches its target rate can be a standard for communication quality. For some users with good channel conditions, the target rate can be easily reached so the resource can be wasted to some extent. For users with poor channel conditions, we may need to allocate an orthogonal block with large resource amount to guarantee the data rate [25][26], which results in relatively low resource efficiency [27]. The phenomenon above will cause the overall system performance degraded. Additionally, with the development of IoT, the BS or some
control center has to establish massive real-time connections to a variety of smart devices with different channel conditions [7][28]. Hence, it’s a good strategy if certain users with good channel conditions can share one resource block with ones with poor channel conditions.

**NOMA Advantages over OMA and NOMA Principle**

NOMA protocol is an advantageous strategy for user side interference management and resource sharing. NOMA allows several messages multiplexed at the same time and frequency. At the transmitter side by superposition coding, several messages are superimposed with different allocated power level as a NOMA signal. Generally, more power is allocated to messages of users with poorer channel conditions as the compensation, which also guarantees these users’ receive SNR in a comparable level to conventional OMA. At the receiver side, the users with poor channel conditions treat the messages for other users and the environmental noise as the whole noise for message decoding. The users with better channel conditions apply SIC for message decoding. To be specific, they decode the messages for users with poorer channel conditions in a similar manner. This decoding process is most likely successful due to better channel conditions. Then the decoded messages are removed so that these uses are confronted with less inter-user interference when they decode the messages for their own, which also compensates for the less allocated power to these message. In other words, the general power allocation idea achieves some user fairness, which can be further improved with accurate value.

Therefore, without considering the data rate with respect to each signal, we can support a large number of users using NOMA, theoretically. The supporting ability is not restricted by the number or the granularity of the resource blocks as it is in conventional OMA since NOMA is a power-domain multiplexing strategy. To elaborate the NOMA principle, we assume one
Figure 2.1: Protocol difference between OMA and NOMA.

Figure 2.2: General case of SIC mechanism for NOMA.
transmitter sends a NOMA signal superimposed by messages to $M$ users. The norms of channel coefficients from the transmitter to the 1-st, ..., $m$-th, ..., $M$-th receivers are ordered as $|h_1| > ... > |h_m| > ... > |h_M|$. The superimposed NOMA signal is given by

$$x = P(\sqrt{\alpha_1} s_1 + ... + \sqrt{\alpha_m} s_m + ... + \sqrt{\alpha_M} s_M) \quad (2.1)$$

where the power allocation ratios are ordered as $\alpha_1 < ... < \alpha_m < ... < \alpha_M$ to compensate for the poor channel conditions. The receive signal at the $m$-th user becomes

$$y = P|h_m| \sum_{i=1}^{M} \sqrt{\alpha_i} + n_m \quad (2.2)$$

The $M$-th user treat messages for other ($M - 1$) users and the environmental noise as the equivalent noise to decode the message for itself. So its post-processing SNR (PSNR) is given by

$$SNR_M = \frac{\rho |h_m|^2 \alpha_M}{\rho |h_m|^2 \sum_{i=1}^{M-1} \alpha_i + 1} \quad (2.3)$$

For the $m$-th user, due to the ordered channel gains, it can most likely decode messages from ($m + 1$)-th to $M$-th user successfully. Based on SIC, these messages are removed from the original NOMA signal received by the $m$-th user. Then this user decodes its own message by treating the remaining messages and environmental noise as the equivalent noise, through which the PSNR becomes

$$SNR_m = \frac{\rho |h_m|^2 \alpha_m}{\rho |h_m|^2 \sum_{i=1}^{m-1} \alpha_i + 1} \quad (2.4)$$

Specially, the 1-st user only has to consider the environmental noise for its PSNR, resulting
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\[ SNR_1 = \rho |h_1|^2 \alpha_1. \] (2.5)

The above decoding process is illustrated in Fig. 2.2 for clearance.

**NOMA Performance in Two-user Case**

In many situations, there is minimum rate requirement for single user, for which only two user share one resource block under NOMA protocol. In this typical case, users with better channel conditions are denoted as near user (namely the 1-st user in the general case), while the other as far users (namely the 2-nd user when \( M = 2 \) in the general case). For message decoding, far user considers the near user message and environmental noise as the whole noise to decode the message for its own. According to the aforementioned power allocation idea, the power allocated to the message for far user is much higher than it is for near user to compensate for poor channel conditions. Next, near user uses SIC to decode and then remove the message for far user, based on which it decode its own message with only the environmental noise as the noise.

We firstly characterize NOMA performance in this simple two-user case. Fig. 2.3 demonstrates the achievable capacity as a function of transmit SNR. The power ratio allocated for far user is 0.75 to compensate for the poorer channel condition. One can observe that for far user, as transmit SNR increases, the achievable capacity gets close to a certain constant. This is because far user treats the message for near user as part of the noise. When the transmit power grows, the growth of noise power has similar level as that of useful signal power. In other words, in Eq. (2.3) when \( M = 2, \rho \to \infty \) makes \( SNR_M \to \frac{\alpha_2}{\alpha_1} \). For near user, its achievable
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Figure 2.3: Achievable capacity under NOMA protocol.

The capacity nearly grows linearly with transmit SNR. The reason is due to SIC, the noise for its message decoding is only the environmental noise, the power of which doesn’t become larger as transmit power increases. If we consider it in Eq. (2.5), $SNR_1$ increase linearly with $\rho$. In this way, since the capacity for far user and near user both increase monotonically with transmit SNR, the sum achievable capacity follows the same tendency.

Then we extend the above analysis to the general case where $M$ users share one NOMA signal. For the 2-nd to the $M$-th user, as each of them need to consider other users’ messages as the noise, the achievable capacity is upper-bounded by certain constant. To be specific, according to Eq. (2.4), as $\rho \to \infty$, $SNR_m$ is asymptotically equivalent to $\frac{\alpha_m}{\sum_{i=1}^{m-1} \alpha_i}$, which is the upper-bound of the $m$-th user PSNR. This also indicates that at the user side, the power ratio among relevant NOMA users can be maintained, which is expressed as PSNR. For the
1-st user, corresponding to the near user in Fig. 2.3, its lower allocated power ratio can be compensated by the receive SNR which can increase unlimitedly. Therefore, NOMA protocol takes advantage of the user with the best channel condition to increase the sum rate and ensures good levels of achievable rate for other users.

### 2.1.2 Massive MIMO

Though the applicable spectrum is slight broaden by the unlicensed band in the future 5G, the existing resource is still far from being sufficient for the expected 1,000 fold capacity increase. The massive MIMO technology, developed from conventional MIMO, is a spectral efficient strategy to improve the 5G system performance. It is featured by multiple transmitter antennas and multiple receive antennas to enable multiple signal inputs and outputs so that the system throughput is significantly enhanced. At the receiver side, there can be different forms, i.e., a large receive antenna array corresponding to single-user multi-Input multi-Output (SU-MIMO) and multiple devices equipped with single antenna corresponding to Multi-User Multi-Input Multi-Output (MU-MIMO) [29].

For conventional MIMO, one reason to achieve spectral efficiency is the spatial domain multiplexing. To be concrete, by multiple antennas, different signals are transmitted and received in different spatial patterns at the same time and frequency band. The benefits from spatial multiplexing can be considered in a system level and at the receiver. In a system level, spatial multiplexing enables MIMO system to achieve a great degree of freedom gain with desired channel conditions. For instance, in high SNR regime, the system capacity is proportional to \( \min(L_T, L_R) \log(SNR) \) [30]. The benefits from spatial multiplexing at the receiver
side can be the diversity gain [31], which results from the following situation. If $L_R$ antennas at user side receive the same signal from one transmit antenna, we receive $L_R$ copies of the same signal corresponding to $L_R$ different SNR levels. There are some mechanisms at the receiver side to obtain the diversity gain. According to the Selection Combining [32], it’s easy to select the maximum SNR from all the copies as the output SNR. However, the output can be further improved if we make full use of all the $L_R$ copies. Hence, if we use receive-maximal ratio combining (MRC) mechanism [33], the output SNR will be the summation of receive SNR at all $L_R$ receive antennas. Similarly, from multiple transmit antennas sending the same signal, the user device with single receive antenna can also take advantage all different transmission paths to improve receive SNR if transmit-MRC mechanism is applied [34].

Another reason for high spectral efficiency in MIMO system is beamforming that signals intended for a group of closely positioned users are modulated and transmitted in a specific angle targeting at the user group to improve the transmission accuracy [35]. In other words, the allocated power can be almost concentrated at that angle associated with targeted user group so that little leaked power cannot cause seriously interference to other group of users.
Massive MIMO is also named as very large MIMO, full-dimension MIMO, hyper MIMO and the large-scale antenna system. It reaps all the advantages from conventional MIMO but on a very large scale by massive candidate antennas at the BS side and lots of receive antennas at the user side [36]. Additional benefits can be obtained in massive MIMO. For instance, from a great number of candidate antennas, it is more possible to find certain antennas with extremely good channel conditions, with which the transmit power is saved and system efficiency is increased; the wireless network coverage can also be expanded to communicate with much more users. Additionally, in MU-MIMO cases, massive transmit antennas at the BS contribute to inter-user interference diminishment, which is achieved by the asymptotical orthogonality among users if linear matched filter downlink precoding is applied at the BS side [37].

2.1.3 Relaying Technology

The relaying mechanism is widely used to improve the receive signal strength at cell-edge users, which can be further exploited in 5G. Firstly, because of D2D connection ability in smart devices, they can execute the relaying functions, which lower the load of the ISP without having to establish additional infrastructure [7]. Furthermore, it is consistent with one of the intentions by 5G, i.e., to shrink the cell size. Specifically, the size of macro cell can be shrunk to the extent which exactly guarantees transmissions to relaying devices; one relaying device is in charge of a small cell to improve the communication quality at users far from the BS. Smaller cell size can increase the energy efficiency by short-range transmissions and easier power concentration. Lastly, the newly developed high-frequency unlicensed band resource in 5G well matches WiFi protocol for short range D2D communications and data offloading [11].
2.2 Challenges of Utilizing NOMA, MIMO and Relays

2.2.1 User Scheduling and Power Allocation in NOMA

In NOMA protocol, to guarantee the quality of service to each user, generally two users are paired to share the same NOMA signal [38]. For both user to receive good-level service, it’s worth considering which two users among all the users should be paired. Moreover, similar to antenna side, in each time slot some users, if involved in communications, will get low quality of service and cause low energy efficiency due to extremely poor channel conditions. If they are forced paired with some users to execute NOMA protocol, they will affect normal communications of other users; what’s more, the system performance, e.g., the sum rate, will be even more downgraded. In this extreme case, those users will be given up temporarily for cost-effective usage of system resources. This is fair since they can be scheduled in other time slots when channel conditions are better [39].

With NOMA integrated into massive MIMO system, to improve the system performance, it is important to select antennas and schedule users jointly as it is in conventional MIMO system [40][41]. The reason is if we select antennas and users separately, e.g., select the antenna subset first, some of the selected antenna may not be the best matches for users to be selected, which may also influence user pairing strategy and performance. Hence, the joint selection of antennas and users can lead to the best matched selected antennas and users.

Apart from user scheduling, power allocation is another step for NOMA system performance improvement since NOMA is a power-domain multiplexing strategy. The objective of power allocation can be maximization of sum rate or achieving the fairness with regard to data rate guarantee among NOMA users [42].
2.2.2 Antenna Selection and User Scheduling in Massive MIMO

The efficiency and diversity gain in massive MIMO is obtained at the expense of very high computational complexity and hardware cost. In particular, each antenna used for data transmission needs to be connected to one RF chain for signal processing. Each RF chain in transmitter side consists of up-converter, power amplifier, filters and a digital-to-analog converter. At the receiver side, each RF chain contains down-convertor, a low noise amplifier and analog-to-digital convertor. Typical massive MIMO antenna array size can be 8×8, 16×16; it would be even larger in the future [16]. Confronted with large number of users, if massive antennas are all taken into use, the hardware costs will increase significantly. Potential problems will be extended to system configuration and peripheral maintenance. Additionally, the increased complexity of encoding and decoding spatial-time codes cannot be ignored. The above problems will impact real-time message transmission.

Antenna selection is a cost-effective solution for the tradeoff between system performance
and costs. In each time slot, there are some antennas corresponding to better performance than others. So the basic idea is to select $L_T$ “best” antennas from all $M_T$ candidate antennas based on some criteria so that the number of required RF chains is kept as $L_T$. Those unselected antennas contribute moderately to system performance while cost extra complexity. Hence, performance can still be maintained in high-level and hardware complexity can be reduced.

### 2.2.3 NOMA Assisted Relaying System Design

NOMA protocol can increase the efficiency of relaying mechanism. Conventional relay only accepts single message input and output single message to cell-edge users. Instead, by superposition coding, NOMA provides multiple inputs and multiple outputs for the relay. Moreover, in the further 5G, smart device with D2D communication ability can be applied as a relay. With NOMA assisted, the relay can decode the message from source NOMA signal for itself and transmit the remaining part to multiple cell-edge users. This strategy saves the deployment of relays and improve the system spectral efficiency.

However, some technical issues are supposed to be specified for the NOMA assisted relaying system. To provide high throughput to support multiple users simultaneously, the relaying scheme of the system need further investigation. Moreover, the power allocation method among NOMA-based messages should be figured out to provide basic data rate guarantee for single user.
2.3 Considerations on NOMA User Pairing

NOMA user pairing strategy can be investigated into two scenarios, based on fixed allocated power and target rate guarantee, respectively. The scenario with fixed allocated power is less complex since power ratios don’t need dynamically adjusting. For another scenario, user pairing and real-time power allocation are jointly considered to satisfy the user target rate [43].

2.3.1 User Pairing with Fixed Allocated Power

In this case, we focus on the user pairing issue with predefined power ratios. Following the assumptions in Eq. (2.1), we assume the \( m \)-th and the \( n \)-th user conditioned on \( m > n \) form a user pair with \( \alpha_m^2 + \alpha_n^2 = 1 \). Due to \( |h_m|^2 < |h_n|^2 \), based on NOMA principle, it holds that \( \alpha_m > \alpha_n \). So the achievable rate associated with these two users are

\[
R_m = \log(1 + \frac{\alpha_m|h_m|^2}{\alpha_n|h_m|^2 + 1})
\]  

(2.6)

and

\[
R_n = \log(1 + \rho\alpha_n|h_n|^2).
\]  

(2.7)

For the conventional OMA scheme, the achievable data rate associated with \( i \)-th user becomes

\[
\bar{R}_i = \log(1 + \rho|h_i|^2)
\]  

(2.8)
2.3. Considerations on NOMA User Pairing

where \( i \in \{m, n\} \). So the sum rate gain of NOMA over OMA scheme is given by

\[
R_m + R_n - \overline{R}_m - \overline{R}_n \xrightarrow{\rho \to \infty} \log(\frac{1}{\alpha_n}) + \log(\rho \alpha_n |h_n|^2) - \log(\rho |h_m||h_n|)
\]

\[
= \log |h_m| - \log |h_n|,
\]

in very high SNR area. So more performance gain will be obtained if there is a lot difference between the paired users’ channel gains.

2.3.2 User Pairing with Consideration of Target Rate

With the consideration of target rate, NOMA is executed under some condition. For some user with weak connections to the transmitter in certain subband, satisfying the target rate is the priority. If the transmit power is more than enough for that user to reach the target rate, then the relevant subband can admit another user with strong connections to share the power. Otherwise, the whole subband will be allocated to the weak user to compensate for the poor channel quality as much as possible or we can schedule it in other time slot when its corresponding channel conditions are better.

Following the assumption in Eq. (2.1) again, we focus on the \( m \)-th user as the one with poor connection in the relevant subband and we regard the \( n \)-th user as the potential user to be admitted into the same subband. Assume the target rate is \( R_0 = \log(1 + \gamma_0) \) for the \( m \)-th user, then to satisfy the target rate, the following inequation should be met

\[
\frac{\alpha_n |h_m|^2}{\alpha_n |h_m|^2 + 1} \geq \gamma_0.
\]

(2.10)
This indicates that the maximal power allocation ratio to \( n \)-th user becomes

\[
\alpha_n = \begin{cases} 
0, & \text{for } |h_m|^2 \leq \frac{\gamma_0}{\rho} \\
\frac{|h_m|^2 - \frac{\gamma_0}{\rho}}{|h_m|^2(1 + \gamma_0)}, & \text{for } |h_m|^2 > \frac{\gamma_0}{\rho} 
\end{cases}
\] (2.11)

When \( |h_m|^2 \leq \frac{\gamma_0}{\rho} \), it means the target rate for the \( m \)-th user cannot even be reached. So a general pairing strategy is when \( |h_m|^2 > \frac{\gamma_0}{\rho} \), the \( m \)-th user can be paired with the \( n \)-th user. Otherwise, we can consider allocate the entire power of relevant subband to the \( m \)-th user or not schedule it for communication in the time slot since weak connection will reduce the energy efficiency.

Conditioned on the situation where the target rate for the \( m \)-th user can be reached, the performance gain of NOMA over allocating all power to the \( m \)-th user is given by

\[
R_m + R_n - \tilde{R}_m = \log(1 + \frac{\alpha_m|h_m|^2}{\alpha_n|h_m|^2 + 1 + \frac{\gamma_0}{\rho}}) + \log(1 + \rho\alpha_n|h_m|^2) - \log(1 + \rho|h_m|^2)
\]

\[
= \log \frac{1 + \rho\alpha_n|h_n|^2}{1 + \rho\alpha_n|h_m|^2}
\] (2.12)

### 2.4 Considerations on NOMA Power Allocation

Since NOMA is a power-domain multiplexing strategy, power allocation strategy is extremely important for the efficiency of using NOMA and user experience. User sum rate maximization and fairness are mainstream objectives in optimization problems for resource allocation [44][45][46]. The problem formulations of these two objectives are provided as follows where we assume that data rate can reach the achievable rate.
2.4. Considerations on NOMA Power Allocation

2.4.1 Sum Rate Maximization

Generally in sum rate maximization problems, one critical constraint is the data rate associated with each user should meet the target rate as the communication quality guarantee. So the sum rate maximization problem can be formulated as

\[
\max_{\alpha_1, \ldots, \alpha_M} \sum_{i=1}^{M} \log(1 + SNR_i)
\]

\[
\text{s.t.} \begin{cases} 
\sum_{i=1}^{M} \alpha_i = 1 \\
0 \leq \alpha_i \leq 1 \quad \forall i, i \in \{1, \ldots, M\} \\
SNR_i \geq \gamma_0 \quad \forall i, i \in \{1, \ldots, M\}
\end{cases}
\]

(2.13)

where $SNR_i$ is the PSNR at the $i$-th user.

2.4.2 Fairness Consideration

Although sum rate maximization leads to system performance maximization when the total power is enough. However, due to higher data rate requirements or user proliferation, each user can experience outage where the data rate doesn’t reach the target rate. Thus, user fairness is worth considering for each user to experience as few outage events as possible, which can be formulated as an outage probability minimization problem. Particularly, we define Event $A_j$ happens when

\[
\frac{\rho |h_m|^2 \alpha_j}{\rho |h_m|^2 \sum_{i=1}^{j-1} \alpha_i + 1} < \gamma_j \quad \forall j, j \in \{m, \ldots, M\}
\]

(2.14)
is satisfied [42]. To optimization problem to achieve user fairness can be formulated as

$$\min_{\alpha_1, \ldots, \alpha_M} \max_j \Pr[A_j]$$

subject to

$$\sum_{i=1}^{M} \alpha_i = 1$$

$$0 \leq \alpha_i \leq 1$$

(2.15)

### 2.5 Antenna Selection Algorithms

#### 2.5.1 Antenna Selection and Use Scheduling Based on Exhaustive Search

Generally, higher channel norm leads to better massive MIMO system performance. To apply channel norm as the criterion for antenna selection and user scheduling, one direct strategy is to exhaustively search possible sub-matrix from the original complete matrix and select the one corresponding to the maximal channel norm. The size of the sub-matrix is the number of required antennas and users. But the computational complexity is extremely high due to direct search of all possible combinations. The complexity can be reduced slightly in NBJTRAS algorithm by transforming matrix computation to vector computation [47]. NBJTRAS involves two stages, i.e., the operation on row and column dimension, of which the steps are given as follows.

Suppose the complete channel matrix $H \in \mathbb{C}^{N_R \times N_T}$. Note that each receive antenna in the following algorithm can be considered as a single-antenna user device.

**Stage 1: The Operation on Row Dimension** Define $i_r \in \{1, 2, \ldots, C_{N_R}^{L_R}\}$ as the row combination index, which corresponds to the $i_r$-th sub-matrix $H_{i_r} \in \mathbb{C}^{L_R \times N_T}$ by $l_{i_r} = [l_{i_r}^1, l_{i_r}^2, \ldots, l_{i_r}^{L_R}]^T$. In
this way, we obtain \( \mathbf{H}_{i_r} \) as

\[
\mathbf{H}_{i_r} = \begin{bmatrix}
\mathbf{h}_{i_r}^T \\
\mathbf{h}_{i_r}^T \\
\vdots \\
\mathbf{h}_{i_r}^T
\end{bmatrix} = \begin{bmatrix}
\mathbf{H}_{i_r} \langle 1, 1 \rangle & \cdots & \mathbf{H}_{i_r} \langle 1, N_T \rangle \\
\mathbf{H}_{i_r} \langle 2, 1 \rangle & \cdots & \mathbf{H}_{i_r} \langle 2, N_T \rangle \\
\vdots & \cdots & \vdots \\
\mathbf{H}_{i_r} \langle L_R, 1 \rangle & \cdots & \mathbf{H}_{i_r} \langle L_R, N_T \rangle
\end{bmatrix} \tag{2.16}
\]

where \( \mathbf{h}_{i_r}^T \) is the \( x \)-th row of \( \mathbf{H} \). Then we define \( m_{i_r}^x \) to express the magnitude of \( x \)-th column in \( \mathbf{H}_{i_r} \), which is given by

\[
m_{i_r}^x = \sum_{j=1}^{L_R} |\mathbf{H}_{i_r} \langle j, x \rangle|^2, \quad 1 \leq x \leq N_T. \tag{2.17}
\]

Then we obtain the norm vector \( \mathbf{m}_{i_r}^T \) as

\[
\mathbf{m}_{i_r}^T = [m_{i_r}^1 m_{i_r}^2 \ldots m_{i_r}^{N_T}]. \tag{2.18}
\]

If we apply the evaluation \( \mathbf{m}_{i_r}^T \) to all the \( C_{N_R}^{L_R} \) possible combinations, we obtain the norm matrix \( \mathbf{M} \in \mathbb{C}^{C_{N_R}^{L_R} \times N_T} \) expressed by

\[
\mathbf{M} = \begin{bmatrix}
\mathbf{m}_{i_r}^T \\
\mathbf{m}_{i_r}^T \\
\vdots \\
\mathbf{m}_{C_{N_R}^{L_R}}^T
\end{bmatrix} = \begin{bmatrix}
m_1^1 & m_1^2 & \cdots & m_1^{N_T} \\
m_2^1 & m_2^2 & \cdots & m_2^{N_T} \\
\vdots & \vdots & \cdots & \vdots \\
m_{C_{N_R}^{L_R}}^1 & m_{C_{N_R}^{L_R}}^2 & \cdots & m_{C_{N_R}^{L_R}}^{N_T}
\end{bmatrix} \tag{2.19}
\]
Stage 2: The Operation on Column Dimension  We find the largest $L_T$ elements in the $r$-th row of $M$ and attain the summation of them, denoted as $m^L_r$. At the same time, we record the column indices of these $L_T$ elements in the defined index vector $l_r(i_r) = [l^1_r(i_r) l^2_r(i_r) ... l^{L_T}_r(i_r)]^T$.

This then yields the max-norm vector

$$m_{\text{max}}^T = [m^1_{\text{max}} m^2_{\text{max}} ... m^{C_{LR}_{NR}}_{\text{max}}].$$

Then we find

$$\tilde{i}_r = \arg \max_{1 \leq i_r \leq C_{LR}_{NR}} m^L_{i_r}$$

Finally, the indices of selected receive and transmit antennas are recorded in $l_{\text{r}}$ and $l_{i_r}(\tilde{i}_r)$, respectively, according to which we obtain the subset channel matrix $H_{\text{sub}}$ as the optimal solution.

The complexity of NBJTRAS algorithm is analyzed for further comparison to other algorithms. For Stage 1, in each $H_{i_r}$, the summation of elements in each column requires $L_R$ computational operations. To deal with $N_T$ columns for each $H_{i_r}$ matrix and $C_{LR}_{NR}$ matrices in total, it needs $L_R N_T C_{LR}_{NR}$ operations. For Stage 2, there are $C_{LR}_{NR}$ rows in matrix $M$ and we need to find the largest $L_T$ elements from $N_T$ elements per row with summing these elements up. Then the maximal element should be found from $C_{LR}_{NR}$ in vector $m_{\text{max}}^T$. So $C_{LR}_{NR} (N_T + L_T) + C_{LR}_{NR}$ operations are needed for Stage 2. Eventually, by ignoring factors with low magnitudes, the complexity of NBJTRAS algorithm is $L_R N_T C_{LR}_{NR}$.
2.5. Antenna Selection Algorithms

2.5.2 Antenna Selection and Use Scheduling Based on Successive Elimination

Another strategy of antenna selection and user scheduling is to successively remove the antennas and users who generate the least contribution to system performance. This strategy can be regarded as a sub-optimal algorithm. The complexity is gradually reduced as antennas and users are eliminated one after another. JASUS Algorithm [48] elaborates this strategy in this way. It successively deletes the antenna which undermines performance the most in each iteration. In the mean time, it chooses the group of users generating a great level of orthogonality during each iteration, which is elaborated by SUS Algorithm nested in JASUS Algorithm. The steps of JASUS and SUS are provided as follows. The target is to select \( N \) antennas out of \( M \) candidate antennas and schedule \( K \) users out of \( X \) candidate users in each time slot.

Algorithm 1 Steps of JASUS

1: initialize \( \mathcal{A} \leftarrow \{1,...,M\} \), \( t \leftarrow 1 \);
2: while \( t \leq (M - N) \) do \( \text{maxRate} \leftarrow 0 \);
3: \hspace{4.5mm} for each \( m \) in \( \mathcal{A} \) do
4: \hspace{9mm} \( \mathcal{U}_t \leftarrow \) a set of \( K \) users using SUS\((\mathcal{A}\{m\}, K)\);
5: \hspace{9mm} \( R_{-m} = R_{\text{sum}}(\mathcal{A}\{m\}, \mathcal{U}_t) \);
6: \hspace{9mm} \hspace{4.5mm} if \( R_{-m} > \text{maxRate} \) then
7: \hspace{13.5mm} \( \text{maxRate} \leftarrow R_{-m} \);
8: \hspace{13.5mm} \hspace{4.5mm} \hspace{4.5mm} \( m_{\text{bad}} \leftarrow m \);
9: \hspace{13.5mm} \hspace{4.5mm} \hspace{4.5mm} \( \mathcal{U} \leftarrow \mathcal{U}_t \);
10: \hspace{9mm} \hspace{4.5mm} \hspace{4.5mm} \hspace{4.5mm} \hspace{4.5mm} \hspace{4.5mm} \text{end if}
11: \hspace{4.5mm} \hspace{4.5mm} \text{end for}
12: \hspace{4.5mm} \mathcal{A} \leftarrow \mathcal{A}\{m_{\text{bad}}\} \);
13: \hspace{4.5mm} \( t \leftarrow t + 1 \);
14: \text{end while}
15: \hspace{0.5cm} \text{The set of antenna is given by } \mathcal{A} \text{ and the set of user is given by } \mathcal{U} \; ;

Here, we also analyze the complexity of JASUS algorithm. Note that due to multiple complicated loops in this algorithm, the results of complexity order estimation are not identical
### Algorithm 2: Steps of the semi-orthogonal user selection function (SUS)

1: initialize $\mathcal{U} \leftarrow \{1, ..., X\}$, $i \leftarrow 1$, $S_{\mathcal{U}} \leftarrow \emptyset$
2: while $i < (X - K)$ do
   3: for each $x$ in $\mathcal{U}$ do
      4: $g_{x,\mathcal{A}} = h_{x,\mathcal{A}} - \sum_{j=1}^{i-1} \frac{h_{x,j} g_j^* g_j}{\|g_j\|^2}$
   5: end for
   6: $i_{opt} = \arg\max_{x \in \mathcal{U}} \|g_{x,\mathcal{A}}\|_2$
   7: $S_{\mathcal{U}} \cup S_{\mathcal{U}}\{i_{opt}\}$
   8: $\mathcal{U} \leftarrow \mathcal{U}\setminus S_{\mathcal{U}}$
   9: $g_i = g_{i_{opt}}$
10: $i \leftarrow i + 1$
11: end while
12: Output the set of user is given by $\mathcal{U}$

from different perspectives. But the orders match the time consumption of the simulation executed in Chapter 3. Hence, we provide one perspective of estimating the complexity as the representative. For each $t$ from JASUS algorithm, the main computational operations are on Step 3 5 where the operation times are $i(M - t)(X - i)$ for each $i$ from the while loop in Step 2. Considering the number of loops, the key operation times in SUS algithm are $\sum_{i=1}^{K-1} i(M - t)(X - i) = (M - t)[\frac{(K-1)KX}{2} - \frac{(K-1)K(2K-1)}{6}]$. Back to JASUS algorithm, for each $t$ within one while loop in Step 2, the main operation times are $(M - t) \sum_{i=1}^{K-1} i(M - t)(X - i)$. Since there are totally $(M - N)$ loops, the whole operations are $\sum_{t=1}^{M-N} (M - t) \sum_{i=1}^{K-1} i(M - t)(X - i)$. By concentrating on factors with high magnitude, the complexity is obtained as $K^2(M - N)MX$.

### 2.6 Current Designs for NOMA-based Relaying System

There are two existing ideas of deploying the relaying devices. One way is to apply a relay terminal for signal strength enhancement for single far user. The other way is to apply multiple devices, which share one NOMA signal, as relays to improve the receive SNR for each other.
They are described as follows.

### 2.6.1 System with Single Relay

The system is proposed by authors in [49]. In this system, there are two users in one cell where one user has weak connections to the BS due to long distance. So one relay is introduced to enhance the signal strength for far user. The transmission is executed in two phases:

First Phase: The BS transmits a NOMA signal superimposed by two messages. The relay only decodes the message for far user. The near user decodes the message for far user first, then it uses SIC to decode the message for its own.

Second Phase: The BS transmit the single message to near user. The relay transmits single message to far user. far user will receive its own message, but near user will receive two messages. Since based on SIC, near user removes the message for far user again and decodes the message for its own.

Therefore, the capacity for the near user is

$$C_1 = \frac{1}{2} \log(1 + \gamma_1(t_1)) + \frac{1}{2} \log(1 + \gamma_1(t_2))$$

(2.22)

where $\gamma_1(t_1)$ is the PSNR obtained at near user in the first phase, and $\gamma_1(t_2)$ is the PSNR obtained in the second phase. And the capacity for the far user is given by

$$C_2 = \frac{1}{2} \log(1 + \min\{\gamma_0, \gamma_r, \gamma_2\})$$

(2.23)

where $\gamma_0$ is the SNR for near user to decode the far user message in the first phase, $\gamma_r$ is the
SNR for the relay to decode the far user message in the first phase, and $\gamma_2$ is the SNR at far user in the second phase.

The achievable diversity and ergodic capacity in this model are also analyzed in [49]. The achievable diversity order is one for each message. And assuming $\rho_b$ is the transmit SNR as the BS, the sum ergodic capacity of this system has the scaling $\log\rho_b$.

### 2.6.2 System with Multiple Relay Devices

The advantages of NOMA can be further demonstrated when every user served by the same BS can be applied as a relay. This idea is achieved by the authors’ system design in [50]. To explain the design concretely, we follow the assumptions in Eq. (2.1). There are totally $M$ phases, corresponding to $M$ time slots, in this mechanism. In the 1-st Phase, the BS superimposes the messages for all users as a NOMA signal and transmits. Except the $M$-th user, each user decodes their own message using SIC. Then for the following phases, all users but the $M$-th one transmit the decoded message for the farther users to obtain the diversity gain. For example, for the $(m + 1)$-th Phase, only the $m$-th user transmit the superposed $(M - m)$ messages to other users. In this way, the $m$-th user obtains $m$ copies of its own message to improve the receive SNR. In other words, the user with poorer channel conditions will receive more message copies...
for higher diversity gain as the compensation.

The diversity order is also obtained for the above scheme. With the assumption that \((m - 1)\) best users detect relevant messages successfully, by combining the observations from multiple phases, the PSNR at the \(m\)-th user to decode its own message is

\[
SNR_{\text{Combine}}^m = \frac{|h_m|^2\alpha_m}{|h_m|^2 \sum_{i=1}^{m-1} \alpha_i + \frac{1}{\rho}} + \sum_{j=1}^{m-2} \frac{|h_{j-m}|^2\alpha_{(j-m),m}}{|h_{j-m}|^2 \sum_{i=j+1}^{m-2} \alpha_{(j-m),i} + \frac{1}{\rho}} + \rho|h_{(m-1)\rightarrow m}|^2\alpha_{[(m-1)\rightarrow m],m}
\]  

(2.24)

where \(h_{j\rightarrow m}\) is the channel coefficient from the \(j\)-th user to the \(m\)-th user and \(\alpha_{(j\rightarrow m),m}\) is the power allocation ratio to the message for the \(m\)-th user in the NOMA signal from the \(j\)-th user to the \(m\)-th user. According to the proposition in [50], the scheme can guarantee that the \(m\)-th ordered user achieves a diversity order of \(M\).

### 2.7 Chapter Summary

This chapter describes two 5G spectral efficient technologies and literature review about their applications so far. Firstly, the technical details of massive MIMO, NOMA and how they
achieve high spectral efficiency is introduced. Following this, the problems brought by these technologies are described, which are antennas selection, user scheduling in massive MIMO, and user pairing, power allocation, relaying mechanism under NOMA protocol. Next, as literature survey, some existing algorithms for solving the aforementioned problems are presented with mathematical demonstrations.
Chapter 3

Efficient Antenna Selection and User Scheduling in 5G Massive MIMO-NOMA System

3.1 Introduction

The remarkable growth of smart devices has led to 1,000-fold expected traffic enhancement for the future 5G network system [2], compared to which the existing spectrum resource is quite constrained. To support a great number of users as well as explosively increased network capacity with limited spectrum, 5G networks depend on critical transmission technologies to provide extremely high spectrum efficiency.

NOMA, which provides concurrent transmissions for multiple users, is recognized as one promising solution for high spectral efficiency in 5G [13]. In traditional OMA, messages intended for different users are transmitted in different time slots under TDMA protocol [14], or
in different frequency bands under OFDMA protocol [15]. Instead, NOMA allows several users to share the same time and spectral resources [50]. Specifically, NOMA serves different users by transmitting multiple messages at different power levels to achieve non-orthogonal reuse, which induces inter-user interference. At user side, the receivers apply successive interference cancellation (SIC) to remove the interference and separate these messages for corresponding users [51]. The performance of NOMA system can be improved if suitable users are clustered as a NOMA group for SIC.

Massive MIMO is also a technology which archives high spectral efficiency in 5G [52]. The very large antenna array is able to transmit massive data streams with different spatial patterns concurrently at the same frequency band to achieve spatial reuse. As a result, the throughput within the same spectrum is significantly improved. Another application is the massive antennas can transmit the same message to for the receiver side to achieve diversity gain, which increases the receive SNR. Moreover, beamforming technology in massive MIMO can potentially transmit messages in an specific angle, which is targeted at relevant NOMA user group. With the transmit power concentrated at that angle, the energy efficiency in increased and interference to other user groups is reduced.

Therefore, the integration of massive MIMO and NOMA technologies becomes a promising solution in obtaining extremely high spectral efficiency in 5G systems. However, massive MIMO-NOMA system brings certain major technical challenges at the same time. Firstly, MIMO RF chain elements, containing RF amplifier and analog-to-digital/digital-to-analog converter, increase the hardware cost along with system complexity, since each antenna should be match with one RF chain for signal processing. Note that during the transitional stage from 4G to 5G, RF chains are fewer than candidate antennas at the BS. So one critical scheme is to
operate MIMO-NOMA with limited RF chains is to select the best subset of antennas for these RF chains [53][54][55]. Different antennas correspond to different performance; even the same antenna subset has different performance over time due to random user distribution and user mobility. Hence, we should select the antenna subset with good performance in each time slot. Furthermore, since channel conditions vary over time and frequency, it is more cost-effective to schedule users into good channels at each time slot. Moreover, NOMA requires user pairing for SIC, where typically one near user (with strong channel gain) and one far user (with weak channel gain) are scheduled as a user pair. The inter-user channel gain different influences the SIC effect. Moreover, there will be very broad bandwidth in the future 5G, including licensed band and unlicensed band. Since channel gains with respect to different users are various in different subbands, we should assign user pairs into different subbands to improve the system performance. Hence, it is important to solve the antenna selection and user scheduling problem jointly in massive MIMO-NOMA system.

A few researchers have worked on the MIMO-NOMA system. In [43], user pairing algorithms are raised for two NOMA systems, but only single band scenarios are considered. A proportional-fairness scheduler is employed to decide user pairs in [56]; B. Kim et. al schedules two users with high correlation and large channel gain difference as a user pair [57]. But these two methods only focus on NOMA user pairing scheme. A norm-based joint transmit and receive antenna selection (NBJTRAS) scheme is presented in [47], which exhaustedly searches all candidate transmit and receive antennas for a subset with the largest channel norm. For [48], a joint antenna selection and user scheduling (JASUS) algorithm is proposed. It deletes the undesired antennas and users which generate a minimum contribution to the system performance on after another. However, the above two algorithms can only be applied to scenarios with
small candidate antenna and user sets due to high computational complexity. It is difficult to apply these algorithms to massive MIMO-NOMA system. Moreover, to the best of our knowledge, there exist no antenna selection algorithm based on NOMA communication protocol. In [58], M. F. Hanif et al. investigates the sum rate maximization problem of a NOMA-based MISO system, but the constraint of minimum data rate for each user is not considered.

In this chapter, we investigate the antenna selection and user scheduling problems in massive MIMO-NOMA system. We first consider a simple single-band two-user scenario, for which we figure out the power allocation strategy is to allocate the exact power for far user to reach the target rate. Then we raise an efficient search algorithm for single-band antenna selection. The desired antennas are searched from limited candidate antennas which are beneficial to the related users. Then we propose a joint AU contribution algorithm for joint antenna selection and user scheduling in multi-band multi-user scenario. It selects and schedules the antennas and users with the highest contribution to total channel gain.

The remainder of this chapter is organized as follows. Section II describes the system model and formulates the problem. In Section III, an efficient search algorithm is proposed for single-band two-user scenario. In Section IV, we present the joint AU contribution algorithm for multi-user multi-band scenario. Numerical results are presented and analyzed in Section V. Finally we conclude the paper in Section VI.
3.2 System Model and Problem Formulation

3.2.1 Massive MIMO-NOMA System Model

We consider a massive MIMO-NOMA system in Fig. 4.1. The BS has $M_T$ transmit antennas to communicate with $M_R$ users. The total transmit bandwidth is divided into $K$ orthogonal subbands. Since the BS has only $L_T$ RF chains, $L_T$ antennas are selected to serve users. For NOMA, two users are assigned to each subband to form a user pair. So $2K$ users in total are scheduled to be served. The candidate antenna set, candidate user set, desired selected antenna subset, desired scheduled user subset are denoted as $\mathcal{A}$, $\mathcal{U}$, $\mathcal{A}_S$, $\mathcal{U}_S$, respectively.

Provided antennas are selected and users are scheduled, a near user and a far user are served concurrently in the $k$-th subband, depicted in Fig. 3.2. Assume the same antenna corresponds to different channel coefficients in different subbands. Channel vectors from BS to near user and far user are denoted as $h_k \in \mathbb{C}^{1 \times L_T}$ and $g_k \in \mathbb{C}^{1 \times L_T}$, respectively, where $|h_k|^2 > |g_k|^2$. In each subband, total transmit power serving two users is $P_0$ and the power density of noise is $N_0$. 

![Figure 3.1: Massive MIMO-NOMA system with antenna selection and user scheduling.](image)
According to NOMA protocol and relevant SIC mechanism [50], near user rate $R^N_k$ and far user rate $R^F_k$ should meet the following constraints

$$R^N_k \leq \log_2(1 + \rho \alpha_k |h_k|^2), \quad (3.1)$$

$$R^F_k \leq \log_2(1 + \frac{\rho(1-\alpha_k)|g_k|^2}{\rho \alpha_k |g_k|^2 + 1}) \quad (3.2)$$

where $\alpha_k \in [0, 1]$ is the allocated power ratio for near user, $(1 - \alpha_k)$ is the ratio for far user and transmit SNR is defined as $\rho = \frac{P_0}{N_0}$ for each subband.

### 3.2.2 Problem Formulation

Suppose upper bound of data rate in Eq. (3.1)(3.2) can be obtained for each user. Based on selected antenna and user subsets $\mathcal{A}_S^{\emptyset}$ and $\mathcal{U}_S^{\emptyset}$, the sum rate in $k$-th subband is given by

$$R^k_{\text{sum}}(\mathcal{A}_S^{\emptyset}, \mathcal{U}_S^{\emptyset}) = \log_2[(1 + \rho \alpha_k |h_k|^2)(1 + \frac{\rho(1-\alpha_k)|g_k|^2}{\rho \alpha_k |g_k|^2 + 1})]. \quad (3.3)$$
3.3. **Antenna Selection in Single-band Two-user Scenario**

In NOMA, PSNR denotes the receive SNR obtained after SIC at the relevant users. To provide data rate guarantee, we set the minimum required PSNR as \( t \) for each user. Then the user sum rate maximization problem can be formulated as:

\[
\max_{\mathcal{A}_S^o \subset \mathcal{A}, \mathcal{U}_S^o \subset \mathcal{U}, \alpha_k \in [0,1]} R_{sum}(\mathcal{A}_S^o, \mathcal{U}_S^o) = \sum_{k=1}^{K} R_{sum}^k(\mathcal{A}_S^o, \mathcal{U}_S^o)
\]

subject to:

\[
\begin{align*}
\gamma^N_k(\mathcal{A}_S^o, \mathcal{U}_S^o), \gamma^F_k(\mathcal{A}_S^o, \mathcal{U}_S^o) \geq t, & \quad (k = 1, 2, \cdots, K) \\
L_T = |\mathcal{A}_S^o| < |\mathcal{A}| = M_T, & \\
2K = |\mathcal{U}_S^o| < |\mathcal{U}| = M_R
\end{align*}
\]

(3.4)

where in \( k \)-th subband, PSNR at near user \( \gamma^N_k \) and PSNR at far user \( \gamma^F_k \) are expressed as

\[
\gamma^N_k(\mathcal{A}_S^o, \mathcal{U}_S^o) = \rho \alpha_k |h_k|^2; \quad \gamma^F_k(\mathcal{A}_S^o, \mathcal{U}_S^o) = \frac{\rho(1-\alpha_k)|g_k|^2}{\rho \alpha_k |g_k|^2 + 1}.
\]

(3.5)

Although exhaustive search can be employed to find the optimal solution to the Problem (3.4), it requires high complexity. To solve the problem with low complexity, we give our algorithms in the following sections.

### 3.3 Antenna Selection in Single-band Two-user Scenario

To investigate the solution to our problem in multi-band multi-user scenario, we first consider simple single-band two-user antenna selection problem. For simplicity, we ignore script \( k \) for every related variable in this section.
3.3.1 Power Allocation Scheme

As the objective of our problem, user sum rate maximization is greatly affected by allocated power ratio to the message for each user. Hence, we raise the following power allocation scheme as the foundation for proposing further antenna selection and user scheduling algorithm.

We consider power allocation under the assumption that antennas have been selected and users have been scheduled. In Eq. (3.3), we let $z = (1 + \rho |h|^2)(1 + \frac{\rho(1-\alpha)|g|^2}{\rho |g|^2 + 1})$, so $z$ derivative of $\alpha$ is given by

$$\frac{\partial z}{\partial \alpha} = \rho |h|^2 - \frac{\rho |g|^2(1 + \rho |g|^2)}{(\rho \alpha |g|^2 + 1)^2} + \frac{\rho^2 |h|^2 |g|^2(1 - 3\alpha - \alpha^2 \rho |g|^2 + \alpha^2)}{(\rho \alpha |g|^2 + 1)^2}$$

$$= \frac{(\frac{1}{\rho |g|^2} + 1)(\frac{|h|^2}{|g|^2} - 1)}{(\alpha + \frac{1}{\rho |g|^2})^2} > 0,$$

which proves that the sum rate in single-band scenario increases monotonically with $\alpha$. Thus, the optimal power allocation method is to allocate the minimum power for far user PSNR to meet $t$, i.e., $\alpha = \frac{(1 - \frac{t}{\rho |g|^2})}{t+1}$. Based on Eq. (3.3), the maximum single-band two-user sum rate expression is derived as

$$R_p(h, g) = \log_2[(1 + \rho \frac{|h|^2(1 - \frac{t}{\rho |g|^2})}{t+1})(1 + t)].$$

We validate whether PSNR at both user meet the constraints in (3.4) simultaneously by checking whether near user PSNR meets $t$, i.e., $\rho \alpha |h|^2 \geq t$ where $\alpha = \frac{(1 - \frac{t}{\rho |g|^2})}{t+1}$. The reason is when near user PSNR meets $t$, it indicates far user PSNR has already met $t$ by using the optimized power ratio. If near user PSNR cannot meet $t$ by $\alpha = \frac{(1 - \frac{t}{\rho |g|^2})}{t+1}$, total power will be
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allocated to near user message to maximize single-band user rate.

3.3.2 Efficient Search Algorithm for Antenna Selection

From Eq. (3.7), $R_p(h, g)$ increases monotonically with channel gain from BS to near user $|h|$ and channel gain associated with far user $|g|$. Thus, we propose our efficient search algorithm targeting at selecting antennas with highest channel gain efficiently. The key for efficiency is that desired antennas are selected from limited candidate antennas with high channel gain for relevant users. However, it is not in an exhaustive way that the desired antenna subset is searched out of this limited scope.

To better describe our algorithm, we define $A_S$ as an antenna subset with $|A_S| = L_T$ and denote the single-band two users as User 1 and User 2. The channel gains of them are $|h_{U1}|$ and $|h_{U2}|$, respectively. We initialize $A_S$ by selecting $L_T$ antennas with highest channel gains for User 2. Then we successively swap the antenna with the lowest User 1 channel gain in $A_S$ for the antenna with the highest User 1 channel gain in complement $A_S^c$. Essentially, these successive operations are steps in an ordered searching process rather than exhaustive search in the limited scope. This is because within the selected antenna subset in each loop, a relatively "bad" antenna for User 2 is replaced by a relatively "good" antennas for User 1, which maintains the total channel gain of this antenna subset in a level as high as possible. Next, for each updated $A_S$ after antenna swapping, we identify the user with higher channel gain as near user and the other as far user; Then we allocate power for both users using the scheme in Subsection 3.3.1. Finally, if the whole search process ends up without any $A_S$ for both user PSNR to reach $t$ concurrently, all power will be allocated to near user to maximize
single-band user rate.

Our efficient search algorithm is elaborated in Algorithm 3. \( a_i \) and \( a_i^* \) is the \( i \)-th item in \( \mathcal{A}_S \) and \( \mathcal{A}_S^c \). \( \mathcal{A}_S \backslash \{ a_i^* \} \cup \{ a_i^* \} \) denotes a set given by excluding \( a_i^* \) from \( \mathcal{A}_S \) and adding \( a_i^* \) in. \( h_{pU_1}^L \) \((b = 1, 2, ..., M_T)\) is the channel coefficient from \( b \)-th antenna to User 1.

\begin{algorithm}
\begin{algorithmic}[1]
\State initialize \( \mathcal{A}, R_{\text{max}} = 0; \)
\While {\( (\mathcal{A}_S = \emptyset) \text{ and } (\max_{a_i \in \mathcal{A}_s} |h_{a_i}^{U_1}| < \min_{a_i \in \mathcal{A}_S} |h_{a_i}^{U_1}|) \)}
\If {\( \mathcal{A}_S = \emptyset \)}
\State select \( L_T \) antennas corresponding to the largest \( |h_{U_1}^L| \) from \( \mathcal{A} \), and obtain \( \mathcal{A}_S, |h_{U_1}^L| \); \end{algorithmic}
\end{algorithm}

The complexity of this algorithm is analyzed as follows for further comparison. Firstly, in Step 4, we rank the norms of channel coefficients for both User 1 and User 2, costing \((2M_T)\) computational operations. Next stage is the efficient search where loop operations are required. For each while loop in Step 2, we need to calculate the channel gain relevant to potential antenna group for both User 1 and User 2, which needs \( L_T \) operations. The searching times depend on the the relationship between \( L_T \) and \((M_T - L_T)\). If \( L_T \leq M_T - L_T \), the extreme case
is there is no overlap between the antenna subset beneficial to User 1 and User 2 where all the beneficial antennas for User 2 should be replaced during swapping, resulting in $L_T$ searching times. If $L_T > M_T - L_T$, the largest number of non-overlapping antennas is $(M_T - L_T)$, causing $L_T$ searching times. Thereafter, the searching times will be $\min(L_T, M_T - L_T)$. In the above analysis, by considering variables with high magnitudes, the complexity of efficient search algorithm becomes $O(M_T + L_T \min(L_T, M_T - L_T))$.

3.4 Joint Antenna Selection and User Scheduling in Multi-band Multi-user Scenario

In this section, we investigate the problem of joint antenna selection and user scheduling in multi-band multi-user scenario on the basis of the proposed power allocation scheme in last section.

From Eq. (3.7), to find the highest $R_p$ for system sum rate maximization, we have to maximize $|h|$ and $|g|$ in each subband, which means maximization of the channel gain associated with selected antennas and users. If we merely focus on antenna/user selection, we can select the antenna/user with the highest contribution to total channel gain. Antenna/user side contribution is defined as the ratio of channel gain occupied by certain antenna/user to total channel gain. Since we consider joint antenna selection and user scheduling problem, we should jointly take account of antenna and user side contribution. To be specific, the antenna/user side contribution should be weighted from the other side.

The process of joint AU contribution algorithm is presented in Algorithm 4 and a contribu-
tion update example is illustrated in Fig. 3.3. For this algorithm, define $\mathcal{U}_S^k$ as the selected user subset in $k$-th subband. The channel matrix for $k$-th subband ($k = 1, 2, 3, \ldots, K$) is denoted as $\mathbf{H}_k$. $h_{m,n,k}$ is the $m$-th row, $n$-th column element of $\mathbf{H}_k$. Define $\mathbf{h}_{m,k} = [|h_{1,m,k}|^2, |h_{2,m,k}|^2, \ldots, |h_{M_k,m,k}|^2]$, $\mathbf{h}_m = [\mathbf{h}_{m,1}, \ldots, \mathbf{h}_{m,k}, \ldots, \mathbf{h}_{m,K}]$, $m = 1, 2, \ldots, M_T$, and $\mathbf{h}_n = [|h_{n,1,k}|^2, |h_{n,2,k}|^2, \ldots, |h_{n,M_T,k}|^2]$ as channel vectors. For the contributions, we define $\mathbf{c}_m^A = [\mathbf{c}_1^A, \ldots, \mathbf{c}_m^A, \ldots \mathbf{c}_{M_T}^A]$ as contribution vectors at antenna side and $\mathbf{c}_k^U = [\mathbf{c}_1^U, \ldots, \mathbf{c}_n^U, \ldots, \mathbf{c}_{M_T}^U]$ as the ones at user side, where the elements are $\mathbf{c}_m^A$ and $\mathbf{c}_n^U$ for $m$-th antenna and $n$-th user in $k$-th subband, respectively. Then the complete user side contribution vector is defined as $\mathbf{c}_k^U = [\mathbf{c}_1^U, \ldots, \mathbf{c}_k^U, \ldots, \mathbf{c}_{M_T}^U]$. We also define $\varphi(\mathbf{a}, \mathbf{b}) = \frac{a}{\|\mathbf{b}\|_2}$, where $\mathbf{H} \in \mathbb{C}^{KM_T \times M_T}$ is constructed by $\mathbf{H} = [\mathbf{H}_1^T \mathbf{H}_2^T \ldots \mathbf{H}_{K-1}^T \mathbf{H}_K^T]^T$.

**Algorithm 4 Joint AU Contribution Algorithm**

1. initialize the channel matrix $\mathbf{H}_k$, $k = 1, 2, \ldots, K$;
2. initialize antenna side contribution $\mathbf{c}_m^A = \frac{\sum_{k=1}^K \sum_{n=1}^{M_R} h_{n,m,k}}{\|\mathbf{H}\|_2}$, $m = 1, 2, \ldots, M_T$;
3. initialize user side contribution for each subband $\mathbf{c}_n^U = \frac{\sum_{m=1}^{M_T} h_{n,m,k}}{\|\mathbf{H}\|_2}$, $n = 1, 2, \ldots, M_R$, $k = 1, 2, \ldots, K$;
4. based on antenna side contribution, update user side contribution $\mathbf{c}_n^U = \varphi(\mathbf{h}_n, \mathbf{c}_m^A)$, $n = 1, 2, \ldots, M_R$, $k = 1, 2, \ldots, K$;
5. $\mathcal{Q}_S = \text{NBUS}(\mathbf{c}_k^U)$;
6. null rows corresponding to unselected users in each $\mathbf{H}_k$;
7. based on updated $\mathbf{H}_k$, update user side contribution $\mathbf{c}_n^U = \varphi(\mathbf{h}_n, \mathbf{c}_m^A)$, $n = 1, 2, \ldots, M_R$, $k = 1, 2, \ldots, K$;
8. based on updated user side contribution vector $\mathbf{c}_k^U$, update antenna contribution $\mathbf{c}_m^A = \varphi(\mathbf{h}_m, \mathbf{c}_k^U)$, $m = 1, 2, \ldots, M_T$;
9. select $L_T$ antennas with $L_T$ highest $\mathbf{c}_m^A$ and form $\mathcal{A}_S$;

Particularly, the NOMA-based User Selection (NBUS) Algorithm is embedded in Joint AU contribution Algorithm for user scheduling where we select desired users in a ordered manner. Firstly we sort all the elements in user side contribution. Then we pick up the element with the highest value, which is with respect to the $n$-th user in the $k$-th subband. Next we delete $n$-th user in other subbands. Then we set flag to guarantee that each subband is assigned with
Algorithm 5 NOMA-based User Scheduling Algorithm (NBUS)

1: input $cw_U$;
2: initiate $i \leftarrow 0$, $flag = [flag_1, ... flag_k, ..., flag_K] \leftarrow 0$;
3: while $i < 2K$ do
4:     find out the element with the highest value in $cw_U$, denoted as $cw_U^{n^*,k^*}$;
5:     while $flag_{k^*} = 2$ do
6:         find out the element with the next highest value in $cw_U$, denoted as $cw_U^{n^*,k^*}$;
7:     end while
8:     schedule the $n^*$-th User for communication in the $k^*$-th Subband;
9:     $flag_{k^*} \leftarrow flag_{k^*} + 1$;
10:    $cw_{n^*,k}^U \leftarrow 0$, $\forall k$;
11:    $i \leftarrow i + 1$;
12: end while
13: output selected user set $U_S$.

exactly two NOMA users, which are associated with channel gains as high as possible.

It is critical to select users before antennas. If we select users first, we assign each subband with the best suitable user pair then do antenna selection according to this assignment. However, if we select antennas first, the selection is under the assumption that at the user side, there is no restriction on user pairs assigned to subbands. In this way, the selected antennas and users are not suitable enough. And we are able decide the desired subset when the contribution vector on both sides are updated only once after initialization. This is because if we execute mutual weighting followed by single antenna / user elimination for several times, the results are quite similar. Mutual weighting will enlarge the gap between values of all elements in the contribution vector, but it makes little difference on the sorting results.

Here again, the complexity of Joint AU Contribution Algorithm is provided for further comparison. For Step 2 and Step 3, to generate the initial contribution for both the antenna side and user side, because of $M_T$ candidate antennas, $M_R$ candidate users and $K$ subbands, we need $(2KM_TM_R)$ operations. Then for Step 4 and Step 5, the update of user side contribution also requires $(2KM_TM_R)$, followed by $(M_RK)$ complexity for sorting. The operation times for
next updates, including user side and the antenna side (Step 8 and Step 9), are \(2KM_T L_R\) due to eliminated \((M_R - L_R)\) users (Step 7). Lastly in Step 10, the sorting requires \(M_T\) operations.

Similarly, by ignoring the factors with low magnitudes, we obtain the complexity of Joint AU Contribution Algorithm as \((KM_T M_R)\).

### 3.5 Numerical Results

In this section, we compare the performance of user sum rate and outage probability obtained by proposed algorithms and existing methods. Note that our resource allocation scheme in Section 3.3.1 is executed in all methods for fair comparison; the outage probability is the ratio of the number of users not achieving the minimum required PSNR to the total number of users. All results are obtained by Monte Carlo simulations.

Firstly, we compare efficient search algorithm, joint AU contribution algorithm, optimal
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Figure 3.4: Sum rate and outage probability as functions of minimum required PSNR in single-band scenario where $M_T = 18$, $L_T = 6$.

(exhaustive search) and random antenna selection algorithm in single-band two-user scenario where $M_R = 2K = 2$, $L_T = 6$ and $\rho = 22$dB. Channel matrix from all antennas to both users is $H_{U_1U_2} \in \mathbb{C}^{2 \times M_T}$ where the elements are distributed as $CN(0, 1)$. Note that when applying joint AU contribution algorithm to this scenario, we only consider antenna side contribution. In other words, the steps for initialization and update of user side contribution will not be executed.

Fig. 3.4 shows the comparison of user sum rate and outage probability as functions of minimum required PSNR $t$ when $M_T = 18$. For all algorithms except random selection algorithm, as $t$ increases, sum rate decreases and then increases; outage probability increases monotonically with $t$. The reason is as $t$ increases till $t = 9.5$, more power is supposed to be allocated to
In Fig. 3.5, we plot sum rate and outage probability as functions of candidate antenna number $M_T$ when $t = 9$. Note that we only apply optimal selection algorithm to $M_T = 11, 14, 17$ due to huge simulation time for greater $M_T$. For each algorithm except random selection, larger sum rate is achieved and less outage occurs as $M_T$ increases. The reason is as there are far user to make its PSNR meet higher $t$, resulting in the reduction of $\alpha$. Thus, lower $\alpha$ causes sum rate reduction. Furthermore, when $t > 9.5$, it is more difficult to find $\alpha$ for both user PSNR to meet $t$. As a result, all power will be allocated to near user to increase single-band rate with the occurrence of far user outage. For performance comparison, sum rate and outage probability of efficient search algorithm are better than those of joint AU contribution algorithm and near-optimal.
more candidate antennas, the probability of selecting antennas with high channel gain becomes larger. And when $M_T = 17$, the sum rate of efficient search algorithm is higher than the optimal one but the optimal method still holds the a little bit lower outage probability. This is because it is more possible for optimal method to find the antenna subset which serves two NOMA users with data rate guarantee simultaneously. Here again, efficient search algorithm is near-optimal and outperforms joint AU contribution algorithm.

Next, joint AU contribution algorithm, NBJTRAS, JASUS and random selection algorithm are compared in a multi-user multi-band scenario with $M_T = 16, 32$, $L_T = 6$, $K = 3$ and $\rho = 22\text{dB}$. Elements in $k$-th subband channel matrix $H_k$ are distributed as $\mathcal{CN}(0, 1)$. For NBJTRAS, JASUS algorithms, they are modified for the NOMA protocol. Specifically, there are $K \times M_R$ elements are the user side to denote total $K$ subbands. To lower the outage probability, we should guarantee one user in each subband is with relatively high channel gain. Thus, far users are selected before the selection and identification of all near users are finished. The mechanism can cause that there are no users or only one user selected in some subbands. In this case, we replenish these positions by remaining users with the best channel gains in corresponding subbands.

For Fig. 3.6, comparison of user sum rate and outage probability as functions of $t$ when $M_R = 10$ is presented. Here, NBJTRAS is only applied to $M_T = 16$ because of high computational complexity. One can observe that for each algorithm, sum rate keeps almost constant while outage probability increases monotonically with $t$. This is caused by the following reason. There are two types of subbands in this scenario. For first type of subband with larger channel gain, both user PSNR can reach $t$ concurrently by power allocation. For the same reason as described in Fig. 3.4 analysis, two-user sum rate decreases as $t$ increases. For second
Figure 3.6: Performance of sum rate and outage probability as functions of minimum required PSNR in multi-band scenario where $M_R = 10$, $L_T = 6$, $K = 3$.

Type of subband with smaller channel gain, both user PSNR cannot meet $t$ concurrently. So all power will be allocated to near user, causing single-band rate increment and far user outage. In this way, rate increment in the second type compensates for rate reduction in first type of subband with more outages occurring. For performance comparison, joint AU contribution algorithm has similar performance to NBJTRAS and outperform JASUS.

Fig. 3.7 presents sum rate and outage probability as functions of candidate antenna number $M_R$ when $t = 10$. Because large $M_T$ and $M_R$ lead to high computational complexity, we limit the two parameters to low values for NBJTRAS. For all algorithms except random selection, sum rate grows while outage probability decreases. The reason is since there are more candidate users to choose from, the probability of selecting users with high channel gain becomes higher. Here again, joint AU contribution algorithm has performance similar to NBJTRAS and better
Figure 3.7: Performance of sum rate and outage probability as functions of candidate user number in multi-band scenario where $t = 10$, $L_T = 6$, $K = 3$.

For single-band scenario, the complexity is $O(L_T C_{M_T}^{L_T})$ for optimal selection but $O(M_T + L_T \min(L_T, M_T - L_T))$ for efficient search algorithm and $O(M_T)$ for joint AU contribution algorithm. See the Appendix B for the complexity analysis of optimal algorithm and joint AU contribution algorithm in this scenario. Hence, with complexity far less than optimal selection and slightly higher than joint AU contribution algorithm, efficient search algorithm attains the trade-off between performance and complexity.

In multi-band scenario, the complexity is $O(KM_T M_R)$ for joint AU contribution algorithm while $O(KM_T C_{K M_R}^{2K})$ for NBJTRAS (by letting $L_R = 2K$, $N_T = M_T$ and $N_R = M_R$ in Chapter 2) and $O(K^3(M_T - L_T)M_T M_R)$ for JASUS (by letting $M = M_T$, $X = K M_R$ in Chapter 2). So for practical multi-subband multi-user massive MIMO-NOMA, joint AU contribution algorithm
presents performance similar to NBJTRAS but requires far lower complexity. This also proves that joint AU contribution algorithm is suitable for massive MIMO where antenna and user numbers are large.

3.6 Discussion: Practical Execution of Proposed Algorithm

The above simulation results can be achieved under the assumption that the perfect channel information is known. To approach the theoretical performance as much as possible, the proposed algorithm can be practically executed as follows.

As the initialization for data transmission, by channel estimation, the channel coefficients between each candidate antennas and candidate users are obtained. Then the proposed algorithm is executed as the BS side, which holds good computational ability, to select the antennas and scheduled users. According to the selected subset, the associated data is transmitted from the selected antennas to the selected users.

Note that the selection process and service provision are in a dynamic manner due to channel condition variation. Therefore, the channel estimation should be executed periodically. Under critical overall channel coefficient change, the proposed algorithm should be executed again to update the selected antenna and user subset accordingly. Sometimes it occurs that the complete channel coefficient information cannot be obtained due to serious noise or possible hardware failure. In this way, the historical channel information will be applied to predicting the channel condition in the current moment.
3.7 Chapter Summary

This chapter studies the antenna selection and user scheduling problems in massive MIMO-NOMA system. We propose efficient antenna selection and user scheduling algorithms for two scenarios. For the single-band two-user scenario, our efficient search algorithm selects desired antennas from limited candidate antennas beneficial to the relevant users. For the multi-band multi-user scenario, joint AU contribution algorithm takes accounts of the contribution of each antenna’s and user’s channel gain to total channel gain jointly. Numerical results show that efficient search algorithm achieves near-optimal performance, and joint AU contribution algorithm has performance similar to existing methods but requires lower complexity.
Chapter 4

Power Allocation and Performance of Collaborative NOMA Assisted Relaying System

4.1 Introduction

It is well known that serving cell-edge users from the BS is difficult because the signal power decays exponentially with the distance, which is greatly serious in common non-line-of-sight communication environments [59]. Moreover, the rapid proliferation of smart devices in the future 5G causes quite a few cell-edge users in need of guaranteed quality of service [2][60], the standard of which is raised due to various of real-time mobile applications, such as video streaming and other online entertainments. So it is necessary to provide service for multiple cell-edge users simultaneously with guaranteed data rate. However, other than transmitting data to multiple users, the 5G networks have to process massive signallings and coordinate
BSs as well [61]. The power resource is constrained compared to a great number of tasks. Furthermore, communicating with multiple users requires more spectrum resources; if we limit the connections in the existing spectrum, the inter-user interference will be too strong for good quality of service. Conditioned on constrained power and spectrum resource, it is challenging to serve multiple cell-edge users concurrently with data rate guarantee.

Therefore, candidate power and spectral efficient strategies are urgently required to provide concurrent data transmissions to multiple cell-edge users. One strategy is to use the relay, which increases the user receive SNR by short-range communication even with low transmit power. Compared to the amplify-and-forward (AF) relay, the decode-and-forward (DF) relay is preferred since only the desired signals for cell-edge users are sent from the transmitter of the relay. Furthermore, the D2D transmission functions of smart devices make it possible to apply some device as the relay, which save the effort of establishing extra relays. The smart device can receive the message intended for its own and forward the messages for cell-edge users. Another strategy, NOMA, the promising spectral efficient technology for 5G, can improve the performance of relaying systems. NOMA allows messages for several users multiplexed at the same time and frequency band by allocating different power [13][62] to these messages. At the user side, SIC is applied to the message separation. Specifically, users with better channel conditions decode other users’ messages and then remove them in order to decode messages for their own [63]. Furthermore, because of superposition coding, the power ratios among messages in a NOMA signal can be maintained at the receivers in relaying systems. Particularly, ratios are maintained by good channel conditions in the S-R link; because of short-range communication, the channel condition in the R-D links may be better than S-R link, resulting in the ratio maintenance, as well. This maintenance helps us better analyze
and control the receive SNR at most of the NOMA users. Such effect cannot be achieved by separated message links in conventional OMA. In this way, using NOMA to provide multiple message inputs and outputs for the relay becomes a promising solution to serving several cell-edge users simultaneously.

In this chapter, we propose the Collaborative NOMA Assisted Relaying (CNAR) system in 5G featured by the collaboration of the S-R NOMA link as macro-cell communication and R-D NOMA link as small-cell communication. The BS superimposes messages intended for the relay and cell-edge users as a NOMA signal and transmits. The relay decodes its own message from the NOMA signal by SIC scheme; then the relay superposes messages for cell-edge users with adjusted power in NOMA protocol and transmits them to the destinations. The SIC scheme at the relay fits DF relaying mechanism very well because by SIC, some messages in the source NOMA signal are decoded at the relay and the relay only transmits the messages preferred by the cell-edge users. Since multiple users need to be served simultaneously, the system throughput should be improved. Thus, the S-R and R-D phases are connected by a double-antenna relay which operates in full-duplex mode to provide high throughput. Moreover, the S-R and R-D phases are executed in licensed and unlicensed band, respectively, to avoid the interference. Particularly, signals in the S-R phase are carried by cellular communication protocol, like the prevalent LTE, while the device applied as the relay can transmit signals to other users using D2D communication protocols, e.g., WiFi and Bluetooth. However, the performance of the proposed system is yet to be characterized and power allocation among NOMA signals should be determined to guarantee the data rate for multiple users.

Several works have been done on the performance evaluation for the NOMA assisted relaying systems. In [64], the outage performance of NOMA-assisted AF-relaying networks is
analyzed but the drawbacks of AF relaying system undermine the advantage of NOMA. In particular, at the relay, the power allocated to each message cannot be adjusted for R-D links, and the interference from the S-R link is amplified as well. In [65], the capacity of a NOMA-based DF relaying system is analyzed where the destination receives two messages from two time slots, respectively. And the author proposes a suboptimal power allocation scheme to maximize the sum rate associated with these messages. S. Rini et al. in [66] also considers rate maximization at multiple cell-edge users assisted by several relays. For [67], a relay selection mechanism is proposed to obtain the lowest outage probability among all other relay selection schemes. However, the above researchers fails to consider applying certain user device as the relay. Furthermore, the authors in [65][66] fail to consider the fairness where the rate related to each message should reach a target level. For [49][68], the outage probability for user fairness and ergodic sum rate expressions for NOMA downlink cooperative networks are investigated. In [69], a cooperative SWIPT NOMA protocol is raised where some devices with DF relaying functions are selected to assist cell-edge devices. In [50], the author derives the outage probability of a extremely complex system where sequential NOMA links from multiple relaying devices are used to support cell-edge users. User fairness is considered in [50][65]. However, these works only focus on low-throughput half-duplex relaying mode where the cell-edge user receive SNR depends on links from the BS and the relay.

As we propose our CNAR system based on full-duplex relaying mode, the system performance is analyzed in the following way. Firstly, we define that the outage occurs when the achievable rate with regard to any message doesn’t reach the target rate. And the exact system outage probability expression is derived by analyzing the outage behavior of S-R and R-D phases, separately. Following this, to guarantee the data rate, we raise the optimal power allo-
cation scheme by minimizing the system outage probability. Then, the ergodic sum capacity of CNAR system in high SNR regime is approximated based on the optimal power allocation scheme. Specifically, the capacity approximation for cell-edge users are obtained by discussing the interference at them on the basis of NOMA protocol.

The remainder of this chapter is organized as follows. Section 4.2 describes the CNAR system model. In Section 4.3, with exact expression of system outage probability derived, an optimal power allocation scheme is proposed by minimizing the outage probability; the ergodic sum capacity analysis and approximation are also provided. Then numerical results are presented and analyzed in Section 4.4. Finally Section 4.5 concludes the paper.

4.2 System Model

![Diagram of CNAR system model]

The CNAR communication system is proposed in Fig. 4.1. We assume that a group of three mobile terminals (MTs) are supported by the BS, where MT1 is the nearest to BS. Due to
long distances from the BS to MT2 and MT3, regarded as cell-edge users, it is hard for BS to provide good quality of service via direct links. Hence, we apply MT1 as a relay to establish connections from BS to MT2 and MT3. In this way, there are two phases for serving the group of three MTs. In the first phase, i.e., the S-R phase, BS superposes three messages as a NOMA signal to be transmitted to MT1; MT1 receives the signal and decodes all three messages. In the second phase, i.e., the R-D phase, MT1 superimposes messages for MT2, MT3 with adjusted power as another NOMA signal and transmits; MT2, MT3 receive the signal and acquire their own messages. Assume that each MT is equipped with double antennas. To achieve high throughput, MT1 operates in full-duplex relaying mode. It receives the NOMA signal from BS with one antenna (receive antenna) and, at the same time, transmits the decoded messages in last time slot with the other antenna (transmit antenna) to MT2, MT3. Moreover, to avoid the interference, the first phase is executed in licensed band as macro-cell communication, and the second phase is in unlicensed band as small-cell communication. We also assume that the both the BS and the relay transmit messages at a rate matching the Shannon channel capacity for each messages.

Specifically, in the first phase, BS superposes three messages as the NOMA signal $s_{SR} = \sqrt{P_1\alpha_1 s_1} + \sqrt{P_1\alpha_2 s_2} + \sqrt{P_1\alpha_3 s_3}$, which is transmitted to MT1. $s_1$, $s_2$ and $s_3$ are messages intended for MT1, MT2 and MT3, respectively. $P_1$ is the transmit power from one BS antenna assigned to serve this group of three MTs. $\alpha_1$, $\alpha_2$ and $\alpha_3$ are the ratios of power allocated to $s_1$, $s_2$ and $s_3$, respectively.
where $s_2$ and $s_3$ where $\alpha_1 + \alpha_2 + \alpha_3 = 1$. Thus, the received signal at MT1 is given by

$$y_1 = h s_{SR} + n_1$$

$$= \sqrt{P_1 \alpha_1} h s_1 + \sqrt{P_1 \alpha_2} h s_2 + \sqrt{P_1 \alpha_3} h s_3 + n_1$$

where $h \sim CN(0, \sigma^2)$ denotes the BS-MT1 Rayleigh channel coefficient and $n_1 \sim CN(0, N)$ denotes the AWGN at MT1 receive antenna.

After receiving $s_{SR}$, MT1 decodes the three messages using the principle of SIC. Particularly, it treats $s_2$, $s_1$ and $n_1$ as the noise to decode $s_3$. Then by removing $s_3$, which is part of the interference when decoding $s_2$, it treats $s_1$ and $n_1$ as the noise to decode $s_2$. Next, with $s_2$ removed, $n_1$ is treated as the noise to decode $s_1$. The SIC-based decoding process is illustrated in Fig. 4.2. Considering the user fairness, we set the target rate as $R_0$ related to each message as
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the standard for quality of service. Hence, the corresponding target SNR becomes \( \gamma_0 = 2^R_0 - 1 \).

To reach the target SNR, the following conditions should be met consecutively:

\[
SNR_{3,1} = \frac{\alpha_3 \rho_1 |h|^2}{(1 - \alpha_3) \rho_1 |h|^2 + 1} \geq \gamma_0,
\]

\[
SNR_{2,1} = \frac{\alpha_2 \rho_1 |h|^2}{\alpha_1 \rho_1 |h|^2 + 1} \geq \gamma_0,
\]

\[
SNR_{1,1} = \alpha_1 \rho_1 |h|^2 \geq \gamma_0,
\]

where \( SNR_{k,1} \) is the PSNR \([70]\) at MT1 for the \( k \)-th message and \( \rho_1 = \frac{P_1}{N} \) is BS transmit SNR.

Here, when \(|h|^2\) is high, it holds that \( SNR_{3,1} \approx \frac{\alpha_3}{1 - \alpha_3} \) and \( SNR_{2,1} \approx \frac{\alpha_2}{\alpha_1} \), which demonstrates that the power ratios for \( s_3 \) and \( s_2 \) can be maintained. Moreover, the achievable rate associated with \( s_1 \) is given by

\[
C_1 = \log_2(1 + \alpha_1 \rho_1 |h|^2).
\]

For the second phase, by superposing \( s_2 \) and \( s_3 \) as the NOMA signal \( s_{RD} \), MT1 transmits \( s_{RD} = \sqrt{P_2 \beta_2} s_2 + \sqrt{P_2 \beta_3} s_3 \) to MT2 and MT3. \( P_2 \) is the transmission power from MT1. \( \beta_2 \) and \( \beta_3 \) are the power allocation ratios for \( s_2 \) and \( s_3 \) where \( \beta_2 + \beta_3 = 1 \). Because MT2, MT3 have double antennas for receiving, their received signals are

\[
y_2 = g_2 s_{RD} + n_2
\]

\[
y_3 = g_3 s_{RD} + n_3
\]

where \( g_2 = [g_{2,1}, g_{2,2}]^T \), \( n_2 = [n_{2,1}, n_{2,2}]^T \) and \( g_3 = [g_{3,1}, g_{3,2}]^T \), \( n_3 = [n_{3,1}, n_{3,2}]^T \). \( g_{2,1}, g_{2,2} \sim CN(0, \sigma_2^2) \) denote Rayleigh channel coefficients from MT1 single transmit antenna to MT2 double antennas, corresponding to AWGN \( n_{2,1}, n_{2,2} \sim CN(0, N) \). And \( g_{3,1}, g_{3,2} \sim CN(0, \sigma_3^2) \)
denote Rayleigh channel coefficients from MT1 single transmit antenna to MT3 double antennas, with AWGN $n_{3,1}, n_{3,2} \sim \mathcal{CN}(0, N)$.

In every time slot, we should identify NOMA far user and near user to apply SIC at the receiver of near user [51]. Assuming MRC is applied at MT2, MT3, the combining channel gains for them are $||g_2||^2$ and $||g_3||^2$, respectively. Hence, when $||g_2||^2 > ||g_3||^2$, MT2 is identified as near user with power ratio for near user $\beta_N = \beta_2$ and MT3 as far user with power ratio for far user $\beta_F = \beta_3$; otherwise, their statuses are swapped with $\beta_N = \beta_3, \beta_F = \beta_2$. The decoding processes are explained by Fig. 4.3. In this figure, $s_F, g_F, n_F$ are the message, channel gain and AWGN corresponding to far user while $s_N, g_N, n_N$ are for near user. For far user, it considers $s_N$ and $n_N$ as the noise to decode $s_F$. Since $||g_N||^2 > ||g_F||^2$, $s_F$ can be decoded and then removed by near user. So for near user, it executes the same step as far user first; then it removes $s_F$ from the NOMA signal and decodes $s_N$ with only $n_N$ as the noise.

Again, with the target rate $R_0$ for each message, the conditions for far user and near user to meet the target SNR are:

\[
SNR_{F,2} = \frac{\beta_F \min\{||g_2||^2, ||g_3||^2\} \rho_2}{\beta_N \min\{||g_2||^2, ||g_3||^2\} \rho_2 + 1} \geq \gamma_0, \\
SNR_{N,2} = \beta_N \max\{||g_2||^2, ||g_3||^2\} \rho_2 \geq \gamma_0.
\] (4.5)

where $SNR_{F,2}$ denotes the PSNR at far user, $SNR_{N,2}$ is the PSNR at near user and $\rho_2 \equiv \frac{P_2}{N}$ is MT1 transmit SNR. When $\min\{||g_2||^2, ||g_3||^2\}$ is large due to short-range communication, $SNR_{F,2} \approx \frac{\beta_F}{\beta_N}$ means that the power ratio between far user and near user message is maintained.

In fact, MT1 is a DF relay to connect transmissions in the first and second phase. Since the end-to-end data rate of DF relaying is dominated by the weakest link [71], the achievable rate
4.3 Power Allocation and Performance

In this section, we derive the system outage probability and propose the optimal power allocation scheme by minimizing the outage probability, which aims to achieve single-user data rate
guarantee and inter-user fairness. Then we provide the analysis of the ergodic sum capacity based on the proposed power allocation scheme.

4.3.1 Power Allocation Scheme and Outage Performance

Define that during the two-phase communication in the proposed CNAR system, if the achievable rate associated with any message is lower than the target rate, the outage occurs in our CNAR system. Let Event $A = \{\text{All constraints in (4.2) are met}\}$ for the first-phase transmission, Event $B = \{\text{All constraints in (4.5) are met}\}$ for the second-phase transmission. So the system outage probability is expressed as

$$P_{out} = 1 - \Pr[A] \Pr[B].$$  \hspace{1cm} (4.8)

According to (4.2), we derive $\Pr[A]$ as follows

$$\Pr[A] = \Pr[|h|^2 > \max\{\gamma_1, \gamma_2, \gamma_3\}]$$  \hspace{1cm} (4.9)

where $\gamma_1 = \frac{\gamma_0}{\rho_1}, \gamma_2 = \frac{\gamma_0}{\rho_1(\alpha_2 - \gamma_0 \alpha_1)} > 0$ and $\gamma_3 = \frac{\gamma_0}{\rho_1(\alpha_3 - \gamma_0 (1 - \alpha_3))} > 0$.

To derive $\Pr[B]$, (4.5) can be rewritten as

$$\min\{||g_2||^2, ||g_3||^2\} > \frac{\gamma_0}{\rho_2[\beta_F(1 + \gamma_0) - \gamma_0]} \triangleq w_F > 0$$  \hspace{1cm} (4.10)

$$\max\{||g_2||^2, ||g_3||^2\} > \frac{\gamma_0}{\rho_2 \beta_N} \triangleq w_N$$

where $\min\{||g_2||^2, ||g_3||^2\}$ is the channel gain for far users and $\max\{||g_2||^2, ||g_3||^2\}$ is the channel
gain for near user. Since far user has lower channel gain, it is reasonable to set lower channel gain threshold for far user than near user to achieve higher probability of meeting the constrains in (4.10). Hence, we assume \( w_N \geq w_F \), indicating \( \frac{1 + \gamma_0}{2 + \gamma_0} < \beta_F < 1 \). Then \( \Pr[B] \) is given by

\[
\Pr[B] = \Pr[\min\{|||g_2||_2^2, ||g_3||_2^2| > w_F, \max\{|||g_2||_2^2, ||g_3||_2^2| > w_N\}] \\
= \phi(w_N, \sigma_2)\phi(w_F, \sigma_3) + \phi(w_F, \sigma_2)\phi(w_N, \sigma_3) - \phi(w_N, \sigma_2)\phi(w_N, \sigma_3)
\]

where \( \phi(w, \sigma) \equiv \frac{1}{\sigma^2} \exp\left(-\frac{w}{\sigma^2}\right)w + \exp\left(-\frac{w}{\sigma^2}\right) \). See the appendix for the proof of \( \Pr[B] \).

To maximize \( \Pr[A] \), we have to minimize \( \max\{\gamma_1, \gamma_2, \gamma_3\} \). So finding the optimal power allocation ratios in the first phase is equivalent to the following problem

\[
\min_{\alpha_1, \alpha_2, \alpha_3} \max\{\gamma_1, \gamma_2, \gamma_3\} \\
= \max_{\alpha_1, \alpha_2, \alpha_3} \min\{\alpha_1, \alpha_2 - \gamma_0\alpha_1, \alpha_3 - \gamma_0(1 - \alpha_3)\}
\]

\[
\begin{align*}
\alpha_1 + \alpha_2 + \alpha_3 &= 1 \\
\alpha_2 - \gamma_0\alpha_1 &> 0 \\
\alpha_3 - \gamma_0(1 - \alpha_3) &> 0.
\end{align*}
\]

Inspired by [72], we introduce \( \alpha_4 \) to represent the objective. So problem (4.12) is equivalent
to the following form

$$\min_{\alpha_1, \alpha_2, \alpha_4} \left(-\alpha_4\right)$$

s.t. 

$$0 < \alpha_4 \leq 1 - (1 + \gamma_0)(\alpha_1 + \alpha_2)$$

$$0 < \alpha_4 \leq \alpha_2 - \gamma_0 \alpha_1$$

$$0 < \alpha_4 \leq \alpha_1$$

(4.13)

Here, we can apply Lagrange multiplier method to find a possible solution [73]. The Lagrange function is written as

$$L(\alpha, \mu) = -\alpha_4 + \mu_1[(1 + \gamma_0)(\alpha_1 + \alpha_2) + \alpha_4 - 1]$$

$$+ \mu_2(\gamma_0 \alpha_1 - \alpha_2 + \alpha_4) + \mu_3(-\alpha_1 + \alpha_4).$$

(4.14)

where $$\alpha = [\alpha_1, \alpha_2, \alpha_4]$$ and $$\mu = [\mu_1, \mu_2, \mu_3].$$

Based on Karush-Kuhn-Tucker (KKT) conditions [73], by letting the partial derivatives with respect to $$\alpha$$ of $$L(\alpha, \mu)$$ equal to zero, i.e.,

$$\frac{\partial L}{\partial \alpha_1} = \frac{\partial L}{\partial \alpha_2} = \frac{\partial L}{\partial \alpha_4} = 0,$$

we obtain

$$\begin{align*}
\mu_1 &= \frac{1}{\gamma_0 + 3\gamma_0 + 3}, \\
\mu_2 &= \frac{1 + \gamma_0}{\gamma_0 + 3\gamma_0 + 3}, \\
\mu_3 &= 1 - \frac{2 + \gamma_0}{\gamma_0 + 3\gamma_0 + 3}.
\end{align*}$$

(4.15)

KKT conditions also require

$$\mu_1[(1 + \gamma_0)(\alpha_1 + \alpha_2) + \alpha_4 - 1] + \mu_2(\gamma_0 \alpha_1 - \alpha_2 + \alpha_4) + \mu_3(-\alpha_1 + \alpha_4) =$$
0. Since in (4.15) $\mu_1$, $\mu_2$ and $\mu_3$ are positive values, the following inequations should be satisfied

\[
\begin{align*}
(1 + \gamma_0)(\alpha_1 + \alpha_2) + \alpha_4 - 1 &= 0, \\
\gamma_0\alpha_1 - \alpha_2 + \alpha_4 &= 0, \\
-\alpha_1 + \alpha_4 &= 0.
\end{align*}
\] (4.16)

So the candidate solution obtained from (4.16) is given by

\[
\begin{align*}
\alpha_1 &= \frac{1}{\gamma_0^2 + 3\gamma_0 + 3}, \\
\alpha_2 &= \frac{1 + \gamma_0}{\gamma_0^2 + 3\gamma_0 + 3}, \\
\alpha_3 &= 1 - \frac{2 + \gamma_0}{\gamma_0^2 + 3\gamma_0 + 3}, \\
\alpha_4 &= \frac{1}{\gamma_0^2 + 3\gamma_0 + 3}.
\end{align*}
\] (4.17)

To check the feasibility of the candidate solution (4.17) with second order sufficient conditions (SONC) [73], we obtain $y$ for SONC by calculating the Jacobian evaluated at the solution, which is given by

\[
y = J(\alpha^{(1)})^T \cdot 0 = \begin{bmatrix} 1 + \gamma_0 & 1 + \gamma_0 & 1 \\ \gamma_0 & -1 & 1 \\ -1 & 0 & 1 \end{bmatrix}^T \cdot 0 = 0
\] (4.18)
And the Hessian of Lagrangian (4.14) is calculated as

\[
\nabla^2_{\alpha} \mathcal{L}(\alpha, \mu) = \begin{bmatrix}
\frac{\partial^2 L}{\partial \alpha_1^2} & \frac{\partial^2 L}{\partial \alpha_1 \partial \alpha_2} & \frac{\partial^2 L}{\partial \alpha_1 \partial \alpha_4} \\
\frac{\partial^2 L}{\partial \alpha_2 \partial \alpha_1} & \frac{\partial^2 L}{\partial \alpha_2^2} & \frac{\partial^2 L}{\partial \alpha_2 \partial \alpha_4} \\
\frac{\partial^2 L}{\partial \alpha_4 \partial \alpha_1} & \frac{\partial^2 L}{\partial \alpha_4 \partial \alpha_2} & \frac{\partial^2 L}{\partial \alpha_4^2}
\end{bmatrix} = \begin{bmatrix}
0 & 0 & 0 \\
0 & 0 & 0 \\
0 & 0 & 0
\end{bmatrix}
\]

(4.19)

So the SONC equation gets the following relationship:

\[
y^T \cdot \nabla^2_{\alpha} \mathcal{L}(\alpha, \mu) \cdot y \geq 0,
\]

(4.20)

proving solution (4.17) is feasible [74].

In this way, the maximized \( \Pr[A] \) is given by

\[
\Pr[A] = \Pr[|h|^2 \geq \frac{\gamma_0(\gamma_0^2 + 3\gamma_0 + 3)}{\rho_1}] \\
= \exp(-\frac{\gamma_0(\gamma_0^2 + 3\gamma_0 + 3)}{\rho_1 \sigma_1^2}).
\]

(4.21)

For power allocation ratios in the second phase, generally we should solve the equation \( \frac{\partial \Pr[B]}{\partial \beta_F} = 0 \) to figure out possible optimal \( \beta_F \). Due to many exponential components in \( \frac{\partial \Pr[B]}{\partial \beta_F} \), it is hard to obtain the explicit expression of optimal \( \beta_F \). However, we find it very easy to exhaustively search possible \( \beta_F \) values within \( \frac{1+\gamma_0}{2+\gamma_0} \leq \beta_F < 1 \) to find out the optimal \( \beta_F \). Then the \( \beta_N \) is obtained by \( \beta_N = 1 - \beta_F \).
4.3.2 Ergodic Capacity Performance

In the field of wireless communications, the ergodic capacity is a critical metric for evaluating the system performance. It is defined in [75] that "The ergodic capacity is the maximum mutual information between the input and output if the code spans an infinite number of independent realizations of the channel matrix". In other words, the ergodic capacity is the average theoretical channel capacity over time if the capacity is estimated over a fading channel.

It is hard to obtain the exact expressions of ergodic capacity in CNAR system. So ergodic sum capacity approximations in high \( \rho_1 \) and \( \rho_2 \) regime are given by analyzing the achievable rate for each message as follows.

In the first-phase transmission for \( s_1 \), by using

\[
E[C_1] = \int_0^\infty \log_2(1 + \rho_1 \alpha_1 x) f_{|h|^2}(x) dx
\]

we obtain the achievable rate of BS-MT1 channel as

\[
E[C_1] = \frac{\rho_1 \alpha_1}{\ln 2} \int_0^\infty \frac{\exp(-\frac{x}{\alpha_1})}{1 + \rho_1 \alpha_1 x} dx
\]

\[
\approx -\frac{1}{\ln 2} \text{Ei}(\frac{1}{\rho_1 \alpha_1 \sigma_1^2})
\]

\[
\approx -\frac{1}{\ln 2} \left(1 + \frac{1}{\rho_1 \alpha_1 \sigma_1^2}\right)[C + \ln(\frac{1}{\rho_1 \alpha_1 \sigma_1^2}) - \frac{1}{\rho_1 \alpha_1 \sigma_1^2}]
\]

where \( \text{Ei}(x) = \int_{-\infty}^x \frac{e^t}{t} dt, x < 0 \) is the exponential integral function. (a) is obtained according to Eq. (3.352.4) in [76]. Approximation (b) is made by applying \( e^{-\frac{x}{\alpha_1}} \approx 1 - \frac{x}{\alpha_1} \) and \( \text{Ei}(x) \approx x + [C + \ln(-x) + x] \) where \( C \) denotes the Euler constant in high \( \rho_1 \) regime.

According to (4.6), we calculate \( E[C_2] \) by discussing min\{SNR_{2,1}, SNR_{2,2}\} as follows. For \( SNR_{2,1} \), when \( \rho_1 \) is large, \( SNR_{2,1} \approx \frac{\alpha_2}{\alpha_1} = 1 + \gamma_0 \). For \( SNR_{2,2} \) in high \( \rho_2 \) regime, if MT2 is far
user, it holds that $SNR_{2,2} = SNR_{F,2} \approx \frac{\rho_2}{\rho_0} > SNR_{2,1}$, leading to $\min\{SNR_{2,1}, SNR_{2,2}\} = SNR_{2,1}$.

And if MT2 is near user with the condition $SNR_{N,2} = \beta \rho_2 ||g_2||^2 > SNR_{2,1}$, $\min\{SNR_{2,1}, SNR_{2,2}\}$ also equals to $SNR_{2,1}$. However, if MT2 is near user conditioned on $\beta \rho_2 ||g_2||^2 \leq SNR_{2,1}$, $\min\{SNR_{2,1}, SNR_{2,2}\}$ becomes $\beta \rho_2 ||g_2||^2$. The above cases for the discussion are listed in Table 4.1.

Table 4.1: Table for value of $\min\{SNR_{2,1}, SNR_{2,2}\}$ under different conditions

<table>
<thead>
<tr>
<th>MT2 Status</th>
<th>Condition</th>
<th>$\min{SNR_{2,1}, SNR_{2,2}}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Far user</td>
<td>None</td>
<td>$SNR_{2,1}$</td>
</tr>
<tr>
<td>Near user</td>
<td>$\beta \rho_2</td>
<td></td>
</tr>
<tr>
<td>Near user</td>
<td>$\beta \rho_2</td>
<td></td>
</tr>
</tbody>
</table>

Define Event $D = \{\text{MT2 is near user with the condition } \beta \rho_2 ||g_2||^2 \leq SNR_{2,1}\}$. We prove in the appendix that when $\rho_2$ is large, $Pr[D] \approx 0$. So Event $D$ seldom happens, which indicates

$$E[C_2] \approx \log_2(1 + SNR_{2,1}) = \log_2(2 + \gamma_0). \quad (4.23)$$

Table 4.2: A list for value of $\min\{SNR_{3,1}, SNR_{3,2}\}$ in different conditions

<table>
<thead>
<tr>
<th>MT3 Status</th>
<th>Condition</th>
<th>$\min{SNR_{3,1}, SNR_{3,2}}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Far user</td>
<td>None</td>
<td>$SNR_{3,1}$</td>
</tr>
<tr>
<td>Near user</td>
<td>$\beta \rho_2</td>
<td></td>
</tr>
<tr>
<td>Near user</td>
<td>$\beta \rho_2</td>
<td></td>
</tr>
</tbody>
</table>

Next, to calculate $E[C_3]$ based on (4.7), the discussion on $\min\{SNR_{3,1}, SNR_{3,2}\}$ is also required. Since $SNR_{F,2} > SNR_{3,1} \approx \frac{(1+\gamma_0)^2}{2+\gamma_0}$ in high $\rho_1$ and $\rho_2$ regime, the approximation method used for $E[C_2]$ is also applicable with similar calculating process. A similar discussion is provided in Table 4.2. So we obtain

$$E[C_3] \approx \log_2(1 + SNR_{3,1}) = \log_2\left(\frac{\gamma_0^2 + 3\gamma_0 + 3}{2+\gamma_0}\right). \quad (4.24)$$
Therefore, in high $\rho_1$ and $\rho_2$ regime, the ergodic sum capacity for CNAR system is approximated as

$$E[C_1] + E[C_2] + E[C_3]$$

$$\approx -\frac{1}{\ln 2} \left( 1 + \frac{1}{\rho_1 \alpha_1 \sigma_1^2} \right) \left[ C + \ln \left( \frac{1}{\rho_1 \alpha_1 \sigma_1^2} \right) - \frac{1}{\rho_1 \alpha_1 \sigma_1^2} \right] + \log_2 (\gamma_0^2 + 3\gamma_0 + 3).$$

(4.25)

## 4.4 Numerical Results

We compare the outage probability and ergodic capacity obtained by CNAR system, conventional OMA system and the relaying system based on OMA. In all systems, for the purpose of illustration, we suppose the BS and all MTs are on a straight line. Assume BS-MT1 dis-
tance $d_1 = 55\text{m}$, MT1-MT2 distance $d_2 = 55\text{m}$ and MT1-MT3 distance $d_3 = 82.5\text{m}$. Suppose 
\[
\sigma_i^2 = \left(\frac{d_i}{D_0}\right)^{-\theta}
\]
where the reference distance $D_0$ is $100\text{m}$ and the path loss exponent $\theta$ is $4$. So 
\[
\sigma_1 = \sigma_2 = 3.31 \text{ and } \sigma_3 = 1.47.
\]

In the conventional OMA system, for fairness comparison, we set the BS transmit SNR as $(\rho_1 + \rho_2)$. The BS transmits $s_1$, $s_2$ and $s_3$ to each MT using $\frac{1}{3}$ time resource, respectively. Each MT receives signal from licensed and unlicensed band at the same time by double antennas and uses MRC for receive signal processing, which is depicted in Fig. 4.4. In the OMA-based relaying system, we assume that $s_1$, $s_2$ and $s_3$ are transmitted using $\frac{1}{3}$ time resource in the S-R link, respectively; $s_2$ and $s_3$ are sent using half time resource in the R-D link, respectively. Other assumptions are the same as CNAR system. The OMA-based relaying system is illustrated in Fig. 4.5. Specially, the outage probability of conventional OMA system is calculated by taking the average of the three MTs’ outage probabilities in Monte-Carlo simulations. This reason is the three MTs communicate with the BS separately in OMA, making the outage behavior considered in an individual manner. But for relaying systems, the three MTs influence the communication quality of each other. So it’s better to consider the outage behavior from the perspective of a group.

Fig. 4.6 shows comparison of outage probability as a function of target rate $R_0$ when $\rho_2 = 15\text{dB}$. One can observe that the theoretical analysis is verified by the simulation results. For lower value $R_0$, the outage probability for conventional OMA is the lowest. But it grows significantly as $R_0$ increases, which is not suitable for 5G as the data rate requirement is higher in the future 5G. Moreover, the outage probability of CNAR system is much lower than the OMA-based system for different $R_0$ values.

In Fig. 4.7 and Fig. 4.8, we plot outage probability with respect to $\rho_1$ and $\rho_2$, respectively.
4.4. Numerical Results

Figure 4.6: Performance of Outage probability as a function of target rate $R_0$ when $\rho_2 = 15$dB.

Figure 4.7: Outage probability as a function of BS transmit SNR $\rho_1$ when $R_0 = 2$. 
when $R_0 = 2$. Here again, our theoretical derivations are validated and the CNAR system has much lower outage probability than conventional OMA and OMA-based relaying system. Moreover, in Fig. 4.7 with $\rho_1$ increasing, the outage probability for CNAR doesn’t decrease significantly. The reason is according to Eq. (4.8), when large $\rho_1$ makes $\Pr[A] \approx 1$, $P_{\text{out}}$ is lower-bounded by $1 - \Pr[B]$, which is determined by the MT1 transmit SNR and target rate. Similarly, the outage probability for CNAR doesn’t reduce obviously in Fig. 4.8 as $\rho_2$ increases. The reason is similar to the one in Fig. 4.8. As a result, in high SNR regime, the choice of target rate has much more influence than BS and MT1 transmit power. This phenomenon can be considered in a practical view. In the past several years when the target rate is in low level, (where the services are mainly texts and online music), the traditional OMA is enough for required communication quality. But when the target rate is higher currently and in the future, the relaying systems have much performance gain over traditional OMA when the total power, spectrum and antennas are the same.

Fig. 4.9 presents the capacity results for CNAR and OMA-based system when the target rate $R_0 = 2$ and $\rho_1 = 19$dB. The figure shows that the approximations of the capacity in CNAR system well match the simulation results. One can also observe that the simulation curve for $C_2$ is not as close to its approximation as the curve for $C_3$. The reason is as MT2 is nearer to MT1, MT2 is more possible to be near user. When Event $D$ occurs, $\log_2(1 + \beta_N \rho_2 ||g_2||_2^2) \leq \log_2(1 + SNR_{2,1})$ lower the capacity from the approximation to some extent. And our power allocation scheme makes the ergodic capacity of each CNAR user above the target rate.

From Fig. 4.10, CNAR has sum capacity gain over the OMA-based one. This is because NOMA enables each user to exploit all time resource while OMA limits the time resource that each user can use. Moreover, it’s easier to maintain the receive SNR at cell-edge users
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Figure 4.8: Outage probability as a function of MT1 transmit SNR $\rho_2$ when $R_0 = 2$.

Figure 4.9: Single-user ergodic capacity as a function of MT1 transmit SNR $\rho_2$ when $R_0 = 2$ and $\rho_1 = 19$dB.
as a constant based on power ratios in NOMA, while conventional OMA causes their receive SNR reduced due to the poor channel quality in long-distance transmission. According to the tendency of curves, sum capacity of OMA-based system increases a little bit faster than CNAR system, which indicates under extremely high transmit SNR, the sum capacity of CNAR system will be lower than OMA. However, the practical situation where transmit power is limited is suitable for CNAR to outperform OMA-based relaying system.

4.5 Chapter Summary

This chapter proposes a CNAR system in 5G to serve multiple cell-edge users concurrently with data rate guarantee. To characterize the system performance, we derive the exact system outage probability by analyzing the outage behavior in the S-R and R-D links separately. Then we provide the optimal power allocation scheme to guarantee the data rate by minimizing the
outage probability. Additionally, we give the approximation of ergodic sum capacity in high SNR regime from the discussion on the interference at cell-edge users based on NOMA principles. Numerical results validate the theoretical analysis. And they demonstrate that though conventional OMA has low outage probability when the target rate is very small, our CNAR has better outage and capacity performance than conventional OMA and OMA-based relaying system at high target rate for the future 5G networks.
Chapter 5

Conclusions

5.1 Thesis Summary

In this thesis, the application of resource efficient techniques, i.e., massive MIMO, NOMA and relaying technology, in the future 5G has been investigated mainly from three aspects. They involves a general introduction of these techniques, following problems and literature survey of existing solutions, our proposed algorithms for efficient antenna selection and user scheduling in 5G massive MIMO-NOMA system, and a design along with performance analysis of CNAR system.

In particular, firstly, the principles of massive MIMO, NOMA to achieve high spectral efficiency and relaying technology to achieve power efficiency are introduced. Following this, relevant problems, including antenna selection, user scheduling, power allocation and relaying scheme design, are described with the necessity to be solve. A literature survey on currently available approaches is also provided.

Next, the antenna selection and user scheduling strategies in massive MIMO-NOMA sys-
5.2. Future Works

Some aspects of the application of the abovementioned 5G technologies still remain uncovered in this thesis. They are worthy further consideration and exploration. Some aspects are listed as follows:
• In the massive MIMO-NOMA system, we focus on the power allocation scheme among single NOMA user pair in each subband, with the assumption that the same power is allocated to each subband. The global power allocation strategy requires future investigation to improve the system capacity.

• We merely consider one user group forming a R-D connection in our CNAR system, but massive users need to be served in practical 5G situation. As a result, the strategies to designate certain user devices as relaying devices and assign cell-edge users to them are worth investigating.

• For capacity maximization, some far users in the massive MIMO-NOMA system are not scheduled for communications in certain time slots. However, they can possibly be scheduled if assisted by relaying devices. Hence, potential combination of massive MIMO-NOMA and CNAR systems to improve the communication quality can be considered.
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Appendix A

Proofs of Equations for Performance Analysis in CNAR System

Proof Proof of Pr[B] With the probability density function (PDF) for Rayleigh channel, the cumulative distribution functions (CDF) of \( \| g_2 \|^2 \) can be obtained by

\[
F_{\| g_2 \|^2}(x) = \int_0^x \int_0^{x-x_2} \frac{1}{\sigma_2^2} \exp\left(-\frac{x_1}{\sigma_2^2}\right) \times \frac{1}{\sigma_2^2} \exp\left(-\frac{x_2}{\sigma_2^2}\right) dx_1 dx_2
\]

\[= 1 - \frac{x}{\sigma_2^2} \exp\left(-\frac{x}{\sigma_2^2}\right) - \exp\left(-\frac{x}{\sigma_2^2}\right), \quad \text{(A.1)}\]

Similarly, the CDF of \( \| g_3 \|^2 \) is calculated as

\[
F_{\| g_3 \|^2}(x) = 1 - \frac{x}{\sigma_3^2} \exp\left(-\frac{x}{\sigma_3^2}\right) - \exp\left(-\frac{x}{\sigma_3^2}\right). \quad \text{(A.2)}
\]
So we get the following PDF of $\|g_2\|_2^2$ and $\|g_3\|_2^2$ by:

\[
f_{\|g_2\|_2^2}(x) = F'_{\|g_2\|_2^2}(x) = \frac{x}{\sigma_2^4} \exp\left(-\frac{x}{\sigma_2^2}\right),
\]

\[
f_{\|g_3\|_2^2}(x) = F'_{\|g_3\|_2^2}(x) = \frac{x}{\sigma_3^4} \exp\left(-\frac{x}{\sigma_3^2}\right),
\]

Define Event $F=\{\|g_2\|_2^2 > \|g_3\|_2^2, \|g_2\|_2^2 > w_N, \|g_3\|_2^2 > w_F\}$ and Event $G=\{\|g_3\|_2^2 > \|g_2\|_2^2, \|g_3\|_2^2 > w_N, \|g_2\|_2^2 > w_F\}$. $\Pr[B]$ is calculated by

\[
\Pr[B] = \Pr[\max\{\|g_2\|_2^2, \|g_3\|_2^2\} > w_N, \min\{\|g_2\|_2^2, \|g_3\|_2^2\} > w_F]
\]

\[
= \Pr[F \cup G]
\]

\[
= \int_{w_F}^{\infty} \int_{w_F}^{\infty} f_{\|g_2\|_2^2}(x_1) f_{\|g_3\|_2^2}(x_2) dx_1 dx_2 - \int_{w_N}^{\infty} \int_{w_N}^{\infty} f_{\|g_2\|_2^2}(x_1) f_{\|g_3\|_2^2}(x_2) dx_1 dx_2
\]

\[
= \phi(w_N, \sigma_2) \phi(w_F, \sigma_3) + \phi(w_F, \sigma_2) \phi(w_N, \sigma_3) - \phi(w_N, \sigma_2) \phi(w_N, \sigma_3)
\]

**Proof** Proof of Logarithmic Equation 1

\[
\int_0^{\infty} \log_2(1 + \lambda x) f_X(x) dx = \int_0^{\infty} \log_2(1 + \lambda x) dF_X(x)
\]

\[
= \log_2(1 + \lambda x) F_X(x) \bigg|_{x=\infty} - \int_0^{\infty} F_X(x) d[\log_2(1 + \lambda x)]
\]

\[
= \frac{\lambda}{\ln 2} \int_0^{\infty} \frac{1}{1 + \lambda x} dx - \frac{\lambda}{\ln 2} \int_0^{\infty} \frac{F_X(x)}{1 + \lambda x} dx
\]

where (e) is obtained by $F_X(x)\big|_{x=\infty} = 1$ and $\log_2(1 + \lambda x)\big|_{x=\infty} = \frac{\lambda}{\ln 2} \int_0^{\infty} \frac{1}{1 + \lambda x} dx$.  

**Proof** Proof of $\Pr[D]$
\[
\Pr[D] = \int_0^{SNR_{2,1}} \int_0^x f_{\beta N \rho^2 | \beta_2^2 \sigma_2^2}^2(x) f_{\beta N \rho^2 | \beta_2^2 \sigma_2^2}^2(y) \, dx \, dy
\]  
(A.5)

\[
= 1 - e^{-\frac{SNR_{2,1}}{\beta N \rho^2 \sigma_2^2}} - \frac{SNR_{2,1}}{\beta N \rho^2 \sigma_2^2} e^{-\frac{SNR_{2,1}}{\beta N \rho^2 \sigma_2^2}} \frac{1}{\sigma_2^4 \left( \frac{1}{\sigma_2^2} + \frac{1}{\sigma_3^2} \right)^2} + 1 + \frac{SNR_{2,1}}{\beta N \rho^2} \left( \frac{1}{\sigma_2^2} + \frac{1}{\sigma_3^2} \right) e^{-\frac{SNR_{2,1}}{\beta N \rho^2}} \frac{\sigma_2^4 \left( \frac{1}{\sigma_2^2} + \frac{1}{\sigma_3^2} \right)^2}{\beta N \rho^2 \sigma_2^4 \sigma_3^2} \\
- \frac{1}{\beta N \rho^2} \frac{\beta^3 \rho^3 \sigma_2^3 \sigma_3^4}{\frac{1}{\sigma_2^2} + \frac{1}{\sigma_3^2}} \left[ \frac{2 \beta^3 \rho^3}{\beta N \rho^2} \left( \frac{1}{\sigma_2^2} + \frac{1}{\sigma_3^2} \right) + \left( \frac{SNR_{2,1}}{\beta N \rho^2} \right)^2 \left( \frac{1}{\sigma_2^2} + \frac{1}{\sigma_3^2} \right)^2 \right] \\
\approx \frac{1}{\rho_2^2} \frac{SNR_{2,1}^2}{\beta^2 N \sigma_2^2 \sigma_3^4} \left[ \frac{2}{\sigma_2^2} - \frac{1}{\sigma_2^2 + \sigma_3^2} - \frac{SNR_{2,1}}{\beta N \rho^2 \sigma_2^2 \sigma_3^2} \right]
\]

where (c) is obtained by \( e^{-x} \xrightarrow{x \to 0} 1 - x \) when \( \rho_2 \) is large. Then it makes \( \frac{1}{\rho_2^2} \) in (c) close to zero, indicating \( \Pr[D] \approx 0 \).
Appendix B

Analysis of Complexity for single-band Scenario

The optimal algorithm will exhaustively search all possible $C_{MT}^{LT}$ possibilities of antenna subset and figure out the one with the maximal user sum rate. So the operation times are $2LT C_{MT}^{LT}$ for obtaining all possibilities of user sum rate and $C_{MT}^{LT}$ for obtaining the optimal one. In this way, the complexity for optimal algorithm in antenna selection is $O(LT C_{MT}^{LT})$.

For Joint AU contribution algorithm, only the steps relevant to antenna side should be executed since users involved in communications have been identified. In particular, we can initialized the user side contribution as $cw^U = 1$ for each user. Then we need to calculate the antenna side contribution only once. Since there are one subband, the computational operations are $2MT$, followed by $Mt$ operations for sorting. As a result, the final complexity is $O(Mt)$. 
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