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Abstract

In minimally invasive navigated mitral valve repair surgery, the spatial calibration of the trans-esophageal echocardiography (TEE) ultrasound probe to the magnetic tracking system is an essential requisite. The standard calibration approach requires scanning a specialized phantom prior to the surgery, which is associated with the scaling mismatch issue. Preoperative estimation of the speed-of-sound at the target site of surgery is impractical as it varies among individual patients, leading to significant calibration errors during surgery.

In order to resolve this issue, we propose an un-precedented method of ‘in-situ’ ultrasound calibration, utilizing the tracked surgical tool, which is scanned by the bi-plane ultrasound while the tool is introduced into the left ventricle of the heart. In this method the ultrasound probe is calibrated based on the high-quality 2D bi-plane images, and the ultrasound reflection of the tool is being automatically segmented. In addition, we propose an ‘online 3D’ ultrasound calibration, which is derived from the bi-plane calibration followed by the fixed relationship between the TEE bi-plane and the 3D coordinate systems. The intrinsic transform is inferred based on the internal parameters of the imaging system. Note that calibration of the bi-plane and 3D ultrasound imaging modes are essential throughout the surgical procedure for the targeting and positioning tasks. Our approach achieved sub-millimeter accuracy in a simulated surgical environment and compensated for the correct speed-of-sound of the target medium. This was obtained within the limited range of movement available for manipulating the tool and the TEE probe during the process.

Keywords: In-situ ultrasound calibration, bi-plane ultrasound imaging, trans-apical mitral valve surgery, 3D ultrasound calibration.
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Chapter 1

Introduction

1.0.1 Ultrasound Imaging

Ultrasound is the most commonly used diagnostic imaging modality, covering about 25% of all imaging examinations performed worldwide on a daily basis since the beginning of the twenty-first century [19]. The advantages of ultrasound over other imaging modalities, such as MRI and CT, is in terms of its portability, cost, the non-ionizing nature of ultrasound waves, and the ability to produce real-time images of moving structures (e.g. a beating heart).

Ultrasound is a range of sound beyond human hearing, with frequencies above 20,000 Hertz (Hz). The frequency of diagnostic ultrasound typically ranges between 1-30 MHz, and the choice of frequency in ultrasound imaging varies depending on the application. Higher spatial resolution is attainable with shorter wavelengths (i.e. wavelength being inversely proportional to the frequency). However higher frequency causes greater attenuation (loss of signal strength) resulting in shorter depth of penetration.

In ultrasound imaging the key concept is the ‘pulse-echo’ principle. A short burst of ultrasound is emitted from a transducer and directed into the tissue. As a result of the sound’s interaction with the tissue, echoes are produced, and some of them travel back to the transducer. The time delay between the emission of the pulse and the reception of the echo allows for the measurement of the distance between the transducer and the echo-producing structure
and therefore helps in the formation of an image. Echoes are generated based on the differences between acoustic impedance of the tissue, which depends on its density and the speed at which sound propagates. Therefore, ultrasound fundamentally maps the mechanical property of a tissue.

Acoustic impedance of any two structures within a tissue might be slightly different and that cause only a small proportion of the ultrasound pulse to reflect back towards the transducer. Echoes arriving back are separated in time in proportion to the distance between the structures. Amplitude mode or A-mode display consists of a 1D trace where the pattern of display appears as spikes (See Fig.1.1). The amplitude of the reflected echoes corresponds to the height of the spikes. The distance between the two spikes represents the time taken by an echo to return to the transducer. On the other hand, an image can be formed based on a large number of pulse-echo acquisitions, incrementing the scan-line direction between each pulse-echo operation, which is known as B-mode (Brightness mode) imaging. In a B-mode, the amplitude of the reflected signal is displayed as bright dots along the line of sight. The term B-mode imaging means that the echo magnitude from each point in the field of view is mapped as a gray scale value for each pixel in an image.
1.0.2 Sound Wave Propagation

The tissue is a medium for propagation of the sound wave, where an exchange of the kinetic energy and the potential energy occurs. The propagation of the wave in the tissue is based on the alternate compression and decompression of tissue particles. The propagation of a wave is basically the propagation of pressure, represented by \( p(x, t) \), where \( x \) is the position and \( t \) the time at which the pressure is measured. Waves are often longitudinal in the biological tissue and in the homogeneous media, without the attenuation they can be described by a one-dimensional, second order differential equation:

\[
\frac{\partial^2 p(x, t)}{\partial x^2} - \frac{1}{c^2} \frac{\partial^2 p(x, t)}{\partial t^2} = 0, \tag{1.1}
\]

where the pressure is proportional to the speed of sound \( c \) in the medium. Therefore by using the medium compressibility \( k \) [Pa\(^{-1}\)], the speed of sound can be computed based on the density of the medium as follows:

\[
c = \frac{1}{\sqrt{k \rho}} \tag{1.2}
\]

The acoustic properties of the medium are characterized by the acoustic impedance, defined as the pressure \( p \) per velocity \( v \) per area \( S \). When the wave propagates into the tissue, some portion of the incident energy may reflect \( (I_r) \) while the other portion is transmitted \( (I_t) \). Consider a plane wave traveling in a medium with speed-of-sound \( (c_1) \) and the acoustic \( Z \) of \( (Z_1) \) incidents with the second medium of sound speed \( (c_2) \) and impedance \( (Z_2) \) (See Fig.1.2). Snell’s law explains the relation between the angles of incidence \( (\theta_i) \), reflection \( (\theta_r) \) and transmission \( (\theta_t) \):

\[
\sin \theta_t = \frac{c_2}{c_1} \sin \theta_i \tag{1.3}
\]

\[
\theta_r = \theta_i \tag{1.4}
\]

Once the wave transmits into the second medium, if \( c_1 > c_2 \), the wave bends towards the normal, and if \( c_1 < c_2 \), it bends away from the normal. This change in direction is termed
Figure 1.2: Schematic diagram of a sound wave transmitted from the lower to the higher speed-of-sound medium ($C_1 < C_2$).

*refraction* and can be an important source of artifact in some imaging applications.

### 1.0.3 Transducer Array System

In early B-mode imaging systems, a transducer was mounted on a position-sensing arm, such that the line of view of the acoustic beam could be made to correspond with the orientation of the brightness modulated A-scan line on the display screen. By moving the arm across the object of interest (e.g. patient’s skin) it produced a series of dots that corresponded to the cross-section of the interface within the tissue. Thus a B-mode image was formed.

In modern ultrasound systems, the array transducers use high-speed electronic focusing and beam-steering methods to achieve high frame rates for producing an image. Beam-steering increments the direction of the scan line to sweep out the B-mode field of view (FOV). However, in modern ultrasound transducers beam-steering technology differs slightly depending on the type of the array used. There are three main types of arrays commonly used for producing the 2D images: linear array, curvilinear array, and phased array transducers.
A **linear array** consists of as many as 256 elements arranged in a line. In this type of array, each pulse-echo operation is performed by selecting a small *subaperture* of the adjacent element. The scan line is usually directed along the axial dimension of the image, perpendicular to the array and from the center of the active subaperture. The scan line goes across the face of the array and once all the echoes have been received along the resulting line, the next pulse is issued from the adjacent series of elements. The movement of the beam from the first to the last element of the transducer forms an image. A rectangular FOV whose lateral width equals the length of the array results from this procedure (Fig.1.3a). The second type is the **curvilinear array** transducer, which is similar to the linear array with the only difference that the face of the array is convex rather than linear. This allows the scan line to be translated laterally and rotate in an azimuth angle. Thus a sector image is produced (Fig.1.3b).

The **phased array** transducer produces a sector format image by controlling the timing at which each element in a small rectangular array of transducers is excited (Fig.1.3c). The array sizes in this type of transducers are usually as low as 48 and up to 128 elements. Elements in this format excite simultaneously with a small delay or phase difference between each of them. The beam is steered electronically by controlling the phase between repeated bursts, which is achieved by using an independent electronic delay circuit for each element of the transducer. Then, delays are applied to the received signals so as to know the direction of the transmitted signals. These transducers are smaller in size, which proves advantages because
there is no need for moving parts, and they are capable of producing an electronically focused beam. Often, manufacturers of these transducers assume the speed-of-sound to be 1540 m.s\(^{-1}\), which is in fact the average speed-of-sound in human tissue.

Two-dimensional ultrasound is extensively used in routine ultrasound imaging where users are able to manipulate the ultrasound transducer freely over the region of interest in the body to generate necessary images. Although this imaging technique is popular in many interventional procedures, 3D image visualization may prove more useful in some of the interventions. Physicians often image the anatomy of the interest by acquiring many 2D ultrasound images (moving the ultrasound probe manually over the anatomy of interest) and mentally integrating images to get the impression of the anatomy in a 3D context. This process can be time consuming and may result in inconsistent guidance during the intervention. The advancement of ultrasound technology has enabled conventional 2D B-mode imaging to be enhanced by 3D or volumetric imaging that is also called 4D imaging, where dynamic 3D rays are acquired. There are three main methods for acquiring the three-dimensional images.

### 1.0.4 Mechanical 3D Ultrasound

Mechanical 3D ultrasound is based on the mechanical motorized mechanism that translates, tilts, or rotates a linear/curvilinear array transducer over the object of interest [8, 25]. Therefore a series of 2D ultrasound images that can be reconstructed into a 3D volume are produced. In this type of 3D ultrasound imaging, the scanning geometry is predefined and known by the mechanical system. Implementation of mechanical 3D ultrasound is straightforward but slow, and if it is used for imaging dynamic structures, such as a beating heart, it would require extensive cardiac gating.

### 1.0.5 Free-Hand 3D Ultrasound

Free-hand scanning is another common method for 3D ultrasound imaging [32]. In this approach, the user manually translates or rotates the linear or curvilinear array over the object
of interest. To reconstruct 3D ultrasound volume based on the 2D images, position and orientation of the ultrasound transducer are tracked during the free-hand scanning process. Often the motion of the transducer is measured by an external magnetic/optical tracking system or a robotic system that is synchronized with the 2D image acquisition.

Free-hand 3D ultrasound is most successful in interventional procedures such as echocardiography with the use of magnetic sensors [6, 41]. In these procedures, a small receiver is mounted on the transducer with the purpose of sensing its 6 degrees-of-freedom (DOF). So the position and orientation of the transducer are determined continuously. The main advantage of a free-hand 3D ultrasound is the ability to scan an arbitrarily large volume. It is often more applicable when scanning the anatomy of interest with a single sweep which is impossible due to the limited FOV. Then, the transducer can be moved over the object from different angles and with separate free-hand sweeps to create a surface model and estimate the volume. However, the quality of the free-hand 3D ultrasound is dependent on the ability of the user to sweep the transducer in a regular smooth pattern, so that the 3D volume is uniformly filled with constituent 2D images.

1.0.6 Real-Time 3D Ultrasound

Real-time 3D ultrasound, using a 2D matrix array, is one of the most technologically advanced methods for 3D imaging. The 2D array transducer consists of square elements that allow beam-steering in both the azimuth and elevation angles. The result is a 3D pyramidal sector shape volume. Another approach is to construct a 2D array of slightly larger elements and acquire images in a similar way as the conventional linear array systems [19]. The 2D sub-aperture of active elements is focused straight ahead to form the 3D rectilinear volume.

One of the first 2D array techniques was developed at Duke University. Their system employed parallel beam-forming to produce real-time volumetric acquisitions [77]. The system had a 256 channel beam-former for both transmission and reception, with the ability to acquire 30 volumes/second. Today, with the advancement of this technology, dense probes with 2500
elements are able to acquire 20-25 volumes/second using the parallel processing technique.

1.0.7 3D Ultrasound in Cardiac Imaging

1.0.7.1 Transthoracic Echocardiography Imaging

One of the main areas where ultrasound imaging has been highly applicable is in cardiac procedures. Transthoracic echocardiography (TTE) is a technique that is used to monitor the anatomy and dynamic behavior of the heart. In this procedure, a TTE probe is placed on the chest of the patient to acquire images of the heart. To produce 3D images, either the free-hand 3D technique or matrix-array transducer can be used. TTE imaging is typically used to determine the size and function of the heart valves, with the disadvantage that there is limited space between the ribs for placing the probe [67, 26]. In obese patients or those with chronic lung disease, the penetration depth is often an issue due to the thickness of the layers, which results in poor imaging. Another limitation of TTE imaging is the inability to acquire posterior cardiac structures such as the pulmonary vein, left atrium, and mitral valve, and interference by the respiratory cycle. Also, this imaging technique is not suitable for intra-operative cardiac procedures since the probe has to stay in contact with the patient’s chest continuously.

1.0.7.2 Trans-esophageal Echocardiography Imaging

Transesophageal echocardiography (TEE) probes are designed to be placed inside the esophagus, in the interior of the thorax [78, 30]. The TEE probe allows for imaging the heart from a closer proximity with less interaction with the tissues outside the region of interest and less obstruction from fatty tissues. In recent years, TEE has been extensively used for rapid, real-time cardiac assessment [56]. TEE provides a direct ‘window’ into the heart, facilitating the prompt evaluation of both cardiac function and left ventricular volume status. Continued monitoring of left ventricular function during cardiac surgery was described in 1980 [58]. Also, TEE is an appropriate indicator for evaluating regional ventricular wall motion [44, 54, 79]. Other investi-
In the past, TEE probes were operated by remote and mechanical rotation of the transducer using a manual knob. This included mechanical movement of the ultrasound transducer either linearly or annularly. There were problems associated with this technique, such as size, motion artifact, and extensive mechanical equipment which required many cardiac cycles. Later on, the 3D rotational reconstruction was developed via an omni-plane TEE probe which has multiple arrays rotating in either 3 or 5 degree increments. ECG timing permits assembly of these datasets to form a 3D rotational reconstruction of the heart [45].

The most recent TEE probes are designed on the matrix-array technology. The 3D TEE matrix transducer (X7-2t, Philips, inc) is one example that is commonly used in day-to-day clinical procedures. This probe has the ability to provide standard 2D images, in addition to the Doppler mode. Also, it is able to image in bi-Plane mode, where two distinct 2D image planes are acquired simultaneously and are separated by a known angle. Live 3D is another mode which has a pyramid wedge shape of approximately $50^\circ \times 30^\circ$ angles, which makes the visualization of any cardiac anatomy in the near field possible [87].

### 1.1 Image Guided Cardiac Surgery

Image guided surgery (IGS) systems have revolutionized the traditional surgery. Advanced computing and imaging technologies are used to guide and help surgeons whenever direct vision of the surgical target is inadequate or unavailable. IGS was first introduced in neurosurgery, in which a stereotactic frame was rigidly attached and fixed to the patients’ head [68]. In this approach, a surgical tool could be guided precisely across a known coordinate frame, using mechanical guides.

According to [68] the definition of IGS is:
Image-guided procedure is a minimally invasive procedure performed using imaging for guidance. Example image-guided procedures include angioplasty, needle biopsy, vertebroplasty, [and stereotactic neurosurgery]. An image-guided system, as noted above, includes a three-dimensional localizer, a registration method, and an image-overlay display. Image-guided systems are sold by several vendors and sometimes called navigation systems.

Computer-Assisted Surgery (CAS) is an advancement of IGS, being described as:

> computer-aided surgery in its broadest sense is the use of computers to aid in medical procedures. More specifically, it connotes the use of computers to plan, execute, or evaluate surgical procedures.

Minimally invasive approaches have been applied in a wide range of cardiac procedures such as: mitral valve repair and replacement, aortic valve replacement and repair [84, 81, 89], coronary artery bypass grafting (CABG) [88], ablation to electrically isolate the pulmonary veins (PVs) and/or targets for treatment of the atrial fibrillation (AF) [75] and repair of congenital pathologies such as atrial septal defects (ASDFs), ventricular septal defects (VSDs) or patent foramen ovale (PFO) [20]. In the minimally invasive procedures the main goals are: reduction of trauma, improvement of the survival rate, decreased risk of infection, decreased bleeding, reduction of postoperative pain and shorter recovery times.

1.1.1 IGS in Mitral Valve Repair Surgery

Traditional cardiac surgery, began in early 1953 [15] where surgeons employed cardiopulmonary bypass (i.e. heart-lung machine takes over the functionality of the heart and the lungs during surgery) to facilitate the procedure. Median sternotomy and temporary cardiac arrest were essentials for these procedures, resulting in longer recovery periods which are often not appropriate for elderly patients and in those with multiple co-morbidities [2].
Among all cardiovascular diseases, mitral valve (MV) insufficiency, is the second most common heart valve disease, occurring in about 2% of the general population [31]. Degenerative mitral valve disease (DMVD) is an example where the valve ruptures or a prolapsing valve leaflet results in an incomplete MV closure. The advancement in MV repair techniques dramatically changed the conventional procedure and improved the short/long term outcome of the patients [38].

Minimally invasive techniques were developed to replace the conventional median sternotomy. Firstly, minimal invasive MV surgeries were performed through parasternal and hemisternotomy approaches in 1990s [65]. The second achievement was video-assisted MV repair through minithoractomy in 1996 [10]. Currently, the most popular approach is through a minithoracotomy even though it still requires cardiopulmonary bypass [14]. The main issue in the on-pump surgery is the inability to assess the success of the MV repair in the moment, during procedure, since the heart is arrested. Alternative techniques have been introduced to fill the left ventricle (LV) and inspect the MV in an arrested condition. Nonetheless these post-assessment procedures are not accurate because they evaluate the function of the valves in non-physiological conditions. Currently, the best technique to assess the post-repair mitral valve competence is by using TEE imaging on the beating heart, after separation from cardiopulmonary bypass. TEE provides excellent 2D and bi-plane evaluation of the repair of the MV. However, while TEE interpretation of the repair is relatively standardized, there is always a level of uncertainty around the true physiological consequences [76]. So if the repair is considered to be unsuccessful, then cardiopulmonary bypass must be re-established and the heart must be arrested.

To overcome this limitation, off-pump techniques have been developed in which the patient’s heart remains beating and blood flows naturally through the valves [76, 71]. The off-pump process provides real-time and direct-view of the MV during surgery. Currently there are several techniques available for minimal invasive off-pump MV repair, two of which are discussed below.
Percutaneous Edge-to-Edge Leaflet Clipping (MitraClip©) (Fig.1.4) is a system designed to perform edge-to-edge clipping by creating a double orifice valve [24]. In this system an implant catheter is inserted through the femoral vein and into the left atrium. The clip attached at the tip of the catheter, is cautiously positioned at the closest distance to both the leaflets so that it can grasp and clip the two leaflets together. A double orifice valve allows a greater valve closure and less regurgitation. The interventionist in this system has the ability to release the clip and re-grasp the leaflets repeatedly and can determine and adjust the grasping position using Doppler echocardiography.

Transapical beating-heart MV repair is another approach where a device called NeoChord DS1000 (Fig.1.5) can perform off-pump MV repair [16]. The NeoChord device enters the chest through a 5cm incision between the ribs and is then inserted through a hole at the apex of the heart, allowing access to the left ventricle. This device carries a grasping mechanism to catch the respective prolapsing leaflet segment and has the ability to confirm successful grasping by using fiber-optic technology. In addition, it has a semi dull needle to puncture the leaflet and secure the nechord to the leaflet and retract the neochord extracardially. The process of suturing with the needle may be performed multiple times to limit the movement of the leaflets during systole.
Since the transapical MV repair is performed in an off-pump environment, TEE ultrasound imaging was used for real-time guidance of the tool to the target area. TEE imaging is not limited to the trasapical MV repair approach but is widely used in most off-pump mitral and aortic valve procedures [23]. In the NeoChord implantation, the successful repair depends on precise localization of the regurgitation site and this requires effective intraoperative communication between the echocardiographer and the surgeon. Both 2D and 3D TEE imaging are essential tools for the surgeon’s guidance throughout all phases of this procedure. The 3D TEE allows the possibility of seeing the valvular anatomy and the NeoChord device in one context and is used for the positioning task. In contrast, 2D bi-plane TEE is mostly preferred for assessing the MV anatomy and for guiding the device from apex of the left ventricle across the mitral annulus. The TEE view is changed from 2D biplane to 3D once the MV has been crossed (See Fig.1.6). 3D TEE provides the optimal orientation of the tip of the device with respect to the prolapsing segment of the leaflet.
1.2 Tracked Ultrasound in IGS

Characteristics of ultrasound imaging makes it a valuable intra-operative tool for surgical guidance procedures. However, navigating the surgical tool only based on ultrasound imaging is considered to be a challenging task, which the tracked ultrasound has improved and simplified it. Tracking the spatial location of the ultrasound transducer and the surgical tool allows us to know the pose of the ultrasound image and the surgical tool in a common 3D context so as to further assist a surgeon in a navigation task.

1.2.1 Types of Tracking

Tracking the ultrasound probe is often done by an optical marker, a magnetic tracking sensor, or a robot end-effector. Optical tracking systems (Fig. 1.7) are able to track multiple devices simultaneously with high accuracy, covering a larger work space. One of the main challenges with this system is the necessity for line-of-sight, requiring a marker or a pattern to be attached to the devices so that the camera can track them. That said, the main limitation is that the markers need to be clean and clear enough to be accurately tracked by a camera. In addition it is not a suitable tracking system for a TEE probe that is inserted into the esophagus of the patient. On the other hand, robot end-effector is also not an appropriate tracking tool for intra-operative image-guided procedures using TEE imaging.
Magnetic tracking system (MTS)\(^1\) is an alternative approach with no line-of-sight related issue. In this approach small sensors are localized within a magnetic field of known geometry that is created by a field generator (FG) (See Fig.1.8). Attaching a sensor to flexible instruments such as TEE probes, catheters, or flexible endoscopes allows for the real-time tracking of these devices. Magnetic based tracking has been applied to various surgical interventions, such as deployment of stent grafts [1], catheter-based ablation therapies for treatment of the arterial fibrillation [92], navigated bronchoscopies [35], radiofrequency ablation of liver tumors, guidance of flexible laproscopic ultrasound probes [3], and tracking the TEE probe in minimally invasive cardiac procedures [61]. However the most critical problem with magnetic tracking systems is the impact of metallic objects on the surgical environment.

\(^1\)The magnetic tracking system in literature is often referred to as an electromagnetic tracking system. However, since electric signal is not directly involved in the actual tracking process, the more appropriate terminology of ‘magnetic tracking system’ preferably is used throughout this thesis.
1.2.2 Ultrasound Calibration

Ultrasound calibration has been an active research area for the last 20 years [42]. It maps the coordinate system of the ultrasound image to that of the tracking system (See Fig.1.9). The coordinate system of the FG, due to its stationary position, often serves as a world coordinate\(^2\), and most of the computations are obtained at this coordinate. The calibration transform consists of scaling parameters followed by rotation and translation. There are three rotations of azimuth, elevation and roll; three translations in the x-, y- and z- axes direction; two scale factors in the x- and y- axes (in 2D ultrasound); or three scale factors in the x-, y- and z- axes (in bi-plane or 3D ultrasound).

\(^{2}\)The coordinate system of the table-top FG is referred to as a world coordinate throughout this thesis.
1.2. Tracked Ultrasound in IGS

Figure 1.9: A tracked TEE ultrasound probe within a magnetic field. The figure above demonstrates the transformation ($T_{US}$) (i.e. US calibration) that maps the ultrasound image to the sensor coordinate (i.e. attached at the tip of the probe). In addition, ultrasound information can be sent to the world coordinate by applying the transformation between the position sensor at the probe to the MTS.

### 1.2.2.1 Registration in Ultrasound Calibration

Mapping two sets of data from one coordinate system to another is accomplished by a transformation that is generally called registration. Paired-Point registration is a common approach where the correspondence of each point is known within the other coordinate system. Also, in order to achieve an unique solution, three or more non-collinear points are required. Registration in ultrasound calibration context can be categorized into rigid and similarity modes. Similarity mode can be nailed down into isotropic and anisotropic scales. The complexity of registration is defined by the number of parameters to be solved (i.e. DOF) (See Fig.1.10).

Among all registrations, rigid has the fewest DOF because the same geometry is being transferred as a result of rotation and translation. This is achieved while scale parameters of the pixel/voxel are known a priori. The ($R$) and ($t$) matrices consist of three parameters each and are applied to a point ($x$) as demonstrated in Eq.1.5. The rotation and translation parameters are combined together and form a 4×4 matrix which is known as a homogeneous transform Eq.1.6.
In similarity mode registration with isotropic scale, a uniform scale is added to the rotation and translation parameters (1.7). It occurs when pixel/voxel has a uniform scale in each direction (1.8). In contrast, anisotropic $S_x$ includes either two or three different scale parameters each corresponding to x-, y- and z- directions.

$$T = Rx + t$$ \hspace{1cm} (1.5)

$$T_{4\times4} = \begin{bmatrix} R_{3\times3} & t_{3\times1} \\ 0_{1\times3} & 1 \end{bmatrix}$$ \hspace{1cm} (1.6)

$$T = RSx + t$$ \hspace{1cm} (1.7)

$$S = \begin{bmatrix} S_x & 0 & 0 \\ 0 & S_y & 0 \\ 0 & 0 & S_z \end{bmatrix}$$ \hspace{1cm} (1.8)
1.2.2.2 Fiducial Registration Error

Fiducial refers to a point used in the registration process. Aligning two sets of fiducials can be obtained through, first, computing the average or centroid of the fiducials in each set, and then followed by the distance between the computed centroids which implies the translation. The fiducials are rotated about the new centroid, until the sum of squared distance between each corresponding paired-point is minimized [39]. The root mean square (RMS) distance between the two point sets is reported as the goodness of alignment. The RMS error, or residual error, or fiducial registration error (FRE) are terminologies commonly used for reporting the quality of registration. FRE in ultrasound calibration is measured as:

\[
\text{FRE} = \sqrt{\frac{1}{N} \sum_{i=1}^{N} |T(p_i) - q_i|^2},
\]

(1.9)

Where N is the number of fiducials, \( p_i \) and \( q_i \) are positions of the \((i^{th})\) fiducial in ultrasound and tracking coordinate, respectively. Note that, FRE only represents the goodness of fit between data sets and is not a proper metric for goodness of the calibration transform [27]. Reporting FRE may be associated with issues such as overestimation or underestimation [28]. In the underestimation process, FRE will not reflect some components of registration error since locations of the same fiducials are used to determine the registration transform. In this situation, the system does its best within the limits of transformations to align fiducials regardless of whether they truly correspond. For instance, when a consistent error occurs in one direction for all the fiducials of the first set, the error reflects as an additional value to the translation in the registration transform. On the other hand, in the overestimation scenario, random errors may occur in localizing of the fiducials, that are uncorrelated, in a dataset. Therefore, upon applying the registration transform to the same dataset, errors associated with some fiducials tend to be canceled out through the influence of others.
1.2.2.3 Target Registration Error

The target should be an information different than the fiducials used in the registration process. The appropriate way to determine the registration error is through knowledge of the position/feature of a target in one coordinate and transferring the correspondence through the registration transform into a common coordinate so as to measure the goodness of their alignment. In ultrasound calibration, targets can be anatomical landmarks, the tip of a tracked pointer or features of a phantom. Indeed, changes of the target registration error (TRE) over the FOV of an ultrasound image is the most important metric for determining the quality of registration [27].

1.2.2.4 Localization in Ultrasound Calibration

In ultrasound calibration, identifying the true location of an object in the ultrasound image/volume is referred to as localization. Fiducial localization error (FLE) and target localization error (TLE) are the two terminologies for reporting the error in locating the fiducial and the target point in ultrasound images [90]. Specifically, FLE could be the reason for inaccurate calibration whereas TLE leads to inaccuracy in reporting the goodness of calibration result.

Factors causing localization error are: ultrasound beam-thickness, material properties of an object, resolution of an ultrasound image, image processing (e.g. segmentation) and user experience. The beam-thickness is an issue which varies among different transducers; from a few millimeters up to one centimeter along the elevation direction. Nevertheless, as the fiducial/target moves further away from the focal point, its reflection in ultrasound does not truly correspond to its intersection with the scan plane. Issues regarding the beam profile have been addressed more specifically in [13, 36]. The appearance of an object in an ultrasound image can be greatly influenced by the material properties of a scanned object. In an ideal situa-

\[^3\text{information regarding TRE, FRE, TLE, FLE and as a whole the theory of errors have been advanced in the medical application domain through the work of the Fitzpatrick research group [29]. Additionally, detailed information about navigation accuracy for IGS procedures has been well explained in A. D. Wiles' research work [91].}\]
tion, a pixel/voxel should determine a fiducial/target in the ultrasound image. But due to the properties of material (e.g. high scattering), a cloud of pixels/voxels reflect the corresponding object. Therefore, segmenting the ideal pixel/voxel among a cloud of pixels/voxels could be a challenging task (novice users tend to perform poorly).

1.2.2.5 2D Ultrasound in Calibration

Two-dimensional ultrasound imaging of a known geometrical, precisely manufactured, phantom is the basis for many calibration techniques that have been developed. Prior knowledge of the characteristics of a phantom and representation of the corresponding features in an ultrasound image allows to solve for the unknown calibration parameters. A Point phantom is one of the very first and most common methods for 2D ultrasound calibration, where a known point within physical space is used [21, 85]. Either the tip of a tracked pointer or the crossing point of a pair of wires can be used as the specified point. In a cross-wire phantom [21], stationary positioning of the phantom in the world coordinate is essential while ultrasound scanning is in process. The three-wire phantom is another wire-based approach designed to solve for the calibration transform [11, 70]. In this technique, three wires are positioned mutually orthogonal to form the three axes of the phantom’s local coordinate. Scanning each wire along its length and corresponding the same axes in the image coordinate with the tracking coordinate allows to solve for the unknown parameters. The advantage of the three-wire method over the cross-wire was the easier scanning of the length of a wire in comparison to localizing a point at the intersection of wires. However, each wire needs to be individually scanned and the user must carefully track the image to identify which wire is being intersected with the ultrasound plane throughout the scanning process. Also, straightness of the wires and precise orthogonality among them are key points that affect the accuracy of the calibration.

Scanning a planar-surface is another popular calibration paradigm [63, 70, 93]. In this method a planar-surface, which can be the floor of a water bath, is scanned from a sufficient # of poses. The planar-surface corresponds to the xy-plane of its local coordinate system. Its
ultrasound reflection appears as a line in each B-mode scan. Thus, it is possible to relate the ultrasound reflections of a plane to the xy-plane of the planar-surface.

\[
\begin{bmatrix}
x \\ y \\ 0 \\ 1 
\end{bmatrix} = C T_T T_R R_P \begin{bmatrix}
S_x u \\ S_y v \\ 0 \\ 1
\end{bmatrix}
\]  
(1.10)

Where C is defined to be as the floor with the orthogonal z-axis. Any point \((u, v)\) on the line in the ultrasound image should correspond to the xy-plane. While the advantage of this technique over the other methods is that no extra device is required, the accuracy of the calibration depends on the flatness and stationarity of the surface. One limitation of this technique is the large number of ultrasound acquisitions required for solving the unknown parameters. Also, when the beam is not normal to the planar-surface, echoes returning to the transducer come from the beam edge that is closest to the plane. Due to this effect, scanning a plane from oblique angles causes the returning intensity to be lower and introduces the positioning error in identifying the reflection of a plane in B-mode images. Angular scanning of a plane is necessary to solve for the calibration, and therefore, the aforementioned issue has been addressed by designing the Cambridge phantom [70]. The phantom consisted of a clamp that fits around the probe and a thin bar mounted between the two circular disks. The clamp constraints the thin bar to move only in the center of the ultrasound beam. The bar is attached to the disks such that as disks are
rolled, the upper edge of the bar stays at a constant height above the floor. Therefore, the top of the bar is assumed as a virtual-plane, and at every angle the bar is always oriented towards the ultrasound probe so that the resulted strong reflected beams produce clear reflections of a plane. Nevertheless, the phantom has its own drawbacks; it requires a precise manufacturing process and a custom-made clamp for each specific probe. As a result, it is costly and unavailable.

Z-bar is yet another wire-based method that is among the most easy-to-use and common approaches [42]. The concept of this technique was initially described in the context of constructing a stereotactic head-frame to use with computed tomographic (CT) scans in neurosurgery [9]. Later on it was introduced into ultrasound calibration by Comeau et al. [17] in 1998. In the Z-bar phantom, the ends of wires are precisely known within the body of a phantom either by a tracked stylus or pre-defined while manufacturing (See Fig.1.12). A position sensor is then attached to the phantom to track the position of wires in a tracking coordinate system. When the tracked-ultrasound scans the wires, three bright dots appear on ultrasound image that correspond to the respective wires; namely $x_1$, $x_2$, and $x_3$. Then, based on distances between specified points, $D_{12} = \| x_1 - x_2 \|$ and $D_{13} = \| x_1 - x_3 \|$, a ratio $\alpha$ can be achieved where a similar result is established through the triangles in the Z pattern.

$$\alpha = \frac{D_{12}}{D_{13}} = \frac{\| a - x_2 \|}{\| a - d \|},$$

Figure 1.12: The concept of Z-bar phantom.
where \( \| . \| \) denotes the \( \| . \| \) distance between the two points. Also, \( a \) and \( d \) are the two tails of middle wire in tracking coordinate system. In which, based on \( \alpha \) the position of \( x_2 \) is derived through the following equation:

\[
T_{X_2} = T_a + \alpha T_d - T_a \quad (1.12)
\]

\( T_{X_2} \) represents the intersection of the ultrasound plane with the second wire of the Z pattern in the tracking coordinate system which is directly obtained from the ultrasound image of the phantom. To solve for an accurate calibration result, more images of the phantom are required. If three Z-bar phantoms are arranged to be scanned in a single frame, then there is sufficient information to solve for the unknown parameters. The Z-bar phantom is relatively easy to manufacture, and the user’s experience has the least effect on the accuracy of the calibration. Nevertheless, the accuracy of this phantom has shown poorer result, compared to the Cambridge phantom [42]. The reviews of the aforementioned methods and other techniques have been detailed in [42].

### 1.2.2.5.1 Point-based Calibration

In 2001, Muratore et al. [62] proposed a method that did not require a custom-made phantom; instead the tip of a tracked pointer was used as a ground truth. The ultrasound reflection of the pointer’s tip and its three-dimensional position in the tracking system were used to compute the calibration parameters. The main challenge with this technique is aligning the ultrasound plane with the exact tip location of the pointer, where often the experienced users tend to perform better than novice users.

### 1.2.2.5.2 Line-based Calibration

Khamene and Sauer [46] extended the aforementioned method to the ‘phantomless’ calibration. In their approach the limitation of localizing the tool tip in an ultrasound image was addressed by determining two or more points along the length of a calibration pointer so that the orientation of the tool is known. As a result instead of imaging the tip, anywhere along the length of the tool can be scanned and the calibration parameters
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can be solved through the following formulation.

\[
W_T S_1 (P_{p_0} + \lambda \frac{P_{p_1} - P_{p_0}}{|P_{p_1} - P_{p_0}|}) = W_T S_0 T_c T_s P_u, \tag{1.13}
\]

where \( \lambda \) is a real number within [0-1]; \( P_u \) is the ultrasound reflection of the intersecting tool with ultrasound plane; \( T_s \) and \( T_c \) are transformations of scale followed by rotation and translation parameters, \( W_T S_0 \) is the \( bT_u \) of the probe-sensor to the world coordinate and \( W_T S_1 \) is a specific tracked point in the tool. Also, \( P_{p_0} \) and \( P_{p_1} \) denote the two points along the length of the tracked tool in tracking coordinate system. In order to disregard the unknown factor of \( \lambda \), the above equation can be rewritten as:

\[
[L_{01}]_x [W_T S_0 T_c T_s P_u - W_T S_1 P_{p_0}]_3 = 0_{3 \times 1}, \tag{1.14}
\]

where \([.\]_x converts a vector to a skew symmetric matrix, and \(0_{3 \times 1}\) represents a null point. In the above equation \( L_{01} \) is the normalized vector within the world coordinate system, where two points \( P_{p_0} \) and \( P_{p_1} \) lie along the vector \( L_{01} \).

\[
L_{01} = \frac{W_R S_1 [P_{p_1}] - W_R S_1 [P_{p_0}]}{||[P_{p_1} - P_{p_0}]_3||} \tag{1.15}
\]

\( W_R S_1 \) is the \( 3 \times 3 \) rotation matrix embedded in \( W_T S_1 \). To achieve the optimal calibration, scanning the tool from various orientations is essential. An optimization method is developed to relax the constraint of the exact intersection of the pointer with the ultrasound plane. This technique minimizes the user dependency during data acquisition. However, one limitation is the requirement of a good initialization for the optimization process. Secondly, proper segmentation and identification of a point that refers to the specified tracked line is another key requirement that can affect the end result.
1.2.2.6 3D Ultrasound in Calibration

Conceptually, 3D ultrasound calibration is similar to the 2D calibration with the difference on mapping the 3D volume instead of the 2D image to the tracking coordinate system (See Fig. 1.13). In reconstructed 3D ultrasound, where volume is created based on the mechanical sweeping or freehand movement of the 2D probe, calibrating the 2D image to the tracking system is equivalent to the calibration of 3D ultrasound. However, when dealing with real-time 3D ultrasound, volumetric representation of an object is the only source of information from ultrasound coordinate that relates the ultrasound to the tracking system. One advantage of the 3D volume over the 2D cross-sectional data in the calibration process could be the larger field of view for detecting the special features of a phantom leading to fewer rounds of data acquisition for computing the calibration parameters. The main drawback of 3D probes is their lower spatial resolution which impacts localization of an object, a source of error in calibration.

To date, few publications have addressed 3D calibration based on 3D ultrasound volume imaging. Lange et al. [62], employed a phantom with two egg-shaped objects that require registering geometrical model from the 3D ultrasound volume to the ground truth (CT volume). The other well-known method was ‘hand-eye’ calibration [49], where the idea is to register two or more ultrasound volumes from the same phantom, acquired from different directions, to form a registration loop. Each volume recorded by the tracking system had a different position, and therefore registering them established a fixed relationship between the tracking and ultrasound coordinate.

Wire-based techniques were also used for 3D ultrasound calibration, in particular Z-wire [7]. A phantom with 39 wires, in the form of Z patterns, was designed such that 13 Z-shape wires repeated over 13 different depths, and their position was exactly known within the phantom box. The position of the phantom was being tracked by position sensors, attached to the phantom box. After scanning the phantom, the shape and position of the wires appears in the ultrasound coordinate. Since the wire positions were known in the tracking system, calibrating the ultrasound volume to the tracking system was achieved through a line-to-line registration.
Poon and Rohling [69] compared three other methods for 3D ultrasound calibration, namely the IXI phantom, the cube phantom, and the stylus-based approach. The IXI phantom was similar to the wire-based methods, and the cube phantom was similar to plane-based methods in 2D ultrasound calibration. In most of the approaches the biggest challenge was identifying the phantoms’ features in the ultrasound volume due to the poor resolution. Moreover, precisely manufactured phantoms have demonstrated superior calibration results than the ‘hand-eye’ method. It has been suggested that ‘hand-eye’ calibration can only be used when tracking of the phantom is not possible [4]. The point- and line-based methods were also compared side-by-side for calibrating real-time 3D ultrasound [48]. Segmentation of the needle’s tip served as a fiducial in the point-based approach, and any segmented voxel representing the length of the needle was used for the line-based approach. Due to reflection artifact in 3D ultrasound, localization of the tool tip, or anywhere along its length, was inaccurate, resulting in lower accuracy in 3D calibration.

Recently, a plane-based method was proposed to calibrate real-time 3D ultrasound [12]. The phantom consisted of 5 non-parallel planes, arranged in the form of 4 non-parallel and asymmetric planes connecting to the horizontal floor. The three adjacent planes appear as a
point in 3D ultrasound, resulting in six intersection landmarks serving as fiducials. A reference sensor is attached to the phantom so that the position of the phantom is known in a world coordinate, and a CT of the phantom serves as a ground truth. Therefore, the relationship between the fiducials and their tracked positions were solved by computing the anisotropic scale, rotation, and translation parameters.

1.2.3 Validation of Calibration

Assessment of the quality of calibration result is as important and challenging as the calibration procedure itself. The reliability of a calibration technique is tied to the proper validation methods. Unfortunately, to date a consensus has not been as to a standard approach for evaluating the quality of ultrasound calibration [42]. In addition, every research group, depending on the availability of tools and convenience, quantifies the calibration results differently.

1.2.3.1 Accuracy in Calibration

The overall accuracy of ultrasound calibration is defined based on its trueness and precision\(^4\). To validate the estimated transform, a target point can be scanned by the calibrated probe from different orientations and depths in an ultrasound image. Target points are transferred to a common coordinate by passing through the calibration transform. The result, is a cloud of points where the mean represents the trueness, and the standard deviation (SD) reflects the precision of the system. In the literature, a spread of points is referred to as reconstruction precision (RP) [21, 70, 43, 62, 64], in which this metric cannot be independently considered a proper quantification for the calibration’s quality. On the other hand, the SD, besides representing the calibration error, may include the tracking, segmentation and alignment errors as well. Lower SD (smaller spread of points), suggests that the system is precise and stable, even

---

\(^4\)Note that, the terminology of accuracy is referred to as the combination of trueness and precision (defined in the international standard ISO-5725-1:1994(E)). These correct terminologies are preferred for use in this thesis rather than the traditional definition of accuracy and precision often provided in ultrasound calibration validation literature.
in the presence of other sources of errors, but it is not sufficient to conclude about the goodness of calibration.

The robustness/reproducibility/repeatability of a system is another metric that can be assessed for any calibration method [70]. In this quantitative test, instead of measuring the error based on a single calibration transform and scanning a target from diverse locations, multiple calibration transforms are computed and applied to the same target. This spread of measurements explains the repeatability of the results. In this form of experiment the effects of tracking, segmentation, and alignment errors are diminished because scanning a target is not required, so that any pixel in an image can serve as a target. However, the selection of a pixel within an ultrasound plane is important. It has been suggested that pixels around the 4 corners of an ultrasound plane, as well as the center of the plane, be chosen, so that the calibration error can be analysed properly [40, 51, 33, 73, 5].

Measuring trueness of calibration is not straightforward and almost impossible to determine [42]. In fact, any technique that can exactly determine the calibration error could possibly be used as the calibration method in the first place [34]. Thus, most of the trueness measurement procedures try to quantify the approximate errors by analysing the individual parameters of a calibration transform. Validation of trueness can be categorized into in vitro and in vivo methods. The in vitro studies assess the trueness using a well-defined geometric phantom in an ideal environment, which is considered to be an appropriate metric for validation in laboratory setting. In contrast, in vivo studies test the feasibility of a system in real tissue within a clinical environment. In addition to these methods, qualitative visualization is an easy and commonly used strategy for on the spot assessment of calibration results. This is achieved by overlaying the calibrated ultrasound with the virtual model of a tracked tool or a phantom in a 3D context.

### 1.2.3.2 Distance Measurement

In the similarity mode calibration, independent evaluation of the scale factors can be obtained by measuring the distance between the known targets in physical space [52]. The two known
targets in space enable us to have the precise distance between them. So by scanning the points using the calibrated ultrasound probe, the points can be reconstructed in 3D space, and measuring the distance between them verifies the goodness of computed scaling factors through the calibration method. The only error that might be included in this type of measurement is the TLE, which occurs while segmenting the target points in the ultrasound image.

1.2.3.3 Volume Measurement

Volume measurement is another metric for assessing the overall performance of scaling factors. In this approach, an object with known volume is scanned by a 2D calibrated ultrasound from different directions and orientations [73]. After performing the segmentation of the object with ‘known volume’ in each ultrasound plane and applying the calibration transform to the fiducials, the resultant is the reconstructed volume of the object in physical space, which needs to be compared against its ‘true’ volume. The difference between the reconstructed and the ‘true’ volume demonstrates the accuracy of the estimated scaling parameters. In real-time 3D ultrasound, minimum a single acquisition is required to identify the boundary of the object and therefore reconstruct the specified volume in physical space. However, due to the poor resolution of the real-time 3D ultrasound compared to 2D ultrasound, the reconstructed volume from this approach may be worse.

1.3 Augmented Virtuality in IGS

Augmented Virtuality (AV) and Augmented Reality (AR) are the two principal means by which computer technology will be used in reality and offer the optimum surgical environment [60, 59]. The information can range from absolutely real (directly observed objects) to virtual (computerized simulations) and is aimed to enhance or enable delivery of therapy under limited visualization and access conditions. Cardiac interventions are special in this sense because of the complications in access, limited FOV, dynamic nature of the heart, and surgical
tools manipulation. The use of guidance technologies could be extremely helpful in these procedures [53]. As an example, Moore et al. [61] proposed a navigation platform that was used for guidance of a transapical tool for MV repair procedures. The intended guidance system overcame the safety concerns of the tool navigation, from the apex of the heart to the target area, which was previously performed under TEE imaging alone (described in Sec. 1.1.1). This approach demonstrated a significant improvement in terms of time, safety, and consequence of surgeons experience, by providing a platform that contained the virtual model of the tracked surgical tool, calibrated TEE probe, and high-risk areas in a common 3D space. The accuracy in these navigational systems is crucial since any type of inaccuracy may lead to wrong targeting, misguidance, and may result in damage to healthy tissue. The performance of the guidance system is tied to the accuracy of the tracking system, calibration of the surgical tool, as well as calibration of the TEE probe which is the main focus of this study.

1.4 Ultrasound Calibration during Surgery

1.4.1 Speed-of-Sound Mismatch

The formation of an ultrasound image depends on the speed-of-sound of a medium. For example, the appearance of an object in ultrasound differs when the speed-of-sound of the medium changes. Most ultrasound manufacturers assume the scale parameters based on 1540 m.s\(^{-1}\) speed-of-sound, which is the average speed-of-sound in human tissue. To perform the calibration, a medium often matches the speed-of-sound in human tissue or in water (20°C), where the speed-of-sound of 1480 m.s\(^{-1}\) [22] is being used. When water is chosen, either the temperature needs to be increased to 50°C, which increases the speed-of-sound to 1540 m.s\(^{-1}\), or the pre-defined scale parameters (by the manufacturer) need to be corrected based on room temperature water [48, 43]. Alternatively, scaling parameters can be computed directly by scanning a phantom.

Increasing the temperature of water to the required temperature and maintaining it through-
out the calibration process is a challenging task. In addition, depending on the organ of interest being scanned, the speed-of-sound at the target site of surgery may differ significantly. For instance, in biological liquids and soft tissues the speed-of-sound ranges between $1400 \, \text{m.s}^{-1}$ to $1800 \, \text{m.s}^{-1}$ [83]. Therefore, due to the variation of fat content among patients, speed-of-sound varies accordingly (patient specific). The speed-of-sound is temperature-dependent and not frequency-dependent. The speed-of-sound in blood at $37^\circ\text{C}$ is reported as $1580 \, \text{m.s}^{-1}$ and in cardiac muscles as $1576 \, \text{m.s}^{-1}$ [57]. There is also a significant difference in the speed-of-sound between normal and diseased tissues such as myocardium [74]. Thus, the target site of surgery is categorized as an in-homogeneity medium, in which predicting the ‘true’ speed-of-sound prior to surgery is almost impossible. Since the TEE is placed at the mid esophagus to scan the MV from 5-6 cm away (refer to Fig.1.14), even small scale mismatch could lead to significant error at that particular depth.
1.5 Thesis Outline

This thesis proposes, for the first time, an ‘in-situ’ ultrasound calibration where a tracked surgical tool is used as a phantom to obtain the ultrasound calibration transform. Our technique utilizes the trans-apical surgical tool (NeoChord DS1000), which has the potential to accomplish ultrasound calibration while the tool is inside the left-ventricle of the heart, and the TEE probe is positioned inside the esophagous of the patient. The entire calibration process is automatic and occurs within a minute. The *in-situ ultrasound calibration* is a useful approach for both pre- and intra-operative ultrasound calibration in minimally invasive mitral valve repair surgery.

Chapter 2 of the thesis covers the complete work-flow of our proposed calibration method as a whole. The first objective specifically defines the concept of an *in-situ* ultrasound calibration, describing a directed surgical tool as a phantom for computing the calibration transform. An experimental simulated surgical scene depicted an actual target site of the surgery, to test the feasibility of our approach in a laboratory setup. Moreover, extensive validation techniques have been applied to quantitatively indicate the overall accuracy of the system. The second objective focuses on a comparison of bi-plane vs. single-plane ultrasound imaging, reflecting the quality of ultrasound calibration. Detailed validation experiments provide a quantitative assessment on how well each of the two methods performed in different respects, such as ultrasound acquisition requirements, accuracy in terms of scaling parameters, the time and the overall robustness of calibration performance. The third objective emphasizes the variability of calibration accuracy, exclusively based on the identification of the surgical tool intersection with the ultrasound plane as a source of information for computing the calibration parameters. In this section, the automatic segmentation and identification of the tool with the ultrasound plane was compared to the manual identification by different users.

In the AR guided Mitral valve repair procedure, real-time 3D ultrasound is essential for the positioning of the surgical tool at the target site of surgery. Hence accurate 3D ultrasound calibration is a key requirement for this guidance platform. In the final objective, we propose
a new technique for computing the real-time 3D ultrasound calibration, which is derived from 2D bi-plane ultrasound calibration. Our proposed method offers a more accurate 3D ultrasound calibration: instead of using 3D ultrasound volume we used high quality 2D bi-plane ultrasound images along with the intrinsic relationship between the two modes.
Chapter 2

In-Situ Ultrasound Calibration

2.1 Directed Surgical Tool

Navigated transapical MV repair is a tracked ultrasound-based approach where calibrating the TEE probe with respect to the magnetic tracking system is a requisite. When calibration is obtained prior to surgery, different sources of error (as described in Sec.1.4.1) can cause inaccuracy in calibration, which become noticeable only while the procedure has begun. Incorrect overlay between the virtual model of the surgical tool and its ultrasound reflection in the AV environment is a sign of this. To resolve this issue, we first have to come up with a technique that performs the calibration in-situ and at the target site of surgery by using the surgical tool. Our method is able to compensate for the speed-of-sound at the target and achieve the ideal calibration during the procedure. The proposed approach adopts the line-based calibration [46] based on the orientation of the tracked surgical tool while being scanned by the bi-plane ultrasound. This technique does not require additional hardware other than the actual surgical tool for the purpose of computing the calibration transform.

This section focuses on how NeoChord DS1000, a transapical surgical tool for MV repair, serves as a phantom to compute the calibration transform. A left-ventricle phantom with transapical access is used to simulate the actual surgical scene in a laboratory setup. The in-situ
Figure 2.1: The iE33 ultrasound machine with the TEE probe. The probe is capable of producing three imaging modes of: single-plane, bi-plane, and 3D volume. The ultrasound machine is connected to the computer through the Epiphan frame grabber so as to directly stream the information on the computer’s monitor.

calibration requires the surgeon to manipulate the tool and the echocardiographer to adjust the TEE probe during surgery so as to obtain the calibration transform within a minute.

2.1.1 Tools and Methods

A Philips iE33 ultrasound machine, equipped with a live 3D TEE probe (X7-2t), was used in this study (Fig.2.1). This TEE probe has the ability to acquire, 2D single-plane, 2D bi-plane, and real-time 3D ultrasound images. The bi-plane ultrasound is based on two simultaneous 2D images that are spatially separated by a specific angle while sharing the same image origin (Fig.2.2). Individual planes in bi-plane ultrasound are related to each other by an internal transform. The origin is pre-defined as the top of ‘plane 0’, and then, ‘plane 90’ is simply being translated towards the origin and rotated 90°. In this thesis, the direction on an image that is away from the face of the TEE probe is referred to as the out-of-plane (depth of ultrasound). In contrast, the direction towards the width of the ultrasound fan is referred to as in-plane (See
Figure 2.2: Internal calibration between the two planes of the bi-plane ultrasound image.

Figure 2.3: Integration of sensors to the NeoChord and TEE probe.
Streaming 2D ultrasound images were acquired through an image frame-grabber (Epiphan System, Canada) at a resolution of 1680×1080 pixels, whereas streaming 3D volume were acquired directly from the ultrasound machine at a resolution of 112×48×112 pixels.

A magnetic tracking system, (Aurora, Northern Digital Inc., Waterloo, ON, Canada.) with a Table-Top FG, was used as a spatial tracking system in the operating room (OR) for this procedure. A 6-DOF magnetic sensor was externally attached to the tip of the TEE probe. In addition, two magnetic sensors, 5- and 6-DOF, were integrated within the NeoChord device to represent the real-time virtual geometry of the tool in the AV environment (Fig.2.3). The 5-DOF sensor, placed at the thumb ring, was responsible for reporting the opening and closing state of the tool tip (about 20mm) that was used for grasping the diseased MV leaflet (Fig.2.3). The 6-DOF sensor was attached near the distal end of the fixed tool shaft to track the tool.

In order to visualize the tracked NeoChord tool in an AV environment, local coordinate systems of the integrated sensors and geometrical model of the tool were calibrated. A custom-built jig was designed for this purpose, where the NeoChord device was placed precisely on the block, so that the tip of the tool was always held in the same location. The jig contained eight spherical divots in a non-symmetrical pattern along with a reference sensor positioned at a close proximity to the tool tip. Micro-CT of the jig served as the ground truth for creating the geometrical model of the jig with the origin of the model defined at the tool tip and the Z-axis along the length of the surgical tool. Based on the micro-CT data, the locations of the divots were defined for the model, by pointing the magnetically tracked pointer at each divot, the tracked surgical tool could be calibrated with respect to the 6-DOF sensor such that the origin and orientation of the tool becomes pre-defined (See Fig.2.4a).

### 2.1.2 Bi-plane Ultrasound Calibration

Our calibration paradigm extended the concept of the line-fiducial calibration [46] into the tracked NeoChord device, where in this context we call it ‘directed’ surgical tool. Because the origin and z-axis of the tool are pre-defined with respect to the integrated 6-DOF sensor, its ori-
Figure 2.4: Schematic diagram relating devices to the tracking system. (a) NeoChord tool calibration for pre-defined origin and orientation with respect to the integrated 6-DOF sensor. (b) Bi-plane ultrasound calibration by intersecting the surgical tool with bi-plane ultrasound and relating the fiducials on image to the orientation of the tool in tracking system.
entation is known within the tracking system, in a similar manner as the ‘line-based’ approach (Sec.1.2.2.5.2) where a pointer with a known orientation was scanned by the 2D ultrasound. In our proposed method the directed surgical tool is scanned by the bi-plane ultrasound image, allowing us twice as many fiducials to be imaged in every acquisition (See Fig.2.4). In this case the fiducial is the centroid of the estimated ellipse, from partial-arc ultrasound reflection of the tool, in each plane of the bi-plane image\(^1\). Therefore, obtaining simultaneous fiducials from the bi-plane ultrasound and the tracking information, reflecting the tool orientation, enables us to perform the ‘point-to-line’ registration.

Orientation of the directed tool can be obtained from the normalized direction vector \((L_z)\), extracted from the transformation of the embedded 6-DOF sensor in pre-calibrated tool \((^W T_{6dof})\). In addition, the two segmented fiducials from the bi-plane ultrasound are denoted as, \(P_0 = (p_x, p_y, 0, 1)\) and \(P_{90} = (0, p_y, p_z, 1)\) in pixel unit.

\[
L_z = ^W T_{6dof} \begin{bmatrix} 0 \\ 0 \\ 1 \\ 0 \end{bmatrix} 
\]

(2.1)

In the case of an ideal transform, fiducials should coincide with the direction vector of the tracked tool in world coordinate system. This concept was thoroughly described in Sec.1.2.2.5.2. The calibration transform consisted of anisotropic scale parameters, \((T_s)\) where \(S_x \neq S_y\) and \(S_x = S_z\) (inequality between in- and out-of-plane scales and equality in in-plane scales) (Fig.2.2), followed by the rotation and translation parameters in the form of a 4×4 matrix, \((T_{rt})\). Furthermore, fiducials are transferred to the world coordinate through the transformation \((T_{ps})\), read from the position sensor attached to the tip of the probe. Therefore, ultrasound fiducials should satisfy the following equations.

\[
[L_z]_x [^W T_{ps} T_{rt} T_s \text{ us} P_0 - ^W P_{6dof}]_3 = 0_{3\times 1} 
\]

(2.2)

\(^1\)The process of identifying the centroid of an estimated ellipse can be done automatically. In this section the automatic segmentation has been applied for detection of the centroid. However, details regarding the automatic segmentation and identification of the estimated ellipse based on the ultrasound reflection of the directed surgical tool will be detailed in the 3rd objective of this chapter.
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\[
[L_z]_x \begin{bmatrix} \begin{array}{c} W Tps T_{rt} T_s \end{array} \end{bmatrix}^w P_{90} - W P_{6dof} \end{bmatrix}^3 = 0_{3\times1} \tag{2.3}
\]

Since the simultaneously acquired fiducials from bi-plane ultrasound images correspond to the same orientation of the tool in tracking system, respective transformations in both Eq.2.2 and Eq.2.3 should be similar. The operator \([.]_x\) converts a vector to a skew symmetric matrix to represent cross products as matrix multiplications of vectors. The operator \([.]_3\) converts homogeneous to Euclidean coordinates by dropping the fourth element and \(0_{3\times1}\) demonstrates a null point.

Our method operates based on the optimization technique to compute the calibration. We employ the simplex method [66] to solve for the unknown parameters. The objective function for the minimizer is the angular difference between the direction vector secured from the tracking system and the estimated vector deduced through the calibration transform. The following equation describes this fact.

\[
\{T_{Cal}\} = \arg \min_{\{T_{Cal}\}} \frac{1}{2N_f} \sum_{i=1}^{N_f} \left| [L_z]_x \begin{bmatrix} \begin{array}{c} \begin{array}{c} W Tps T_{rt} T_s \end{array} \end{array} \end{bmatrix}^w P_{0} - W P_{6dof} \end{bmatrix}^3 \right|^2 \\
+ \left| [L_z]_x \begin{bmatrix} \begin{array}{c} \begin{array}{c} W Tps T_{rt} T_s \end{array} \end{array} \end{bmatrix}^w P_{90} - W P_{6dof} \end{bmatrix}^3 \right|^2, \tag{2.4}
\]

where \(T_{Cal} = T_{rt} T_s\) and \(N_f\) is the number of tool orientations. To solve for a unique solution at least three different orientations of the tool are required, in which two unique fiducials correspond to every oriented tool for a bi-plane acquisition.

2.1.2.1 Initialization for Calibration

Our iterative optimization requires good initialization to solve for an accurate calibration. Starting off with poor initialization may lead the solution to become trapped in local minima and affect the optimality of the end result. The characteristics of the directed surgical tool, having a pre-defined tip position in the tracking system, allows the initialization to be solved through point-to-point registration [39]. The known tip position of the directed tool in the tracking sys-
tem ($W^t_P^{\text{track}}$) and the pixel location ($u^s_P^{\text{tip}}$) found by scanning the tip (See Fig.2.5), establishes the following relationship:

$$W^t_P^{i_{\text{6dof}}} P_{\text{track}} = W^t_P^{i_{\text{ps}}} T_{i_{\text{is}}} T_{i_{\text{irt}}} u^s_P^{i_{\text{tip}}} \quad (2.5)$$

$$\text{FRE} = \sqrt{\frac{1}{N_f} \sum_{i} |W^t_P^{i_{\text{track}}} - W^t_P^{i_{\text{tip}}}|^2}, \quad (2.6)$$

where $T_{i_{\text{is}}}$ and $T_{i_{\text{irt}}}$ are transformations consisting of the initial scale, rotation, and translation parameters. Paired-point registration based on the FRE metric is used to obtain these parameters. At least three or more tip positions over the ultrasound plane (non collinear) are required to achieve a unique initial solution. Once the initialization is achieved it can be used in the optimization process, while the user scans along the length of the tool to complete the calibration.
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2.1.2.2 Experimental Setup in a Homogeneous Medium

A homogeneous medium in ultrasound calibration is one in which the speed-of-sound is uniform. This condition is often used to assess the performance of most proposed calibration methods in the literature. In order to test the efficiency of our bi-plane calibration, both the directed surgical tool and the tracked TEE probe were placed in a room temperature water to obtain the calibration. Such a regulated laboratory setup environment was chosen so as to check the quality, robustness, and stability of the calibration technique in itself.

To perform the calibration, a water-bath was placed on top of the Table-Top FG, and the TEE probe was clamped such that the probe’s tip was positioned in water (Fig.2.6). In order to manipulate the tip of the probe, the user could turn the external knob on the probe and acquire bi-plane images from different poses. Also, the directed surgical tool was freely moved by the user to perform the calibration. To compute the initialization transform, the user was required to scan the approximate tip location of the directed tool by the bi-plane ultrasound (at least three different acquisitions). Upon obtaining the initial parameters, the directed tool was
scanned along the length of the tool-shaft, while the tool in each acquisition was intersected with both planes of the bi-plane image. The scanning process is critical for the calibration, since achieving the unique pose of either the directed tool or the TEE probe in each acquisition is essential. Also, scanning the tool over the larger space (in- and out-of-plane range) in the ultrasound plane could lead to a more accurate calibration result.

The experimental procedure was repeated five times. Prior to each experiment, devices were readjusted and the tracking system was reset. In each experimental setup, 20 bi-plane ultrasound acquisitions were recorded and each of them corresponded to the unique tracking or ultrasound information. Thus in total, a dataset containing of 100 bi-plane ultrasound images was created. This enabled us to perform the Monte Carlo simulation experiment and assess the accuracy, reproducibility, and stability of the calibration procedure (Fig.2.7). A set of $k$ datasets were randomly sampled from the total of 100 acquisitions ($k \in [3 \cdots 20]$), from which two sets of calibrations were derived. One set solves for the rotation and translation parameters with having pre-computed corrected-scale (CS RT), and the other for the scale, rotation, and translation parameters altogether (in-situ RTS). Note that for each $k$, 500 unique calibrations were computed.

To determine the corrected-scale parameters for the ‘CS RT’ calibration experiment, a precisely manufactured ‘Parallel-Line’ phantom was used (similar to a ‘grid phantom’ [25] which is compatible with MTS). The phantom has two layers, each consisting of 10 parallel 0.1 mm
thick nylon monofilament threads spaced at known distances, wrapped around an accurately machined frame. The distance between the parallel lines in each layer is incremented by 1 mm along the width of the frame, and the two layers are separated by 10 mm. These characteristics of the phantom permits measurement of the correct-scale parameters by scanning the phantom and relating the pixel counts with the corresponding known distances. The scale measurement experiment was implemented in the same controlled medium where the actual calibration took place. In addition, all three scales of an ultrasound image \( (s_x, s_y, s_z) \) were individually measured. So with pre-computed scales, the ‘CS RT’ calibration experiment ended up solving for only six parameters (rotation and translation) using the optimizer. On the other hand, the ‘in-situ RTS’ calibration experiment solves for all scales, rotation and translation parameters together. These two experiments allow us to assess the performance and stability of our calibration method, where the optimizer solves for more parameters, in the ‘in-situ RTS’ compared to the ‘CS RT’ approach.

2.1.3 Validation Techniques for Ultrasound Calibration

Assessment of the quality of individual calibration parameters is necessary for every proposed technique. For our calibration approach, proper evaluation of the scaling, as well as the rotation and translation parameters is requisite, which leads to determining the goodness of recovered parameters. Therefore, different validation metrics such as volume reconstruction, point reconstruction, and distance measurement were performed for this purpose.

2.1.3.1 Volume Reconstruction with Sphere

A precisely manufactured object with known volume is necessary for volume reconstruction (VR) measurement. In this regard, a table tennis ball with a known diameter of 39 mm was chosen to be scanned by the calibrated probe. The ball has strong ultrasound reflection about its surface boundary permitting accurate segmentation from the ultrasound image. In our experimental setup, the ball was positioned stationary within the calibration medium by using a
steady clamp. In the next step, the calibrated TEE probe was freely moved over the surface of the ball to obtain the bi-plane ultrasound images from different directions. Each bi-plane image consisted of the entire surface boundary of the ball in both planes of the bi-plane ultrasound\(^2\). Meanwhile, in each acquisition, the tracking information regarding the pose of the probe was recorded.

Once the data collection process was completed, the ultrasound reflection of the ball was manually segmented by the user. Ten points form each plane of the bi-plane ultrasound were identified, resulting in 20 fiducials (segmented points) for each acquisition. Subsequently, the calibration transform was applied to each of the points to reconstruct the ball in the tracking system. The centroid and radius of the estimated ball in the tracking system coordinates were achieved through the least square approach. The computed radius enables us to measure the volume of the estimated ball and compare it against the ‘true’ volume. Therefore, in this type of validation experiment, the overall goodness of scale parameters (combination of in- and out-of-plane) are being evaluated independently from the rotation and translation parameters.

At the same time, we could investigate the quality of the calibration parameters if we knew the ‘true’ center of the ball in the tracking system. In order to achieve this, a tracked pointer with a rigid straight metal tip (Aurora 6-DOF Probe, Northern Digital Inc., Waterloo, Canada) was used to digitize the entire surface of the ball. The digitized points demonstrated the surface of the stationary ball in the tracking system, and the actual centroid of the ball was obtained through the least square algorithm. Finally, the Euclidean distance between the centroid of the tracked ball and the estimated ball reflected the TRE measurement. Fig.2.8 illustrates the VR experiment. To qualitatively validate our calibration result, a surface representation of the tracked ball was created in the virtual environment. Then, a calibrated bi-plane acquisition was transferred to the common tracking coordinate system so as to demonstrate visual alignment between the ultrasound reflection of the ball and its virtually tracked surface position.

\(^2\)Table tennis ball was filled with water to enable the appearance of the entire surface boundary of the ball in ultrasound images.
Figure 2.8: Schematic diagram of volume reconstruction accuracy. (a) Experimental setup: the TEE probe and table tennis ball placed in a controlled temperature medium (water) and located on top of the Table-Top FG. The position of the ball was fixed in space. (b) The calibrated tracked probe scanning the ball from different directions. (c) Ultrasound reflections of the ball were manually segmented. (d) Segmented surface of the ball achieved through ultrasound reflections were transferred to the sensor coordinate via computed ultrasound calibration. (e) A tracked stylus was used to digitize the surface of the stationary ball within the world coordinate so that the position of the center of the ball was known in physical space. (f) 400 digitized points collected on the entire surface of the ball in world coordinate system.
2.1.3.2 Measurement of Trueness and Precision

Point reconstruction (PR) measurement is an approach where a known point, in physical space, is scanned by the calibrated probe to determine the trueness and precision of the calibration method. In our validation experiment the tip of a tracked pointer was used as the ground truth (target). The pointer was firmly clamped such that its absolute tip position was fixed in water and within the acceptable field of the tracking system. To perform the precision analysis, the TEE probe was freely moved over the pointer’s tip to acquire the bi-plane images from various directions and in different depths of the ultrasound fan. One challenge with scanning the sharp tip is the proper localization of the tip to minimize the TLE in the presence of the beam profile. Nevertheless, since we use the bi-plane ultrasound, simultaneous reflection of the tip in both planes of the bi-plane ultrasound facilitates the proper localization during the scanning process.

A dataset consisted of 65 bi-plane ultrasounds of the pointer’s tip, and their tracking information was acquired. In each acquisition, the brightest pixel from ultrasound reflection of the tip was manually segmented (in either of the two planes of the bi-plane ultrasound). The segmented pixels were transferred to the tracking coordinate, passed via calibration transform. This procedure was repeated for all calibrations achieved in Monte Carlo experiment, 500 unique calibrations for every \( k (k \in [3 \cdots 20]) \) number of images used for calibration. Since the position of the pointer’s tip is fixed in space, in an ideal scenario transferred fiducials based on different calibrations and different depths in ultrasound space should all meet at one particular point within the physical space. The precision of the measurements was calculated as follows:

\[
SP_{\text{precision}} = \sqrt{\frac{1}{MN} \sum_{i=1}^{N} \sum_{j=1}^{M} |T_{Cal\; j} P^{i}_{us} - \overline{w}_{j} P^{i}_{us}|^2},
\]

where \( N \) is the number of images for the pointer’s tip, and \( M \) is the number of unique calibrations (i.e. repeated for every \( k \)). The \( \overline{w}_{j} P^{i}_{us} \) is the arithmetic mean of the \( (1P^{i}_{us}, 2P^{i}_{us}, \cdots, MP^{i}_{us}) \) points in the tracking coordinate system. Then, to measure the trueness, we should know where the ‘true’ position of the pointer’s tip is in space. The tracked tip of the pointer can serve as the
ground truth for this purpose. So the measured distance between the transferred pixel position and the tracked position of the tip in tracking coordinate system is referred to as the trueness or bias of the calibration.

\[
\mu_{\text{trueness}} = \frac{1}{MN} \sum_{i=1}^{N} \sum_{j=1}^{M} | \overline{W_{T_{ps} T_{Cal} j} P_{us} i} - \overline{W_{T_{tip} i}} |, \quad (2.8)
\]

where \( \overline{W_{T_{tip} i}} \) is the mean of the tracking information corresponding to the stationary tip location, and the precision is given by the standard deviation. Fig.2.9 illustrates the experimental setup for this section.

### 2.1.3.3 Integration of In-situ Ultrasound Calibration into OR Workflow

Since the proposed method is intended to be used during surgery, it is important to determine at what stage of the AR guided workflow the calibration needs to be performed. The workflow requires, firstly, the calibration of the tracked surgical tool and the TEE probe prior to surgery. We may use our bi-plane method to calibrate the TEE probe in a laboratory setup. For the next step, the echocardiographer inserts the TEE probe and places it at mid-esophagus, such that the diseased MV and LV are visible in bi-plane mode. Then, the surgeon identifies a few points along the pertinent anatomy to represent the areas of interest within AR environment. Following that, the surgeon obtains an optimal orientation and entry point with the help of trajectory projection of the surgical tool. Once the apical access is achieved and 3-4 cm of the tool tip is advanced into the LV, the calibration can be assessed qualitatively. In the case of a mismatch between the virtual tool and its ultrasound reflection, then re-calibrating the probe at the target site is necessary.

At this stage, the echocardiographer needs to alter the TEE position to a transgasteric view so that the ultrasound reflection of the tool appears as a partial arc. This step is required because for our calibration, we need to identify the centroid of the estimated ellipse from the partial arc to solve for the unknown parameters. At this configuration, the movement range for either
Figure 2.9: Point reconstruction accuracy using the tip of pointer. (a) Experimental setup for quantitative validation of the accuracy; stylus being fixed in space in which along the TEE probe it was placed in a regulated temperature medium. (b) Scanning the tip of the stylus using two simultaneous ultrasound reflections. Appearing as a point on one plane and a cross-section of the stylus’s body across the length on the other plane. Ultrasound scanning repeated from different directions and depths within an ultrasound image. (c) Another possibility for efficient localization of the stylus, using bi-plane ultrasound. (d) During scanning process, the position of the stylus remained stationary and the tip was tracked all the time within world coordinate system.
of the tool or the probe is limited, although the echocardiographer could manipulate the tip of the probe, and the surgeon could move the tool slightly inside the LV to achieve different acquisitions. Once we get 10 to 20 bi-plane images, the software computes the calibration and visualizes the calibrated probe with the tracked virtual tool in a common coordinate to check the quality of calibration. Finally the calibration transform is updated and the surgeon can resume the AR guided procedure.

2.1.3.4 Simulated Surgical Scene

The feasibility of our proposed approach was tested in a simulated surgical scene. A silicon-made LV phantom was located in a water medium with an unknown speed-of-sound. The pre-calibrated TEE probe (calibrated in a homogeneous medium) was positioned below the LV phantom, imitating the TEE transgasteric view. The whole scene, relative angle and arrangement of the LV phantom with respect to the TEE probe, resembled the actual surgical scenario (refer to Fig.2.10). Also, transapical access was simulated by introducing the surgical tool through the base of the LV phantom.

Furthermore, to quantitatively validate the calibration in such a non-homogeneous environment, the tip of the tracked pointer was positioned stationary inside the LV phantom. Then, the calibrated TEE probe scanned the LV phantom with the pointer’s tip inside, from transgasteric views at different orientations and directions. The tip of the pointer was manually segmented so as to transfer to the same coordinate system where the tracked tip position was recorded. The Euclidean distance between the tracked and transferred tip positions represented the TRE of the updated calibration transform within the non-homogeneous environment.

The estimated scaling parameters in updated calibration were evaluated through scanning a stationary table tennis ball inside the LV phantom. The TEE probe with the updated calibration scanned the LV phantom with the ball inside, from different directions and orientations. The ultrasound reflection of the ball boundary was manually segmented; 10 segmented points from each plane of the bi-plane ultrasound image were obtained. Then, fiducials were transferred
Figure 2.10: In-situ ultrasound calibration in a simulated surgical environment. (a) Schematic diagram demonstrating the transgastric bi-plane imaging of the LV during MV repair procedure. (b) Simulated scene in a laboratory setup using the TEE ultrasound probe, left ventricle phantom, and NeoChord DS1000. (c) Ultrasound reflection of the tool and left ventricle phantom during calibration process.

to the world coordinate system and passed through the least square algorithm [72] to solve for centroid and radius of the sphere. The estimated radius enables us to measure the volume of the ball and compare it against the ‘true’ volume to assess overall performance of the recovered scale parameters.

2.1.4 Results

The calibration results were based on the limited range of movement (Table 2.1) for the surgical tool and the TEE probe while obtaining calibrations. The overall rotation of the tool/probe was within ±16° and, the translations were ±19, ±36, ±22 mm in x, y and z directions, respectively.

The individual estimated calibration parameters for both of the ‘CS RT’ and ‘in-situ RTS’ experiments were plotted against the number of bi-plane acquisitions used in the calibration procedure (Fig. 2.11). The rotation matrix was decomposed into X, Y and Z Euler angles using the ‘ZYX’ combination. The range between the solid lines in Fig. 2.11 represents the standard
Table 2.1: Range of movement associated with the TEE probe and the surgical tool while performing the ultrasound calibration. (N) Refers to the number of bi-plane acquisitions.

<table>
<thead>
<tr>
<th></th>
<th>Minimum</th>
<th>25% Percentile</th>
<th>75% Percentile</th>
<th>Maximum</th>
<th>N</th>
</tr>
</thead>
<tbody>
<tr>
<td>Rotation (deg.)</td>
<td>-16.59</td>
<td>-2.39</td>
<td>7.18</td>
<td>21</td>
<td>100</td>
</tr>
<tr>
<td>Translation X (mm)</td>
<td>-21.40</td>
<td>-7.97</td>
<td>6.92</td>
<td>25.68</td>
<td>100</td>
</tr>
<tr>
<td>Translation Y (mm)</td>
<td>-35.90</td>
<td>-19.11</td>
<td>15.67</td>
<td>43.22</td>
<td>100</td>
</tr>
<tr>
<td>Translation Z (mm)</td>
<td>-30.03</td>
<td>-7.09</td>
<td>11.67</td>
<td>22.42</td>
<td>100</td>
</tr>
</tbody>
</table>

deviation for the estimated parameters, where the corresponding data came from 500 unique calibrations at each specific number of acquisitions used for calibration. The plots suggests that in both methods, as the number of bi-plane images increases, the standard deviation decreases, and this fact conveys the higher stability of the calibration at higher acquisitions. In ‘CS RT’ experiment, lower variability of estimated parameters was seen at three to six acquisitions in comparison to ‘in-situ RTS’ calibration. Nevertheless, at higher acquisitions both methods tend to perform in similar fashion.

To measure the scaling parameters, we first used the on-screen caliper provided by the manufacturer (refer to Fig.2.12a). The scales computed from this approach were based on 1540 m.s\(^{-1}\) speed-of-sound for the target medium; the temperature is assumed by the manufacturer. Alternatively, we used the parallel-line phantom to determine the correct scales of the local speed-of-sound of the medium. Specifically, Fig.2.12(b,c) demonstrates the process of computing the correct scale parameters, served as the ground truth in ‘CS RT’ approach. The corrected-scales were reduced by 3.49% in the in-plane and 3.48% in the out-of-plane directions relative to the on-screen caliper measurement. In ‘in-situ RTS’, since scaling factors are estimated along with the rotation and translation parameters, goodness of recovered anisotropic scales were compared against the corrected scales (Fig.2.13). The scale accuracy in the in-plane direction (X or Z) was 0.09±0.57% error, and 0.46±0.42% error in the out-of-plane direction (Y), where tends to underestimate in both cases. The scale accuracy improved as the number of image acquisitions increased in computation of calibration, resulting in greater precision in out-of-plane direction than in-plane.
Figure 2.11: Demonstrates six calibration parameters (rotation, translation) solved through the minimization technique. The specified border lines represent the variability of the estimated parameters which have been computed for 500 unique calibrations at every image acquisition count. The blue boundary (CS RT) corresponds to the corrected-scaling calibration approach which solves for the rotation and translation parameters. In contrast, red boundary (in-situ RTS) solves for the rotation, translation, and scaling parameters all together (eight in total).
2.1. Directed Surgical Tool

Figure 2.12: (a) On-Screen caliber provided by the manufacturer. The distance between the two brightened pixels on an ultrasound image is given as 10 mm. A crossed line over the two pixels enables us to measure the scales in axial and lateral directions, independently. Note that in-plane, lateral and elevation, directions have equal scales but are significantly different than out-of-plane, axial direction. (b) Precisely manufactured parallel line phantom, used to measure the correct-scale parameters. The simultaneous reflection of the wire threads appear as a point in one plane and a line in the other. Based on the known distance of wires in physical space and their pixels’ difference through ultrasound reflections, the scale parameters were computed. (c) The scale measurements were reported as percentage per pixel. The phantom were scanned N times, and the scale parameters were computed.
Figure 2.13: (a) and (b) demonstrates the scale difference between the estimated scales through ‘in-situ RTS’ and corrected-scale by parallel line phantom (ground truth) as percentage error. At every number of acquisitions, 500 scaling differences were computed. The box-plot represents the distribution of errors.

The overall accuracy of recovered scales was evaluated through the volume reconstruction accuracy. The volume difference error of the estimated table tennis ball was $0.36 \pm 0.67\%$ where similar to the previous scaling test, ‘in-situ RTS’ tends to underestimate the true volume (Fig.2.14). Also, the TRE achieved based on the centroid of the table tennis ball was $0.75 \pm 0.43$ mm.

The overall accuracy of the system was assessed through PR validation experiment (Fig.2.15). The plot in Fig.2.15a suggests significant improvement in terms of calibration accuracy with increase of image acquisition in calibration process. In addition, Fig.2.15b shows that ‘in-situ RTS’ method tends to perform as good as ‘CS RT’ after using 18 fiducials (9 bi-plane images) in calibration process, even with more parameters to solve for. The distribution of TRE for individual targets is shown in Fig.2.15(d, e), where the highest accuracy occurred at the middle of the fan and decreased slightly over the bottom and the top. The trueness of our method is as good as $0.88$ mm and the precision, $0.32$ mm (Fig.2.15f, g). Also, the lowest trueness and precision, $1.01$ mm and $0.36$ mm, corresponded to the bottom of the ultrasound fan.
Figure 2.14: (a) Volume reconstruction error in (%) between the measured and tracked ball. Box-plot demonstrates the distribution of volume differences, for the calibrations with specific number of acquisitions. (b) Target registration error was based on centroid of the measured and the tracked ball. (c) Qualitative validation; visualizing the tracked ball in which calibrated TEE ultrasound probe overlapped with the ball in a common coordinate system. The virtual model of the tracked ball and its ultrasound reflection convey the quality of the calibration.
Figure 2.15: (a) Mean TRE of calibrations derived based on different numbers of bi-plane acquisitions. Measurements are based on 65 targets across the bi-plane ultrasound plane. Solid red line indicates the mean and borders, standard deviation, which are obtained from ‘in-situ RTS’ approach. Blue line and its border corresponds to the ‘CS RT’ approach. (b) Side by side comparison of fiducials’ (#) effect on ‘in-situ RTS’ and ‘CS RT’ methods. Tukey multiple comparison test with 95% confidence interval has been applied to test the significance of difference. (c) Schematic demo of the In- and Out-of-Plane directions. (d, e) Demonstrates the TRE of the individual targets across the depth and In-Plane directions. The quadratic line fitted into the measured data. (f) The trueness of the calibration; separated into three sections across the depth of the ultrasound image. (g) The precision of the calibration; separated into three sections across the depth of the ultrasound image. * P<0.05, ** P<0.01, **** P<0.0001
2.1. Directed Surgical Tool

Furthermore, our proposed method was evaluated by PR and VR accuracy in a simulated surgical environment with the TRE of $0.9 \pm 0.29$ mm and VR error of $-0.29 \pm 0.45\%$ (Fig. 2.16). The required time to perform the in-situ calibration was about 60-90 seconds. Note that most of the time was spent for manipulating the tool/probe during calibration in addition to the manually defining ROI on each image, in order to perform the automatic segmentation. In general, the time needed for the calibration process is proportional to the number of images used for computation.
2.1.5 Discussion

In this section of the thesis, for the first time, we presented the in-situ ultrasound calibration paradigm. Our approach uses the tracked surgical tool as a calibration phantom during MV repair surgery, the tool being inserted into the LV and scanned by the tracked TEE probe from transgastric view. Other calibration methods in the literature, despite having accurate results, are often required to be performed in a laboratory setup [42, 36, 64]. And usually such a medium has a different speed-of-sound and non-ideal conditions compared to the actual target site of surgery, leading to significant inaccuracy in calibration. For instance, the intended target site for MV repair is primarily composed of a blood pool and myocardium, which produces potentially higher speed-of-sound than 1540 m.s$^{-1}$. In addition, body condition and healthiness of the surrounding tissues could influence the alteration of the speed-of-sound between patients. All of these complications could affect the accuracy of the tracked ultrasound-based systems, and therefore our calibration method is the online solution to resolve these issues.

Our project was also first to obtain the calibration based on the bi-plane ultrasound imaging. Two simultaneous fiducials from each bi-plane image, with double number of constraints per acquisition, enables us to solve for the unknown parameters. Also, since both planes in a bi-plane ultrasound are orthogonal to each other and cover a larger space during acquisition, fewer DOF are required to solve for the calibration transform. Thus, our calibration could be solved with a lower number of acquisitions as well as fewer DOF compared to the previous 2D calibration procedures\textsuperscript{3}. This is important when we are aiming to perform the calibration in-situ during surgery, where the surgeon and echocardiographer have limited room for moving the tools. In addition, the time required to obtain the calibration during the surgery must be as short as possible to have the least impact on the actual surgical workflow.

The side by side comparison of ‘in-situ RTS’ and ‘CS RT’ methods demonstrates that increasing the parameters to solve did not affect their proper estimation at higher acquisition. In

\textsuperscript{3}In the next section we have thoroughly compared the performance of the bi-plane against the single-plane imaging for our directed surgical tool calibration method.
Table 2.2: Summary of the effect of increased parameters on TRE corresponding to the number of fiducials used in the calibration.

<table>
<thead>
<tr>
<th>Number of Fiducials</th>
<th>inSitu RTS (8 Par.)</th>
<th>CS RT (6 Par.)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Mean TRE</td>
<td>Std. Dev.</td>
</tr>
<tr>
<td>6</td>
<td>4.85</td>
<td>3.32</td>
</tr>
<tr>
<td>12</td>
<td>2.34</td>
<td>1.27</td>
</tr>
<tr>
<td>18</td>
<td>1.63</td>
<td>0.77</td>
</tr>
</tbody>
</table>

In fact, there was no significant difference in estimation of parameters between the two methods at higher acquisition. The system tends to be more stable in terms of rotation and translation parameters after employing 18 fiducials (9 bi-plane images, see Table 2.2). This was clearly evident in the ‘in-situ RTS’ experiment solving 8 parameters rather than 6; significant instability was observed at lower acquisition (steep slope for n<9) than higher image acquisition (moderate slope for n>9), referring to Fig.2.11.

The scales achieved based on the parallel-line phantom were reduced in magnitude compared to the scales obtained from the on-screen caliper. This agrees with the fact that the ultrasound manufacturer assumes the speed-of-sound to be 1540 m.s\(^{-1}\) where water has a speed-of-sound of 1480 m.s\(^{-1}\), which mean a reduction of 3.8%. Also, characterization of parallel-line phantom enabled us to repeat the measurements over different depths and through a series of uniquely known and measured distances. Thus, the localization error became negligible, and it suggested high-quality of ultrasound image in localizing the nylon threads. Therefore, it confirmed the true scales used as ground truth.

The estimated scales from ‘in-situ RTS’ method shows successful compensation for the correct speed-of-sound of a medium by comparing them with the ground truth scales. Specifically, estimated scales in out-of-plane direction were significantly more stable than the in-plane direction. This could be due to the greater uncertainties present in the in-plane than the out-of-plane direction while segmenting the centroid of the tool in an ultrasound image. From Fig.2.13, it can be deduced that our algorithm requires more images to get greater precision in the in-plane scale compared to the out-of-plane. Although, at higher acquisitions mean trueness
Table 2.3: Summary of scale parameters accuracy in the *in-situ* ultrasound calibration.

<table>
<thead>
<tr>
<th>Scale Parameter</th>
<th>Mean</th>
<th>Std. Dev.</th>
<th>N</th>
<th>Repetition</th>
</tr>
</thead>
<tbody>
<tr>
<td>In-Plane Error (%)</td>
<td>-0.09</td>
<td>0.57</td>
<td>20</td>
<td>500</td>
</tr>
<tr>
<td>Out-of-Plane Error (%)</td>
<td>-0.46</td>
<td>0.42</td>
<td>20</td>
<td>500</td>
</tr>
<tr>
<td>Volume Reconstruction Error (%)</td>
<td>-0.36</td>
<td>0.67</td>
<td>20</td>
<td>500</td>
</tr>
</tbody>
</table>

of the in-plane scale outperformed the out-of-plane scale.

In the VR experiment the measured volume has been under-estimated in comparison to the ‘true’ volume by 0.36%. This was expected because our algorithm tends to under-estimate the individual scaling parameters as well (Table 2.3). Furthermore, the VR and PR experiments in the LV phantom confirm the accuracy of our method in a simulated surgical environment.
2.2 Single-Plane vs Bi-Plane Imaging in US Calibration

The accuracy of the directed tool calibration was compared between using the bi-plane and single-plane ultrasound imaging. The goal was to demonstrate the effect of double fiducials per acquisition in bi-plane imaging compared to the single fiducial per acquisition in single-plane ultrasound imaging.

2.2.1 Methods

The pre-calibrated surgical tool and the tracked TEE probe were placed in a homogeneous medium. The TEE imaging was set to the bi-plane mode and at the imaging depth of 12 cm throughout the calibration process. Both the tool and the probe were free to move such that the tool could be scanned from different directions and orientations. Each ultrasound acquisition was carefully done so that the ultrasound reflection of the tool appeared on both planes of the bi-plane ultrasound simultaneously. A dataset of 80 bi-plane images was acquired for this study. From the main dataset different subsets were sampled ($m \in [3 \cdots 40]$) such that 300 datasets, each containing $m$ samples, were randomly chosen. For each set of $m$ images, two sets of calibrations were derived: One, using the two fiducials corresponding the tool from the bi-plane ultrasound and the other, single fiducial from just one plane of the bi-plane image. To make a fair comparison between the two methods, the calibration accuracy was compared as a function of the number of fiducials being used in calibration process. The calibration quality was evaluated based on the PR and VR accuracy experiments, detailed in Sec.2.1.3.1 and Sec.2.1.3.2.

2.2.2 Results

Fig.2.17 demonstrates the accuracy of the calibration as a function of the number of fiducials. Based on 20 ultrasound acquisitions, the calibration accuracy through single-plane imaging was $2.77 \pm 1.03$ mm (20 fiducials being used) and the accuracy through bi-plane imaging was
Figure 2.17: TRE as a function of the number of fiducials used in the calibration process. The red corresponds to the bi-plane and the blue to the single-plane based calibration.

0.96±0.32 mm (40 fiducials being used). Also, at 40 single-plane acquisitions (40 fiducials) the TRE of the system became 1.69±0.56 mm.

The Fig.2.18 demonstrates the VR results of the bi-plane and single-plane imaging in calibration. The plot suggests that, the increase of fiducials in calibration has great effect on the recovered volume and stability of the system. The VR error based on the bi-plane imaging in calibration was -0.58±0.72%, and based on the single-plane imaging it was -8.5±1.6%.

2.2.3 Discussion

The purpose of this validation experiment was to investigate how well the bi-plane ultrasound imaging works in comparison to the single-plane imaging for the ultrasound calibration. It is important to know which one of the TEE imaging modes is advantageous in similar conditions during the surgery. The results of this study suggested that, bi-plane imaging performed significantly better than single-plane ultrasound in terms of estimating the parameters. Also, bi-plane ultrasound provides double the number of constraints per same number of acquisitions. This helps the optimizer to have more information to solve for the unknown parameters. In addition, we could have a greater distribution of fiducials over the ultrasound coordinate system through
2.2. **Single-Plane vs Bi-Plane Imaging in US Calibration**

Figure 2.18: The volume reconstruction accuracy as a function of the number of fiducial used in the bi- and single-plane calibrations.

In our results, we noticed that in single-plane ultrasound based calibrations most of the rotational error/misalignment occurred in the direction of the missing ultrasound plane; whereas on the same data, when we used the bi-plane ultrasound, the rotations on the corresponding direction were significantly improved. We can infer from the results that within limited range of movement in single-plane imaging, the distribution of the information was not sufficient for the optimizer to estimate the rotation parameter in the direction of the missing plane (ZY plane). This issue was significantly enhanced by the bi-plane ultrasound due to extra information acquired from the ZY plane. Similar results were seen for estimation of the scale parameters. In the in-plane direction, the information from the single-plane ultrasound was not sufficient to properly estimate the in-plane scale, and hence always under-estimated it. On the other hand, when bi-plane ultrasound was used, the estimation of the in-plane scale was significantly improved. As well, there was slight improvement in the out-of-plane scale as well.
2.3 Automatic vs Manual Segmentation - User Study

An automatic segmentation algorithm was developed to replace the laborious error prone manual process. The algorithm detects the ultrasound reflection of the tool and estimates an ellipse based on the segmented pixels. Then, the centroid of the estimated ellipse served as a source of information to compute the calibration. The ellipse estimation process was essential in this scenario because the ultrasound reflection of the tool appears as a partial arc, and not a complete ellipse due to the material properties of the tool.

To understand whether our automatic approach outperforms the manual one in terms of the end accuracy result in calibration, a pilot user study was conducted. Also, we were interested to know how consistent the accuracy of calibration is between different user’s manual segmentation, in contrast to the automatic approach. Therefore, different users were asked to perform the manual segmentation, and the calibration result was compared against the calibration derived based on the automatic segmentation.

2.3.1 Methods

2.3.1.1 Automatic Segmentation in Ultrasound Calibration

Accurate segmentation of the tool in an ultrasound image is essential for our calibration procedure. The tool shaft is of cylindrical shape and made of the plastic material which appears as a partial arc in ultrasound image (Fig.2.19). The automatic segmentation system at first requires the definition of a region of interest (ROI) on the ultrasound image. The specified ROI is where our segmentation algorithm runs. The algorithm consists of three main steps; pre-processing, estimating the ellipse, and identifying the centroid.

In the pre-processing stage, a median filter followed by a canny edge-detection are applied to obtain a single-pixel-wide edge image. Then, the edge pixels \((x_i, y_i)\) are stored in the vector \(P = [p_1, p_2, \cdots, p_N]\), where \(N\) is the total number of the edge pixels. These pixels correspond to the boundary of the tool’s ultrasound reflection, composed of a cloud of pixels representing
2.3. **Automatic vs Manual Segmentation - User Study**

Figure 2.19: Ultrasound reflection of the NeoChord tool. The appearance of the tool while it is oriented at different angles. The second row illustrates the reflection of the tool while it is present inside the left ventricle phantom.

Figure 2.20: Pre-processing steps for automatic segmentation of the surgical tool’s ultrasound reflection. (a) Ideal situation, where both inner and outer boundaries are being detected by the edge-detection process. (b) The single-pixel edge detection of the tool’s ultrasound reflection. (c & d) The process of upper arc pixels selection and (e & f) are reduction of the extra pixels.
the proximal surface of the tool (Fig. 2.20). We further reduce the pixels in the vector, \( P \), by rejecting the lower arc pixels and keeping the upper arc. From the remaining pixels, if two or more pixels are being repeated in a row, only the first and last pixels are selected as the most likelihood edge pixels.

The next step is to estimate an ellipse based on the pixels being present in vector \( P \). We seek the randomized Hough transform (RHT) [55] method to do this task. In this iterative approach, five random pixels are being picked in each iteration to solve for the five unknown parameters: major and minor axes, centroid of the ellipse coordinates, and angle of the ellipse \((r_{\text{min}}, r_{\text{max}}, x_c, y_c, \theta)\). Then, sampled pixels are mapped to the parameters space by solving a set of equations. If a ‘valid’ ellipse is estimated, the count for the estimated parameters are increased by one and stored in a discrete storage, known as an accumulator. This process is repeated until the stopping criteria is met (predetermined number of samples). A count peak in the accumulators corresponds to a most probable ellipse based on the segmented pixels. We used five one dimensional accumulators, each of which stored the counts for one parameter, instead of a five dimensional accumulator to save storage space and to simplify the computation [50]. The following algebraic equations were used to parametrically model an ellipse [18]:

\[
A x^2 + 2Hxy + B y^2 + 2Gx + 2Fy + C = 0
\]  
(2.9)

Then, by solving the involved parameters and dividing by the constant \( C \), the equation can be re-written as:

\[
ax^2 + 2hxy + by^2 + 2gx + 2fy + 1 = 0
\]  
(2.10)

Where the ellipse parameters are solved through the following equations:

\[
x_c = \frac{hf - bg}{C}
\]  
(2.11)

\[
y_c = \frac{gh - af}{C}
\]  
(2.12)

\[
r_{\text{max}} = \sqrt{\frac{-2\Delta}{C(a + b - R)}}
\]  
(2.13)

\[
r_{\text{min}} = \sqrt{\frac{-2\Delta}{C(a + b + R)}}
\]  
(2.14)
\[ \theta = \frac{1}{2} \arctan \left( \frac{2h}{a-b} \right), \]  

(2.15)

where \[ \Delta = \det \begin{vmatrix} a & h & g \\ h & b & f \\ g & f & 1 \end{vmatrix}, \]  

(2.16)

\[ R^2 = (a - b)^2 + 4h^2 \] and \[ C = ab - h^2 \] for the above equations. Therefore as of the last step in the segmentation process, the centroid of the estimated ellipse serves as a fiducial to be used in our calibration procedure. The segmentation is repeated for the unique intersection of the tool with the ultrasound plane and runs on both planes of the bi-plane ultrasound.

### 2.3.1.2 User Study

To evaluate the segmentation on the calibration result, our automatic algorithm was compared against 12 different users involved in the manual process. A dataset comprising of 23 bi-plane ultrasound images of the surgical tool being inside the LV phantom, was used for this purpose. The automatic algorithm was applied to all of the images and the segmented centroids were used to derive the calibration transform. Then, a Monte Carlo experiment based on the auto segmented points was performed, where a set of \( k \) dataset (\( k \in [3 \cdots 20] \)) was randomly sampled from the main dataset, repeated for 500 unique samples.

Alternatively, different users were asked to perform the manual segmentation on the same dataset. Users were required to visually interpret an ellipse from the ultrasound reflection of the tool so as to identify the corresponding centroid. Then, for each user, a Monte Carlo calibration experiment was obtained. Finally, PR accuracy experiment was performed to assess the goodness of the calibration results. Same set of targets were used for all the calibrations achieved.

### 2.3.2 Results

The TRE as a function of image acquisition is plotted in the Fig.2.21 for calibrations with different segmentation approaches. According to the results, the trueness and precision greatly
Figure 2.21: (a) TRE as a function of bi-plane acquisitions for all the users and the automatic segmentation. (b) Representing the TRE for the users and the automatic segmentation in which calibrations were computed based on 20 image acquisitions.

Table 2.4: The accuracy of the calibrations through the most/least manual and automatic segmentations. (N) is the number of images which utilized in calibration process.

<table>
<thead>
<tr>
<th></th>
<th>Trueness (mm)</th>
<th>Precision (mm)</th>
<th>N</th>
<th>Repetition</th>
</tr>
</thead>
<tbody>
<tr>
<td>Best Manual Seg.</td>
<td>0.86</td>
<td>0.24</td>
<td>20</td>
<td>500</td>
</tr>
<tr>
<td>Worst Manual Seg.</td>
<td>2.08</td>
<td>0.47</td>
<td>20</td>
<td>500</td>
</tr>
<tr>
<td>Automatic Seg.</td>
<td>0.80</td>
<td>0.36</td>
<td>20</td>
<td>500</td>
</tr>
</tbody>
</table>

varies among users. Between all 12 users, the best two achieved calibrations of a sub-millimeter accuracy and one achieved the least accurate result of more than 2 mm (refer to Table 2.4). In contrast, the calibrations derived based on the automatic segmentation were obtained with sub-millimeter accuracy in every attempt.

Fig. 2.22(a, b) shows the fiducial localization of the individual users on the same dataset. Fig. 2.22a corresponds to the distribution of fiducials (all users) segmented from XY-plane of the bi-plane ultrasound. Similarly, Fig. 2.22b demonstrates the distribution in ZY-plane. In both the above-mentioned plots, fiducials are in a pixel coordinate, and all fiducials were normalized about the center of the point spread. Specifically, Fig. 2.22(c, d) demonstrates the variability of fiducial localization between users in each direction in physical space. In XY-plane, there is greater instability of fiducial localization in the out-of-plane direction (Y) than in the in-plane
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Figure 2.22: The variability of fiducial localization among users and the effect of it on the calibration accuracy. The localization effect was compared between manual and automatic segmentations.
Table 2.5: Summary of the decomposed target error for manual and automatic segmentations in ultrasound calibrations. All measurements are given in millimeter.

<table>
<thead>
<tr>
<th>Seg. Types</th>
<th>X</th>
<th></th>
<th>Y</th>
<th></th>
<th>Z</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Mean Err.</td>
<td>SD</td>
<td>Mean Err.</td>
<td>SD</td>
<td>Mean Err.</td>
<td>SD</td>
</tr>
<tr>
<td>Users</td>
<td>-0.38</td>
<td>1.0</td>
<td>-0.48</td>
<td>1.44</td>
<td>-0.4</td>
<td>0.78</td>
</tr>
<tr>
<td>Auto</td>
<td>-0.20</td>
<td>0.44</td>
<td>-0.08</td>
<td>0.76</td>
<td>-0.23</td>
<td>0.76</td>
</tr>
</tbody>
</table>

(X), ±1.36 mm and ±1.17 mm, respectively. Similar result is noted in ZY-plane, ±1.88 mm (Y) and ±1.62 mm (Z). In Fig.2.22e, the TREs of all calibrations achieved through manual segmentations were combined and decomposed into x, y, and z directions. The plot shows the distribution of errors in each particular direction among all users. Also, the TREs obtained based on the automatic segmentation were decomposed into x, y, and z directions and included in Fig.2.22e. There is significantly less variability of calibration error, in each direction, based on the automatic segmentation compared to the manual ones. In Fig.2.22f, the instability of the calibration accuracy by manual segmentation of different users was shown against the calibration accuracy from automatic segmentation.

2.3.3 Discussion

In this study we have focused on the variability of the calibration accuracy based on manual verses automatic segmentation of the NeoChord tool on the bi-plane ultrasound images. Specifically, we investigated the consistency, repeatability, and robustness of the calibration results as a function of fiducial localization. In our study; we have noted that the users tend to have a lot more discrepancy in the out-of-plane direction among themselves, likely due to the psychology of visual perception differences among users. In ultrasound reflection of the tool, the two tails of the partial arc often occur in the in-plane direction. Therefore, the user has two sources of information to estimate the centroid in the in-plane direction. Alternatively, the ultrasound reflection just represents the superior portion of the ellipse, and the lower part is missing. Therefore, users could have had difficulty estimating the centroid along the out-of-
plane direction with only a single source of information being available. This leads to greater uncertainty along the Y direction than X or Z.

The Mean±SD of the decomposed target errors associated with the user’s segmentations that were compared against automatic segmentation, shows inconsistency in calibration accuracy for manual process (Table 2.5). Although, few users could perform as well as the automatic segmentation, this was not the case for everyone. Also, manual segmentation could become even less precise in the OR, during surgery, because it depends on the user’s level of concentration in that particular situation.
2.4 3D Ultrasound Calibration

In this section, we propose a real-time 3D ultrasound calibration technique which is derived based on the bi-plane calibration. This approach does not require scanning of a specialized phantom or any information from the 3D ultrasound. Instead, the high quality bi-plane images are used to solve for the 3D calibration.

The TEE 3D ultrasound is readily used for the positioning of the surgical tool at the target site in transapical MV repair surgery. Integration of this imaging mode into the navigational platform is tied to the calibration of 3D ultrasound with the tracking system. To date, different methods have been proposed for 3D calibration, which are mostly pre-operative and require a large number of acquisitions. Another limitation is the inability to estimate the correct speed-of-sound of a target medium in the previous methods. The solution to these problems is an ‘online’ 3D calibration during surgery. The TEE probe can alter the imaging mode from bi-plane to 3D by pressing a button. Since we could obtain the in-situ bi-plane calibration using the directed tool, this suggest the applicability of a similar approach to determine the 3D calibration. This indeed gives us an advantage of using the high resolution bi-plane images rather than the lower resolution real-time 3D ultrasound for scanning the tool. At the same time, by just one calibration process, both the bi-plane and 3D modes are calibrated with respect to the tracking system. It has been noted that the internal coordinate systems for the bi-plane and 3D ultrasound within the TEE probe are different, but are related through a fixed transformation. Therefore, exploring the relationship between these two coordinates enables us to obtain the 3D calibration based on the bi-plane calibration.

Particularly, in this study we have investigated the intended internal transform where the 3D calibration was obtained from the bi-plane calibration. Then, the achieved calibration was compared against the pointer-based real-time 3D calibration method, with different materials used as the tip.
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2.4.1 Methods

Similar to the previous studies, the Philips iE33 ultrasound machine, equipped with the TEE probe (X7-2t), was used. The probe consists of a grid of 50 rows and 50 columns, creating a total of 2500 piezoelectric crystal elements on the surface of the probe. Individual elements are activated and generate an ultrasound beam that can be steered in both the azimuthal and elevational planes over 90° angle to cover the pyramidal scanning volume. The same elements can be controlled electronically and are partially activated to produce bi-plane ultrasound imaging mode. Indeed, since the same set of elements are used to create either of the two imaging modes, there must be a fixed relationship between the internal 3D and bi-plane coordinate systems.

The TEE probe provides different 3D modes namely, Live, Zoom, and Full volume. The Live and Zoom modes are real-time, whereas the Full volume mode is created based on an ECG gated (4-7 beats) technique; sub-volumes are stitched together and synchronized to one cardiac cycle. In terms of the volume size, Live 3D constructed \(60^\circ \times 90^\circ \times \text{depth}\), which is narrower in comparison to the Full volume \(90^\circ \times 90^\circ \times \text{depth}\). In most stages of the transapical MV repair procedure, real-time 3D modes are used for positioning tasks. The direct streaming of the real-time 3D ultrasound mode comprises 112×48×112 pixels, which at an imaging depth of 12 cm, corresponds to the 110×57×120 mm of physical space. Alternatively, Philips allows access to the digitally stored 3D volumes for offline analysis, via analytical software package, QLAB (Philips Medical System). The stored volume based on the software has 160×64×208 pixels for the same physical size in space. The validation and localization experiments for 3D calibration analysis were performed based on the stored volumes.

2.4.1.1 Validation of Intrinsic Transform

The intrinsic transform in this context is referred to as the internally fixed relationship between the bi-plane to the 3D ultrasound coordinate systems (Fig.2.27). The first step in determining the intrinsic transform is to find the relationship between the bi-plane and the position sen-
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Figure 2.23: Intrinsic relationship between the bi-plane and 3D ultrasound coordinate systems.

This is achieved through our calibration approach, using the directed tool. Then, exploring the direct relationship between the 3D ultrasound and position sensor’s coordinate system is necessary. This is accomplished through the point-to-point based calibration approach. An Aurora 6-DOF pointer (NDI Waterloo Canada), with the sharp tip and spherical object attached to it, was used for this purpose. The centre of the spherical tip is known within the tracking system by pivot calibration. The tip is scanned by the 3D ultrasound at different depths and orientations. In each acquisition, the tracking position of the tip and its corresponding 3D volume were stored simultaneously. Then, the centre of the spherical tips in different 3D ultrasound volumes was manually segmented ($^{USP_3D}$). The relationship between these two sets of data, solved through the point-to-point registration algorithm [39], represents the transformation relating the 3D ultrasound to the position sensor’s coordinate system.

$$p^s_{3D} = p^s_{T_W} w^T_{Sty} p_{3D}$$

(2.17)
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\[
\text{FRE}^2 = \frac{1}{N} \sum_{i=1}^{N} \| R^{USP_i} + t - ^{PS}P_i \|^2,
\]

(2.18)

where \(^{PS}P_{3D}\) is a set of N\(\times\)3, tracking position of the tip in position sensor’s coordinate system, and \(^{USP}_{3D}\) is a set of N\(\times\)3, fiducials being segmented from the 3D ultrasound. The rotation, \(R\), is a 3\(\times\)3 matrix and the translation, \(t\), is a 3\(\times\)1 vector. Note that, the scale parameters are corrected based on the scales obtained from the bi-plane calibration (detailed in next section).

The \(W_T\) is a transformation of the pointer to the world coordinate, and \(^{PS}T_W\) is the inverse transformation of the position sensor to the world coordinate. Also, in this experiment N=20 fiducials were used to perform the calibration. Finally, based on the obtained transforms, \(^{PS}T_{bi}\) and \(^{PS}T_{3D}\), we could determine the intrinsic transform, \(^{3D}T_{bi}\), of the bi-plane to the 3D ultrasound coordinate as follows:

\[
^{3D}T_{bi} = ^{3D}T_{PS} \cdot ^{PS}T_{bi}
\]

(2.19)

2.4.1.2 Scale Correction in 3D Ultrasound

In computing the \(^{PS}T_{3D}\) transform, scale parameters were those not included with the rotation and translation parameters. In fact, the scales being used were what had already been provided by the manufacturer, having been corrected for the local speed-of-sound of a medium. The ratio of the estimated scales from bi-plane calibration and those provided by the manufacturer allows to correct for the scaling factors. For instance, in bi-plane calibration, the algorithm solves for the two scales of \(S_x\) and \(S_y\) (in- and out-of-plane scales), while the scales of in-plane directions, \(X\) and \(Z\), are equivalent. At the same time, based on the caliper provided by the manufacturer, we can measure the scales in each direction. The percentage difference of the measured and estimated scale in each direction corresponds to the difference of the speed-of-sound of the target medium with what is manufacturer assumed, which is computed through Eq.2.20. The ratio of each axis, can be applied to the scale provided by the manufacturer for the 3D ultrasound in order to correct the scale, Eq.2.21.
\[
\% S_{\text{diff}}^{bi} = \frac{S_{\text{estimated}} - S_{\text{measured}}}{S_{\text{measured}}} \times 100
\] (2.20)

\[
S_{\text{Corr}}^{3D} = (1 + \% S_{\text{diff}}^{bi}) \times S_{\text{measured}}^{3D}
\] (2.21)

### 2.4.1.3 Validation of Derived 3D Calibration

The derived 3D calibration was validated through a new set of 20 unique pointer’s tip in 3D ultrasound, \( P_{3D}^{i} = [P_{1} \cdots P_{20}] \). The spherical tip of the pointer was scanned from different directions and depths in ultrasound volume. The centroid of the 3D ultrasound reflection of the spherical tip was manually segmented by the user. The derived 3D calibration consists of, bi-plane calibration obtained through our minimization algorithm following the intrinsic transform. The following equation describes the TRE measurement:

\[
\text{TRE} = \frac{1}{500} \sum_{i=1}^{500} \left( \frac{1}{20} \sum_{j=1}^{20} \| \hat{W}^T P_{\text{PS}}^{i} P_{\text{bi}}^{i} T_{3D}^{i} P_{3D}^{j} - W^T P_{\text{sty}}^{j} P_{\text{sph}}^{j} \|^2 \right),
\] (2.22)

where \( P_{\text{bi}}^{i} T_{3D}^{i} \) is the intrinsic transform and the points segmented from 3D ultrasound were converted to the physical space based on the corrected-scales measurements. There were 20 targets and 500 unique bi-plane calibrations used for every \( k \) sampled image of the main dataset (60 bi-plane images), \( k \in [3 \cdots 20] \).

### 2.4.1.4 Qualitative Validation of Derived 3D Calibration

A visualization experiment was conducted to qualitatively assess the goodness of derived 3D ultrasound calibration. A table tennis ball was fixed within a magnetic field and the surface of the ball was digitized by the sharp tip of the stylus. Using the least-square approach, the centre of the ball was estimated within a world coordinate and the virtual model of the tracked ball was created based on the calculated radius. The calibrated real-time 3D TEE probe was clamped to keep it motionless within a controlled medium. The ball was scanned once by the bi-plane ultrasound and again scanned by 3D ultrasound at the same pose. This enabled us to fuse and visualize the overlay of 3D ultrasound volume, bi-plane image and the tracked table
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Figure 2.24: (a) 3D ultrasound appearance of the stylus’s spherical tip. (b) screen-capture of the 3D ultrasound. (c) cross-sectional slices of 3D ultrasound. (d) 3D printed spherical tip tennis ball in a common coordinate system.

The second qualitative experiment was performed based on the tracked NeoChord tool. The tool stayed stationary in a controlled medium and was scanned by the calibrated TEE probe in both the 3D and bi-plane modes from the same pose. Then, the virtual model of the tracked tool, calibrated real-time 3D ultrasound, and bi-plane image were fused into a common coordinate. The goodness of the overlaid tool with both of the imaging modes, demonstrated the accuracy of the system.

2.4.1.5 Pointer-based 3D Ultrasound Calibration

Our ‘online’ derived 3D ultrasound calibration is compared against the pointer-based 3D ultrasound calibration. In this experiment a point-to-point calibration approach between the two sets of points, one from 3D ultrasound and the other from tracking system, were performed. A tracked pointer with the sharp metallic tip was used. However, three different tip conditions were used in order to peruse their effect on the localization and the accuracy of the 3D calibration.

An Aurora 6-DOF pointer served as a tracked tool to perform the calibration. Two add-on
custom-made spherical tips were designed to attach to the pointer’s tip, one made of PVA-C and the other 3D printed (See Fig. 2.24). And, two sets of calibrations were additionally derived based on these tip conditions. In each scenario, the tip was placed stationary so as to achieve the pivot calibration. The tracked tip was scanned by the calibrated 3D ultrasound, and its ultrasound reflection was manually segmented in each image acquisition, \( ^{\text{US}} P_{\text{3D}} \) (See Fig. 2.25). The tracked positions, \( ^{\text{WT}} \text{sty} \), of the pointer and their corresponding ultrasound positions were used to solve for the calibration transform through the point-to-point registration algorithm [39].

\[
^{\text{PS}} P_{\text{tip}} = (^{\text{WT}} P_{\text{PS}})^{-1} ^{\text{WT}} \text{sty} P_{\text{tip}}
\]

\[
\text{FRE}^2 = \frac{1}{N} \sum_{i=1}^{N} \| ( R ( ^{\text{US}} P_{\text{3D}}^i ) + t ) - ^{\text{PS}} P_{\text{tip}}^i \|^2,
\]

where \( R \) is the rotation matrix, \( S \) is the diagonal scale matrix, \( t \) is the translation vector, and \( N \) is the number of fiducials used in the calibration process. Note that, similar to the previous experiment, \( k \) fiducials were sampled from the main dataset of 20 fiducials and was repeated for 500 unique combinations (\( k \in [3 \cdots 15] \)). To evaluate the goodness of the derived 3D calibration, PR experiment was performed by using targets that were not involved in calibration process.
Table 2.6: Intrinsic transform between the bi-plane and 3D ultrasound imaging modes. The rotations are given in degree unit and translations are based on the slice number in 3D ultrasound volume.

<table>
<thead>
<tr>
<th>Rotation (deg.)</th>
<th>Translation (Slice No.)</th>
</tr>
</thead>
<tbody>
<tr>
<td>X 90</td>
<td>80</td>
</tr>
<tr>
<td>Y 0</td>
<td>0</td>
</tr>
<tr>
<td>Z 180</td>
<td>59</td>
</tr>
</tbody>
</table>

Figure 2.26: Occurrence of the translation parameters for intrinsic transform based on 500 different computations for the intrinsic transform.

2.4.2 Results

The parameters of the intrinsic transform between the bi-plane and 3D ultrasound are given in Table 2.6. The computation of the individual parameters obtained from Eq.2.19 were repeated for 500 unique bi-plane calibrations in order to confirm the intrinsic transform. The rotations are calculated in Euler angle with the rotation axes sequence of ‘XYZ’. The translation parameters are provided as slice numbers within the 3D ultrasound coordinate system (see Fig.2.26). In addition, we have qualitatively demonstrated which slices from the 3D ultrasound volume correspond to the individual planes of the bi-plane ultrasound (see Fig.2.27). The ‘plane 0’ of the bi-plane ultrasound should match a slice from ‘YZ-plane’ of the 3D ultrasound coordinate system. Interestingly, we noted that the 59th slice of the ‘YZ-plane’ corresponds to the ‘plane 0’ of the bi-plane ultrasound, rather than the last slice (64th) in the same direction, Fig.2.27a, b. Also, as expected, the middle slice of the ‘YZ-plane’ corresponded to the ‘plane 90’ of the
Figure 2.27: 3D ultrasound volume and the extracted slices that correspond to the cross-sectional bi-plane ultrasound image. The 3D ultrasound volume consisted of 64 slices in the ‘xz plane’ and 160 slices in the ‘yz plane’. (a) 64\textsuperscript{th} and (b) 59\textsuperscript{th} slice of the 3D ultrasound volume in the ‘xz plane’ direction. (c) plane 0 of the bi-plane ultrasound image. (d) 80\textsuperscript{th} slice from ‘yz plane’. (e) plane 90 of the bi-plane ultrasound image.
bi-plane ultrasound, Fig.2.27e. The width of the ‘YZ-plane’ in 3D ultrasound is half of the ‘plane 90’ in bi-plane image, since the volume of the real-time 3D ultrasound is smaller in size than the full volume 3D mode. Also, the higher spatial resolution of the bi-plane image in comparison to the 3D ultrasound is evident in fine details of the ultrasound reflection of the ball surface.

Three different tip materials were used to be scanned by the 3D ultrasound so as to explore their effect on the fiducial localization. The distribution of the tip locations over the 3D ultrasound volume were shown in Fig.2.28. A dataset containing 27 fiducial points based on the PVA-C-tip, 20 fiducial points based on the 3D printed-tip, and 17 fiducial points based on the sharp-metallic-tip was used. The fiducials, in each experiment, were carefully collected such that to cover the entire 3D volume. The stability, repeatability, and accuracy of the 3D ultrasound calibrations were evaluated through the Monte Carlo experiment. A set of \( k \) samples were randomly chosen from the total fiducials to solve for the calibration transform \((k \in [3\ldots15])\). For every \( k \), 500 unique combinations of the fiducials were selected. The accuracy of the pointer-based 3D ultrasound calibrations, under different tip conditions, as a function of the number of fiducials, was shown in Fig.2.29a. Similar results were shown in Fig.2.29b for the derived 3D calibration. The trueness of different calibrations were compared against each other using Tukey multiple comparison test with, \( p\)-value < 0.05 (see Fig.2.29c). The decomposed error of the calibration result for each individual axes were illustrated in Fig.2.29d, e, f. The summary of the trueness and precision for the different calibration methods is given in Table 2.7. The qualitative validation results of our derived-3D ultrasound calibration are demonstrated in Fig.2.30 and Fig.2.31.

2.4.3 Discussion

This study extends the ‘in-situ bi-plane’ ultrasound calibration to the ‘online 3D’ ultrasound calibration. The proposed approach is composed of two distinct calibrations, the bi-plane and the intrinsic. The bi-plane transform, relates the TEE bi-plane coordinate to the magnetic track-
Figure 2.28: Distribution of the fiducials within 3-D ultrasound volume. (a) demonstrates the ‘yz plane’ (b) ‘xz plane’ and (c) ‘xy plane’ of the (d) 3-D ultrasound volume. The colored fiducials are projected on 2D cross-sectional planes of the 3-D ultrasound volume. The green, red and yellow fiducials correspond to the PVA, 3D printed and metallic tip experiments, respectively.
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Figure 2.29: The graph (a) demonstrates the accuracy of the 3-D calibrations for every individual tip condition with respect to the number of fiducials used in the computation process. Respectively (b) shows the 3-D calibration accuracy which was derived from bi-plane calibrations, reported based on number of bi-plane image acquisitions. (c) Side by side comparison of the trueness, for each of the 4 calibration approaches. (d, e, f) box-plot of the decomposed errors in each of the x-y-z directions. Middle line indicates the median, boxes interquartile range, notches 95% confidence intervals, whiskers data ranges. * P < 0.05, ** P < 0.01, **** P < 0.0001
Figure 2.30: Qualitative validation using a tracked Table-Tennis ball. (a) volume rendered 3-D ultrasound and bi-plane coordinates within TEE local coordinate system. (b) the overlay of the two coordinates after applying intrinsic transform between the 3-D and bi-plane coordinates. (c) 2D bi-plane ultrasound reflection of the ball surface. (d) 3-D ultrasound reflection of the ball by adjusting the color mapping data which overlays with its cross-sectional ultrasound reflection. (e) tracked table tennis ball, calibrated bi-plane ultrasound image and calibrated 3-D ultrasound volume are visualized in a common coordinate system.
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Figure 2.31: Qualitative validation using the NeoChord tool. (a) bi-plane ultrasound reflection of the tool. (b) overlay of the tracked tool’s virtual model with bi-plane ultrasound image. (c) 3-D ultrasound volume fused with bi-plane ultrasound image. (d) overlay of the both calibrated 3-D and bi-plane imaging modes with surgical tool in a common coordinate. (e) calibrated 3-D ultrasound volume and the reflection of the intersecting tool.
<table>
<thead>
<tr>
<th>Material</th>
<th>Mean TRE (mm)</th>
<th>Std. Dev. (mm)</th>
<th>N</th>
<th>Repetition</th>
</tr>
</thead>
<tbody>
<tr>
<td>Metallic</td>
<td>1.55</td>
<td>0.21</td>
<td>15</td>
<td>500</td>
</tr>
<tr>
<td>3D Print</td>
<td>1.34</td>
<td>0.23</td>
<td>15</td>
<td>500</td>
</tr>
<tr>
<td>PVA</td>
<td>1.25</td>
<td>0.22</td>
<td>15</td>
<td>500</td>
</tr>
<tr>
<td>Derived 3D</td>
<td><strong>1.01</strong></td>
<td><strong>0.29</strong></td>
<td>15</td>
<td>500</td>
</tr>
</tbody>
</table>

Table 2.7: Summary of calibration accuracy result. N is the number of fiducials for point based methods/bi-plane acquisition for derived-3D ultrasound calibration.

The rotation parameters for this transform were achieved through the highest frequency of occurrence at 90 and 180 degrees in the X and Z directions. Qualitatively, this rotation is obvious when the stored 3D ultrasound volume was rotated respectively onto the bi-plane ultrasound. Then after applying the translation parameters, the origin of the sector 3D ultrasound volume corresponds to the origin of the bi-plane ultrasound image. The translations in the directions of xy- and yz-slice of the 3D ultrasound volume occurs as expected. However, the challenging translation parameter was in the XZ-slice direction in the 3D ultrasound volume. The 59th slice received the highest score of occurrence among other slices in this direction, therefore it corresponded to the plane 0 of the bi-plane ultrasound image. Note that, determining the correct slices of the 3D ultrasound that corresponds to the bi-plane ultrasound individual planes is quite important, since it could directly affect the accuracy of the 3D calibration, which is in fact due to the large voxel sizes in the 3D ultrasound volume (e.g. 0.89 mm).

The slice numbers provided in this study corresponded to the stored 3D ultrasound volume
(from QLab software), and knowing the physical sizes of the voxels enables us to identify the origin in physical space within the 3D volume. Nevertheless, the streaming 3D ultrasound is the same as the stored 3D ultrasound with the only difference of the voxel sizes. Therefore, the location of the origin in streaming 3D ultrasound is obvious based on the origin in stored 3D ultrasound.

The PR validation experiment demonstrated the overall inaccuracies in the calibration which includes parameter estimation in both the bi-plane and intrinsic calibrations, segmentation of the tool in bi-plane ultrasound, target localization in the 3D ultrasound, and the tracking uncertainties. The PR accuracy of our proposed 3D calibration method achieved $1.01 \pm 0.29$ mm using 15 bi-plane images and $0.97 \pm 0.27$ mm by 20 bi-plane images. In the derived-3D calibration method, the bi-plane images are those used for bi-plane calibration, and therefore no extra 3D ultrasound acquisitions were required to achieve the 3D calibration at the same imaging depth.

The accuracy of our derived-3D calibration approach outperformed the pointer/needle-based method [48]. In particular, our method was significantly superior in comparison to the different tip conditions: PVA-C tip ($p$-value $< 0.05$), 3D-printed tip ($p$-value $< 0.01$), and metallic-tip ($p$-value $< 0.0001$). Among different tip conditions, PVA-C-tip outperformed the other two, because of the characteristics of the PVA-C material that make a full 3D spherical ultrasound reflection. Thus, localizing the centre of full sphere in 3D ultrasound is more accurate than in the proximal surface, 3D reflection of the 3D-printed-tip, or in the 3D reflection of the metallic-tip. Therefore, the PVA-C-tip leads to improved FLE in comparison to the other tip material. Note that using PVA-C material as a tip requires extra caution while performing the pivot calibration. This is due to the lower stiffness of the PVA-C material compared to the 3D-printed and the metallic-tip. The sharp metallic-tip was the least accurate amongst all of the tested tips, due to the large artifact of the tip in 3D ultrasound at different angles. Therefore, the variability of the trueness between the calibration methods is mainly due to the FLE effect. In addition, the bi-plane images have higher resolution than the 3D ultrasound (Pixel size of 0.24
mm vs. Voxel size of 0.9 mm). Therefore, in derived-3D calibration, the ultrasound reflection of an object in bi-plane ultrasound is more accurately interpreted by visual inspection, leading to more accurate fiducial localization.

**Summary**

In this chapter, we have demonstrated that the directed-surgical tool approach successfully achieved bi-plane calibration in a simulated surgical environment. This was obtained in a condition where the LV phantom was scanned from the trans-gastric view, while a limited range of motion was available. The system was successful in recovering the ‘true’ scaling factors, and achieving the sub-millimeter accuracy during the process. This implies that the calibration approach has the potential to estimate the correct speed-of-sound at the target site of surgery, and thus to obtain the desirable accuracy.

Furthermore, we have demonstrated that acquiring twice as many fiducials from the bi-plane images in calibration process entails the requirement of fewer acquisitions and, in turn, increased accuracy compared to using single-plane images. It is revealing to echocardiographer that it is highly beneficial to have both planes of the bi-plane ultrasound intersect with the tool throughout the scanning process.

Our project have shown that automatic segmentation of the tool reflection in ultrasound causes the calibration to be more stable and accurate compared to manual segmentation. This is mainly due to the fact that the ultrasound reflection of the tool appears as a partial arc, rather than a full ellipse, and causes discrepancy in identifying the centroid among different users.

Lastly, we have demonstrated that 3D TEE ultrasound calibration can be derived based on the bi-plane calibration followed by the intrinsic calibration between the 3D and bi-plane coordinates. This suggests that during surgery we are only required to obtain the bi-plane images to compute both the bi-plane and the 3D ultrasound calibrations, thus achieving the sub-millimeter accuracy.
Chapter 3

Conclusion and Future Direction

This thesis proposes the directed surgical tool technique that has the potential to perform the ultrasound calibration ‘in-situ’ during minimally-invasive beating-heart surgery. The desired sub-millimeter accuracy was achieved in a simulated environment, even though the available space for manipulating the tool and the TEE probe was limited. The main goal was to demonstrate successful compensation of the error caused by the speed-of-sound in the medium at the target site of surgery, since this parameter can vary among different patients and different organs of the body. This method enables calibration of a magnetically-tracked probe to be achieved in an operating room environment. The accuracy of our approach was determined through a series of validation techniques: PR, VR, distance measurement. The time required to perform the calibration was about 60-90 seconds which has minimal impact on the actual surgical procedure.

The proposed bi-plane ultrasound imaging of the directed tool during calibration process shows significant improvement on the calibration accuracy, when compared with single-plane imaging. This approach provides twice as many data samples, in a similar acquisition time as the single-plane approach, to solve the calibration transform. The use of the additional plane in the bi-plane technique improved the estimation of the both rotation and scaling parameters.

In terms of segmenting the ultrasound reflection of the directed tool on ultrasound images,
automatic segmentation showed significantly improved results compared to the manual segmentation, achieving relatively higher stability and repeatability.

We also proposed an ‘online’ 3D ultrasound calibration that employs high-quality bi-plane images, rather than low resolution 3D ultrasound volume, during surgery. The derived-3D calibration is based on bi-plane calibration followed by the intrinsic transform between the bi-plane and the 3D coordinate systems. This derived-3D calibration demonstrates significantly enhanced results compared to the pointer-based 3D calibration method. In addition, amongst pointer-based 3D calibrations, a pointer with PVA-C-tip had the best calibration accuracy since its 3D ultrasound reflection appeared as a full sphere compared to the mere proximal surface reflection of the 3D-printed-tip. This, ultimately resulted in a more accurate fiducial localization leading to a more accurate calibration result.

### 3.1 Future Direction

#### 3.1.1 Animal Study

The main focus of this thesis was to introduce an in-situ ultrasound calibration paradigm that could be performed during trans-apical mitral valve repair surgery. In this regard, we have created a simulated surgical scene in a laboratory environment, where the LV phantom, TEE probe, and surgical tool were placed in a water medium simulating the actual scenario. Performing in such an environment enabled us to assess the feasibility and robustness of our approach while the tool was being scanned from trans-gastric view with a limited range of movement.

That said the next logical step is to integrate our calibration technique into an AR guided surgical workflow and evaluate it in an animal study.
3.1.2 Online Validation

In terms of validation, we have successfully demonstrated the accuracy of the calibration in the laboratory setup through PR, VR, scale, and accuracy measurements. However, these evaluation methods were performed using the additional devices (table tennis ball, parallel line phantom, etc.) that are not practically applicable inside the patients body. They are, in face, used to determine the quality of the calibration technique itself, in a laboratory environment simulating the clinical situation. The only so-called instant validation approach is the qualitative visualization of the overlay between the virtual model of the device corresponding and its ultrasound reflection.

The next step would be to design an online assessment criteria to obtain the accuracy of the calibration during surgery. For instance, any a priori known feature at the target site, such as the tip or shape of the surgical tool, could be used as a validation element. While localizing the tip during surgery might be a challenging task, using the bi-plane ultrasound images could help to simplify this by simultaneous identification along the length. Alternatively, the known distance between the jaws and the absolute tip of the tool provides distance measurement criteria to assess the recovered scale parameters. Anatomical features might also be used as targets. However, this does not prove to be a viable option since the procedure is performed in a beating heart environment, and therefore tracking those targets could introduce greater error than the calibration itself.

3.1.3 Automatic Segmentation

At present, our automatic segmentation algorithm requires the user to determine an approximate ROI on the bi-plane ultrasound image. Thus the system automatically segments the reflection of the tool followed by the centroid identification of the estimated ellipse. Further improvement can be achieved by applying an adapted Kalman Filter or similar techniques to automatically determine the ROI in an image. This could significantly reduce the data acquisition time, as well as user dependency.
3.1.4 Visualization

In terms of 3D ultrasound, currently we are using a direct volume rendering with 1D transfer function to perform the visualization in real-time. However, using a 2D transfer function [47] by incorporating another parameter, such as the depth or gradient, may enhance the 3D ultrasound visualization, potentially providing finer details of the surface boundaries for the tool and the tissue.
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