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Abstract

Wireless communication devices transmit message signals which should possess desirable power levels for quality transmission. Power amplifiers are devices in the wireless transmitters which increase the power of signals to the desired levels, but produce nonlinear distortions due to their saturation property, resulting in degradation of the quality of the transmitted signal. This thesis talks about the analysis and performance of communication systems in presence of power amplifier nonlinear distortions.

First, the thesis studies the effects of power amplifier nonlinear distortions on communication signals and proposes a simplified design for identification and compensation of the distortions at the receiver end of a wireless communication system using a two-step pilot signal approach. Step one involves the estimation of the channel state information of the wireless channel and step two estimates the power amplifier parameters. Then, the estimated power amplifier parameters are used for transmitter identification with the help of a testing procedure proposed in this thesis.

With the evolution of millimeter wave wireless communication systems today, study and analysis of these systems is the need of the hour. Thus, the second part of this thesis is extended to study the performance of millimeter wave wireless communication systems in presence of power amplifier nonlinear distortions and derives an analytical expression for evaluation of the symbol error probability for this system. The proposed analysis evaluates the performance of millimeter wave systems theoretically without the need of complex simulations, and is helpful in studying systems in the absence of actual hardware.
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Chapter 1

Introduction

Wireless Communication is becoming an integral part of the modern life. With the first demonstration of transmission of a message signal using ‘Hertzian Waves’ by Guglielmo Marconi in 1895, technologies in wireless communication has developed many folds to what it is in the present era [1]. Today, wireless communication is applied in many aspects ranging from cellphone, involving communication between two individuals, to mass broadcast of television/radio channels involving a larger group of people. Though initially wireless communication was applied only for military applications, innumerable applications are found today in other fields which include telephony, fax services, AM/FM radios, Digital Video Broadcasting (DVB), Global Positioning Systems (GPS), astronomical experiments etc. Some other specific applications include wireless keyboards and headphones, remote key-less systems to lock vehicles, Wireless Fidelity (Wi-Fi) etc. Presently, research work is done in the application of wireless systems for device to device communication termed ‘Smart Devices’ which enable the devices to operate interactively.

Wireless communication is preferred over wired communication due to its various advantages like flexibility, mobility, ease of use, easy planning and installation, durability and lower costs. In spite of the advantages, wireless communication systems has its own challenges.
Since, wireless communication has a broadcast nature and uses a frequency spectrum of electromagnetic waves, it has limitations of spectrum availability, limited capacity, service quality uncertainties and compatibility issues [2]. The broadcast nature of wireless communication makes it susceptible to data loss and theft since, these signals are prone to being intercepted by any receiver other than the sole intended one. This opened challenges and scope for developing secured communication mechanisms. Limited spectrum resources led to the concept of frequency re-usability and paved the way for design and development of optimum ‘cells’ for the purpose without signal interference. Service quality uncertainties are caused because wireless signals are susceptible to distortions due to the transmitter and the wireless channel. These distortions are dependent on the type of signal, its operating frequency, modulation schemes etc. and distortion prevention or compensation mechanisms are adopted in the wireless communication. Compatibility issues arise when two wireless devices operate at different standards, such as different operating frequencies, modulation schemes etc.

Needless to say, wireless communication is still the preferred mode for communication due to its advantages over wired communication. Even though the issues related to wireless communications are currently addressed, they are still not completely resolved and research is being done for improvements. With evolution of wireless technologies from Marconi to 5G, corresponding evolution in compensation mechanisms is also the need of the hour.

1.1 Motivations

In this section, the motivation for the production of this thesis has been presented. The analysis of service quality uncertainties in wireless communications, with a special emphasis on quality deterioration due to power amplifier (PA) nonlinear distortions, is the focus in this
1.1. Motivations

Compensation mechanisms have been developed and are put in use for linear distortions due to its simpler implementation in wireless communication but is slightly complex for compensating nonlinear distortions. Nonlinear distortions are mainly caused by the power amplifier component of the transmitter. Due to this, most communication devices adopt methods of preventing the distortion or by using a predistorter at the transmitter [3]. Research work related to nonlinear models and compensation mechanisms is explored in numerous articles, but the complexity of the models is high, leading to intensive signal processing at the transceiver devices which may not be required due to the fairly static nature of the distortions [3]. The complexity is high as the distortions in the received signal is seen as a combined effect of the static nonlinear distortion and the dynamic channel distortions. This motivated to develop a static compensation model with less complexity for the nonlinear distortions in a wireless communication system, separating the dynamic distortions of the channel. The knowledge of this power amplifier nonlinear distortion (which can be defined by a set of parameters) can also be used for identification of the transmitter device as it is specific to the given transmitter.

The challenges further increase when power amplifiers are operated in the millimeter wave range as there are other stray effects on the signal like delay, attenuation, dispersion etc. [4] due to their high frequency operation, and design of compensation models are further cumbersome. Millimeter wave signals, due to their short wavelengths suffer from higher rain attenuation with increase in frequency [5]. The use of power amplifiers for amplification of millimeter wave signals to maintain the desired power levels of the signal, again produce nonlinear distortions. This motivated the need to study the behavior of millimeter wave wireless communication systems in presence of nonlinear distortions, so that the analysis can be used to develop compensation models for the distortions produced. Also, due to limited commercial availability of
hardware for millimeter wave systems, it would be convenient to have mathematical models for performance evaluation of these systems.

With these aspects in mind, research activities were carried out in this direction and the results are given in this thesis.

1.2 Contributions

Various studies on power amplifier nonlinear distortions are studied in literature. With the above mentioned motives, the following are the contributions in this thesis.

- A pilot signal based power amplifier nonlinear distortion compensator for a MIMO-STBC (Multiple Input Multiple Output-Space Time Block Code) system modulated by a QAM (Quadrature Amplitude Modulation) wireless communication systems is designed. In the proposed method, a methodology to identify the source of distortion, its compensation and application in a transmitter device identification process is proposed using a two-step pilot signal approach. Step one involves the estimation of the channel and the step two estimates the transmitter power amplifier parameters which are used to compensate distortions and identify the device. The device identification process involves the comparison of the estimated power amplifier parameters with a validated set of parameters. Results from computer simulation show that the proposed compensation method has a significantly good performance in terms of the bit error rate of the system and successfully identifies the transmitter device. A bit error rate of 1% was achieved for a signal to noise ratio of 25 dB. The proposed method was developed with the intention to reduce the complexity of the distortion compensator by separating out the static nonlinear distortion and the dynamic channel distortion, and identification of the transmitter at
the receiver.

- Considering a millimeter wave Orthogonal Frequency Division Multiplexing (OFDM) wireless communication system, its performance in presence of power amplifier non-linear distortions is studied in chapter 4. An analytical expression for the symbol error probability has been derived to evaluate the performance of a millimeter wave system in presence of these distortions, which can be used in place of the cumbersome evaluation through complex simulations. The results of the analytical expression is compared to the computer simulated values of a communication system and verified. This analytical expression enables the study of the performance of OFDM systems theoretically and can be used to develop nonlinear compensation models in future work. This is followed by a methodology to obtain the equivalent parameters for the well known Rapp model to study millimeter wave power amplifiers. The motive behind deriving the equivalent parameters is the easier implementation of millimeter wave power amplifiers by fitting it to the currently available models in simulation softwares. Most simulators (like SIMULINK®) use the built-in function of the Rapp model for power amplifier analysis and the derived equivalent Rapp model parameter values can be easily used in these simulators by simple substitution to study and analyze millimeter wave systems rather than developing an entire millimeter wave power amplifier simulation model.

1.3 Thesis Outline

The thesis is organized as follows:

Chapter 2 talks about the background of wireless communication and brief literature re-
view on different types of distortion in a wireless communication system. A special emphasis is given on power amplifier distortions produced in the transmitter, its causes and effects on the signals passing through it and the behavior. A detailed study on existing nonlinear behavioral models of power amplifiers, its properties and applications are discussed. The next part of this chapter discusses about the behavior of power amplifiers at millimeter wave range. Exclusive behavioral nonlinear models for power amplifiers at microwave and millimeter wave is discussed. Some of the existing compensation mechanisms for nonlinear distortions, its advantages and drawbacks are also discussed in this chapter followed by a brief information on device identification.

Chapter 3 talks about the details of the proposed model of a pilot signal based nonlinear distortion compensator for a Multiple-Input Multiple-Output Space-Time Block Code (MIMO-STBC) system modulated by QAM (Quadrature Amplitude Modulation) technique. Results from computer simulation show that the proposed method has a significant performance in terms of the bit error rate of the system. The effect of the proposed method when the power amplifier works at different parameter values is also discussed. Finally, the application of this technique for identification of the transmitter is explained along with an analysis of the proposed method’s performance.

Chapter 4 talks about the analytical performance of a millimeter wave Orthogonal Frequency Division Multiplexing (OFDM) wireless communication system in presence of power amplifier nonlinear distortions. An analytical expression for the symbol error probability has been derived to evaluate the performance of a millimeter wave system theoretically in presence of power amplifier distortions, which can be used to avoid the cumbersome evaluation of the system performance through complex simulations. The results of the analytical expression is compared to the computer simulated communication system and found to match each other.
and thus can be concluded that the analytical expression can be used to theoretically calculate the performance of millimeter wave systems. The equivalent Rapp model parameters for the modified Bessel-Fourier series model (used to model millimeter wave power amplifiers) has also been calculated.

Chapter 5 summarizes the discussions and results from previous chapters, draws the conclusion and talks about potential future work.
Chapter 2

Communication Systems Background and Literature Review

In this chapter, a background on the technical aspects of wireless communication and a literature survey report related to the thesis content has been discussed. The first section describes the wireless communication system followed by a brief description of the types of distortion present in these systems in the next section. With a special emphasis on power amplifier nonlinear distortions, the third section discusses the definition and causes of nonlinear distortions on communication systems. The fourth section talks about the effects of nonlinear distortions in communication systems and in the fifth section, a discussion on the mathematical models used to model the behavior of power amplifiers producing nonlinear distortions is given, followed by the section on the discussion of the behavior of power amplifier at millimeter wave range and its applicable mathematical models. The behavior of millimeter wave power amplifiers is different from their behavior at ultra high frequency (UHF), which the present communication systems use, due to various effects such as attenuation, delay, crosstalk etc. occurring due to the frequency of operation. Further, a discussion on the currently available techniques for nonlinear distortion compensation is given followed by the last section giving a brief overview about the meaning and process of device identification.
2.1 Wireless Communication Systems

Wireless communication is a process of transmitting data from one device to another without any physical connections between them. Wireless systems consist of a transmitter which generates and transmits a wireless message signal (electromagnetic wave), a wireless channel through which this message signal propagates, and a receiver which intercepts and processes this signal to retrieve the transmitted data. Transmission of data is done after a process called as modulation where certain characteristics of a wave is varied or ‘modulated’ depending on what data is transmitted. The modulated data is propagated to the wireless media through antennas. Conventional techniques use single carriers i.e. signal with only one frequency and/or a single antenna. With technology advancement, multi carrier (signal with different frequency components) and multiple antenna systems have been developed for efficient and reliable communication and handle large data traffic [2]. These techniques include the Orthogonal Frequency Division Multiplexing (OFDM), Multiple-Input Multiple-Output (MIMO) etc. An emphasis on the MIMO systems and OFDM systems is given in this section, as these systems have been considered and implemented in this thesis.

2.1.1 Multiple-Input Multiple-Output Systems

Multiple-Input Multiple-Output (MIMO) systems are wireless communication systems which have multiple transmit and receiving antennas. One of the key source of distortion which corrupt the signal is the channel which introduce fading, attenuation and scattering of the signal. In a conventional single antenna communication, the channel distortions led to degradation and loss of information in the signal. This aroused the need for better channel state information for efficient compensation of channel distortion for which the MIMO systems were developed [6].
MIMO systems were developed to get a better estimate of the channel information using multiple transmit and receive antennas and multiple streams of data with the help of suitable coding techniques like Alamouti coding [7]. In a MIMO system with \( n_t \) transmit antennas and \( n_r \) receive antennas, the data is transmitted through \( n_t \) antennas and the signal from each antenna follows a different propagation path through the wireless channel. The receiver receives the signal through \( n_r \) antennas and decodes the data to recover the transmitted data. Each of the signals from \( n_t \) antennas undergo channel fading depending on the path traversed by the signal. The receiver receives multiple streams of the transmitted signal from \( n_r \) receive antennas. Each of the received signal carry the channel state information of its traversed path. Hence, with the knowledge of the transmitted data and multiple copies of received data, a better channel state information is estimated through suitable signal processing which is used to compensate the distortion in the signal.

Mathematically, the received signal of a MIMO communication system is modeled as [7]

\[
y = H x + W
\]  

(2.1)

where \( y \) is the received symbol vector, \( H \) is the channel gain matrix, \( x \) is the transmitted symbol vector and \( W \) is the Additive White Gaussian Noise (AWGN).

In a MIMO system, the symbol at the \( j \)th receive antenna at time \( t \) is expressed as [7]

\[
\tilde{r}_{NL}^j(t) = \sum_{i=1}^{n_r} \alpha_{i,j} s^i(t) + w^j(t)
\]  

(2.2)

where \( \alpha_{i,j} \) is the path gain between the \( i \)th transmit and \( j \)th receive antenna, \( s^i(t) \) is the transmitted pilot symbol from antenna \( i \) at time \( t \).
MIMO systems are widely used in many communication systems like mobile telephony (3GPP and 3GPP2 standards), Wireless Local Area Network (WLAN) standards etc. It is combined with OFDM systems and used in applications like Long Term Evolution (LTE) systems etc. MIMO is also combined with multiple transceiver systems (called Multi-user systems) and used for better efficiency and communication security applications.

2.1.2 Orthogonal Frequency Division Multiplexing Systems

Orthogonal Frequency Division Multiplexing (OFDM) system is a method of encoding digital data in multiple carriers such that the carrier signals are orthogonal to each other as shown in Fig. 2.1. It is a wide-band communication scheme developed for higher data rates which uses a large number of closely spaced orthogonal sub-carrier signals to carry data on several parallel streams or channels [2] [8]. The greatest advantage of this method is the significant improvement in its bandwidth efficiency due to the orthogonal spacing of the sub-carriers.

An OFDM system is represented by [9]

\[
x[n] = \begin{cases} 
\frac{1}{N} \sum_{m=0}^{N-1} X_m e^{j\frac{2\pi mn}{N}} & \text{for } -N_g \leq n \leq N - 1 \\
0 & \text{otherwise}
\end{cases}
\]

(2.3)

where \( n \) is time index, \( N \) is the Inverse Fast Fourier Transform (IFFT) length of the OFDM system, \( N_g \) is the guard interval length, \( X_m \) is the complex data symbol in frequency domain in the \( m \)th subcarrier.

OFDM systems are also robust against channel distortions as they are viewed as slowly modulated narrow-band signals rather than a single wide-band signal. This, along with its
implementation of Fast Fourier Transform (FFT) algorithm facilitates an easier implementation of equalizers at the receiver end. The use of guard interval in these systems also prevent inter-symbol interference, thus providing a higher quality of service. A summary of the merits and demerits of an OFDM system are as follows [10].

**Merits**

- High spectral efficiency due to orthogonal spacing of sub-carriers
- Easily adaptable to severe channel conditions without complex time-domain equalization
- Efficient implementation using Fast Fourier Transform
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- Robust against inter symbol interference due to the presence of guard interval

**Demerits**

- Sensitive to Doppler shift
- High peak-to-average-power ratio (PAPR) which produce nonlinear distortions.

Due to the varied advantages of OFDM systems, these systems are widely employed in the present communication systems such as Wireless Local Area Network (WLAN), Digital Video Broadcasting (DVB), Digital Radio Systems and mobile networks like 3rd Generation Partnership Project (3GPP), 3GPP2 and Long Term Evolution (LTE) standards.

**2.2 What Corrupts Data in Wireless Communication?**

In wireless communication systems, the received signal will exactly not match the transmitted signal due to the introduction of distortions at various stages, right from the signal generation till it reaches the receiver. The primary sources of these distortions are from the transmitter device and the channel. Device distortions are produced due to the operating characteristics of the components used (such as a power amplifier [11]), or their imperfections during their manufacture (like IQ imbalance [12]) whereas the channel distortions are due to fading and multi-path signal propagation in wireless media [2] [13]. The various types of distortions caused due to circuit components include IQ imbalance, phase noise, carrier frequency offset, DC offset, sampling clock offset and power amplifier (PA) nonlinear distortions [2]. Though circuit distortions can be reduced by proper design of the components, it cannot be eliminated completely. Circuit distortions are mostly time invariant and specific to the characteristics of the transmitter circuit elements. The distortions due to the transmission channel are propagation delay, fading,
scattering and multi-path propagation [2] [13]. These distortions are generally time variant due to the time varying nature of the channel and hence needs to be tracked on time-to-time basis. Fig. 2.2 shows the various types of distortions in a communication system [2].

Due to the addition of distortions in the transmitted signal, the received signal has to be processed to recover the original data from the distorted received signal. A component known as an equalizer, which is a filter, equalizes (removes) these distortions based on the equalizer weights set in the filter [2]. In almost all cases, a pilot signal based compensation is employed where a known signal is sent to estimate the time varying distortions. An adaptive equalizer equalizes the distorted signal at the receiver by adapting its weights, from the information of the distortions estimated periodically from the pilot signal. Most commonly used equalization techniques use the Least Mean Square (LMS), Normalized Least Mean Square (NLMS) and Recursive Least Square (RLS) algorithms to adapt the weights based on the information of the received pilot signal [14]. Equalization techniques are mostly implemented in the frequency domain, specially in OFDM systems, for easier processing though time-domain equalization
techniques are also proposed in literature [13] [15].

Generally, the equalizers employed are designed for compensating linear distortions and hence do not compensate nonlinear distortions effectively. Hence, for nonlinear distortions like the distortion produced by the power amplifier, current systems implement techniques at the transmitter end by operating the power amplifiers at levels such that no or minimal nonlinear distortions are introduced into the system, sometimes compromising the efficiency of the amplifiers. This is a trade-off between the efficiency and nonlinear distortion in the system; higher the efficiency of operation, more prone the signal to distortion. Thus, there is a need for receiver end compensation techniques in order to have a relatively better operating efficiency and less data corruption due to the distortions produced. Research work on receiver side compensation for these distortions have been proposed in literature [3] [16] [17] [18] [19].

2.3 Nonlinear Distortion: Definition and Causes

Nonlinear distortions are distortions produced in the signal due to certain nonlinear operation of transmitter components; Power amplifier (PA) is one of the main component of nonlinear distortion in transmitters as a virtue of its nonlinear operation due to saturation [11]. Power amplifier is a device which increases the power of the transmitted signal. Ideally power amplifiers increase the strength of the signal proportional to its gain but practical power amplifiers saturate beyond a certain value of power due to their limited operation range. This leads to clipping or distortions in the signal. In the frequency domain, the clipping of signals is represented as the production of additional frequency components called sidebands, which are undesirable as these sidebands interfere with adjacent communication signals thus impairing the information in those adjacent signals. Having sidebands is an offense and are strictly monitored by cellular
regulators using the concept of transmit spectrum mask [20].

Operating power amplifiers with high input back-off, thus forcing it to operate in the linear region is a solution to prevent nonlinear distortions, but at the cost of low efficiencies, whereas operating them in lower input back-off have high efficiencies but distorts the signal [3] [16]. For a better efficiency, the gain of the amplifier should be high enough, and at the same time should not clip/distort the signal, which is a trade-off. Thus, power amplifiers are operated at an operating point near saturation levels, so that the signal undergoes maximum possible amplification and minimum possible distortion to get an optimal performance. The various regions of operation of a power amplifier is shown in Fig. 2.3. This level of operation of the power amplifier still inevitably introduces some amount of distortions in all communication systems which need to be compensated. This thesis focuses on this aspect of the wireless communication system.

In order to compensate the nonlinear distortions at the receiver end, it is necessary to study the effect of nonlinear distortions in a wireless communication system through mathematical models. A signal has frequency, amplitude and phase, which get effected by nonlinear distortions. For multi carrier signals, nonlinear distortions effects on a signal are defined by two kinds; amplitude distortion and phase distortion [21]. These distortions can be either frequency dependent or independent. The amplitude distortions are defined by the AM-AM (Amplitude Modulation - Amplitude Modulation) conversion and phase distortions by AM-PM (Amplitude Modulation - Phase Modulation) conversion of the signal [21]. In AM-AM distortion, the amplitude of the output signal of the power amplifier is nonlinearly distorted (clipped) with respect to the amplitude of the input signal and the AM-PM distortion is the distortions in the phase of the output signal of the power amplifier with respect to the input signal [21]. AM-AM distortion happens due to the operating characteristics of the power amplifier because the
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(a) Output Characteristics of Power Amplifier-Ideal vs. Practical
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(b) Clipping Effect on sine wave due to Saturation of Power Amplifiers

Figure 2.3: Power Amplifier Operation Regions and Effects
power amplifier saturates beyond a certain level of input power and AM-PM distortion occurs due to the reactive effects of components such as transistors of the power amplifier circuit. At a given temperature, the power amplifier distortions do not vary [11]. Thus, power amplifier distortions can be considered as fairly static distortions [3].

2.4 Effects of Nonlinear Distortions

The noticeable effect due to PA nonlinear distortion is the clipping of signals in the time domain and compression of signal constellation due to this. Representing in the frequency domain, it leads to production of additional frequency components.

2.4.1 Compression of Signal Constellation

Wireless Communication involves a process called modulation; modulated signals are represented on a complex plane termed as signal constellation or constellation diagrams, with its in-phase (I) and quadrature (Q) components as shown in 2.4. Frequency independent modulation schemes such as Phase Shift Keying (PSK), Amplitude Shift Keying (ASK) and Quadrature Amplitude Modulation (QAM) are represented on constellation diagrams. Fig. 2.4a and Fig. 2.5a represents the constellation diagram for a 16-QAM and 16-PSK. The PSK and QAM has been considered here since these schemes are widely adopted in OFDM systems.

Nonlinear distortions lead to ‘compression’ of the regular constellation diagram at the output of the power amplifier. This means the magnitude of the constellation points ‘compress’ or gets moved towards the origin leading to distorted carrier wave. Fig. 2.4b and Fig. 2.5b shows the compressed constellation diagram when the modulated signal is subject to a Rapp model of nonlinearity (discussed later) [22]. Since, the Rapp model talks about only AM-AM distortion
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Figure 2.4: Effect of PA Nonlinear Distortions on Constellations (along with decision regions)

(a) Regular QAM
(b) Distorted QAM

Figure 2.5: Effect of PA Nonlinear Distortions on Constellations (along with decision regions)

(a) Regular PSK
(b) Distorted PSK
and zero AM-PM distortion, the phase of the compressed points is the same as the original points as depicted in Fig. 2.4 and Fig. 2.5. It may be noticed from the figure that the effect of nonlinearity on the PSK constellation, though causes compression, still affects all the points of the constellation linearly. In other words, the decision region of the constellation points do not change. Hence, the process of demodulation is less complex and thus, the effect of nonlinearity on the performance of PSK system is negligible compared to a QAM.

The scenario is not the same for a QAM modulation. In QAM, the distortion undergone by each symbol varies nonlinearly i.e. symbols with different amplitudes undergo different levels of distortion. This is visible in the constellation diagram of Fig. 2.4 where the inner symbols are less/not compressed when compared to the outer symbols. The distortion leads to change in the decision region of the constellation points in a QAM [17]. In fact in nonlinear amplifiers modeled as a Rapp model with higher smoothness factors, the inner constellation points do not undergo any distortion. With the information of the nonlinear distortion, the error probability for the constellation with modified decision regions can be calculated using Craig’s method [23].

Since the nonlinear distortions on QAM constellations has a greater effect on the performance of the wireless communication system, it becomes necessary to design nonlinear distortion compensators for QAM-modulated communication systems.

### 2.4.2 Effect on Power Spectrum

Power spectrum is the distribution of the power of the signal as a function of frequency. For single carrier systems, the appearance of harmonics due to nonlinear distortions is easier to analyze, since all frequency components other than that of the carrier signal, are distortions.
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But for multi carrier systems like Orthogonal Frequency Division Multiplexing (OFDM) signals, nonlinear distortions effects the power spectrum of the signal. When a signal containing a bandwidth of frequency components undergo nonlinear distortions, each frequency component in the transmitted range of frequencies of the signal produce harmonics. The frequency of these harmonics may correspond to another frequency component lying in the same bandwidth of the transmitted signal or may lie entirely outside the range. These harmonics which lie within the desired frequency band are called in-band distortions and the components outside this range are called out-of-band distortions or sidebands. The in-band distortions interfere with the desired frequency signals, attenuating or distorting the signals leading to degradation of symbol-error rate (SER) performance and capacity of the communication system [20]. The out-of-band distortions lead to spectrum broadening effects and interfere with the adjacent carriers.
The out-of-band distortions can be filtered using a band-pass filter but it is a challenging task to remove the in-band distortions, and these effect the SER performance of the communication system. Fig. 2.6 shows the power spectral density (PSD) of a multicarrier signal undergoing nonlinear distortion. The blue curve depicts the PSD of the original signal and the red curve depicts the PSD of the signal after undergoing nonlinear distortions. The figure clearly shows the appearance of side-bands, that is the frequency components outside the desired frequency range.

### 2.5 Behavioral Models of Nonlinear Power Amplifiers

The behavior of power amplifiers are represented mathematically using behavioral models for the purpose of analysis and simulation. The various power amplifier nonlinear distortion behavioral models are discussed below [24].

#### 2.5.1 Polynomial Model

The polynomial model is a generic model used to define the nonlinearity of power amplifiers. Since nonlinear systems are expressed in the form of polynomials of increasing degree, power amplifier nonlinearity was described using this model. The polynomial model is given by [9] [25]

\[ g[y(t)] = \sum_{d=1}^{D} a_{2d-1} x(t) |x(t)|^{2(d-1)} \]  \hspace{1cm} (2.4)

where \( d \) is the order of the power amplifier nonlinearity, \( \alpha \) is the power gain for order \( d \), \( y(t) \) is the output of the power amplifier for the input \( x(t) \) in time domain. The order of the model defines the severity of nonlinearity; higher the order, the power amplifier is operated in a highly
nonlinear or saturation region.

In communication systems, power amplifiers are operated close to saturation levels and not in deep saturation to get optimum efficiency. This level of nonlinearity is the ‘weakly’ nonlinear distortion region and is best modeled with a third order \((2d - 1 = 3\) in equation 2.4) nonlinear polynomial for study purposes as the effect of higher order nonlinearities are negligible [9].

### 2.5.2 Saleh Model

With the intention of developing a better model to study nonlinear properties of power amplifiers, A A M Saleh defined a mathematical model in 1981 which is popularly called the Saleh Model [21]. This model introduced the concept of AM-AM and AM-PM nonlinear distortion and is extensively used to model Travelling Wave Tube Amplifiers (TWTA). The AM-AM distortion \(g[y(t)]\) and AM-PM distortion \(\phi[y(t)]\) for Saleh model is defined by

\[
\begin{align*}
g[y(t)] &= \frac{\alpha_a x(t)}{(1 + \beta_a x(t)^2)} \quad (2.5) \\
\phi[y(t)] &= \frac{\alpha_\phi x(t)^2}{(1 + \beta_\phi x(t)^2)} \quad (2.6)
\end{align*}
\]

where \(g[y(t)]\) and \(\phi[y(t)]\) are the AM-AM output magnitude and AM-PM output phase of the signal with power amplifier distortion, \(\alpha_a\) and \(\beta_a\) are the Saleh parameters for AM-AM distortion, \(\alpha_\phi\) and \(\beta_\phi\) are the Saleh parameters for AM-PM distortion, \(x(t)\) is the input signal envelope to the power amplifier.

The transfer characteristics of the Saleh model is as shown in Fig. 2.7 [26]. The Saleh model is a frequency dependent model i.e. its parameter values are different depending on the
frequency at which the power amplifier operates. Transmitters employing the TWTA amplifiers use this behavioral model for their study purposes and one of the most important application of this amplifier model in wireless communication is in satellite communications.

2.5.3 Modified Saleh Model

In 2009, a new model was developed to overcome certain weaknesses shown by the Saleh model and was called the modified Saleh model [27]. This model proposed a 6-parameter model to overcome the failure of the conventional Saleh model when the denominators of equation 2.5 and equation 2.6 equaled to zero. An additive term $\epsilon$ was introduced to the Saleh model which addressed this issue. The generic form proposed for the modified Saleh model is
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given by [27]

\[ f(x) = \frac{\alpha x^\eta}{(1 + \beta x^\gamma)^\nu} - \epsilon \]  
(2.7)

Applying this proposed model and with some simplification [27], the AM-AM and AM-PM distortion due to the power amplifier considering the modified Saleh model is given by

\[ g[y(t)] = x(t) \cdot \frac{\alpha_a}{\sqrt{1 + \beta_a x(t)^3}} \]  
(2.8)

\[ \phi[y(t)] = x(t) \cdot \frac{\alpha_\phi}{\sqrt{1 + x(t)^4}} - \epsilon \]

where \( x(t) \) is the input of the signal, \( g[y(t)] \) is the output magnitude of the signal, \( \phi[y(t)] \) is the output phase of the signal, \( \alpha_a \) and \( \beta_a \) are Saleh parameters for AM-AM distortion, \( \alpha_\phi \) and \( \beta_\phi \) are the Saleh parameters for AM-PM distortion and \( \epsilon \) is the newly introduced parameter to overcome the limitations of the traditional Saleh model.

For the AM-AM distortion, the value of the denominator in the traditional Saleh model cannot be zero and hence, \( \epsilon \) is considered as zero [27].

2.5.4 Rapp Model

With the development of semiconductor technology, most power amplifiers employed today are solid state power amplifiers (SSPA). The nonlinear behavior of SSPA power amplifiers is slightly different from the TWTA models. In 1991, when solid state devices started becoming popular, Christopher Rapp developed another mathematical model to study the behavior of solid state power amplifiers defined by equation 2.9 [22]. This model was termed the Rapp model and is the most commonly used model of power amplifiers.
The Rapp model is defined using three parameters namely the small signal linear gain parameter $A$, saturation level parameter of the power amplifier $x_0$ and smoothness factor $p$. The AM-AM distortion $g[y(t)]$ and AM-PM distortion $\phi[y(t)]$ for Rapp model is defined by equation 2.9 [22]. The output characteristics for a Rapp model is as shown in Fig. 2.8.

$$g[y(t)] = x(t) \frac{A}{\left[1 + \left(\frac{Ax(t)}{x_0}\right)^{2p}\right]^{\frac{1}{2p}}}$$

$$\phi[y(t)] = 0$$

(2.9)

where $g[y(t)]$ is the output magnitude of the signal, $\phi[y(t)]$ is the output phase change of the signal.

The Rapp model clearly defines the saturation characteristic of power amplifiers, as evident from Fig. 2.4 and hence is the most extensively used power amplifier model to study SSPA distortions [3], [16], [17], [18], [19], [28].
2.5.5 Soft-Envelope Limiter Model

A soft envelope limiter model is used to model an ideal power amplifier which is described by the relation given in equation 2.10 between the input and output [17]

\[
g[y(t)] = \begin{cases} 
Ax(t), & x(t) \leq x_0 \\
x_0, & x(t) > x_0 
\end{cases}
\] (2.10)

where \(g[y(t)]\) is the magnitude of the envelope of the output signal, \(A\) is the small signal gain of the power amplifier, \(x(t)\) is the envelope of input signal, \(x_0\) is the saturation level.

This model is defined by a sharp change in output magnitude at saturation levels i.e. its value is proportional to the input until saturation and all values at and beyond saturation level is equal to the saturation level. This model is seldom used since practical power amplifiers show gradual change in its output characteristics as shown in Fig. 2.3 rather than sharp changes at the saturation point \(P_{sat}\) in Fig. 2.3). As a matter of fact, the soft envelope limiter model is a particular case of the Rapp model with its smoothness factor \(p\) in equation 2.9 as infinity [29].

2.6 Behavioral Models of Millimeter Wave Power Amplifiers

The behavior of power amplifiers when operated by millimeter wave signals is different from its behavior at lower frequencies. Super High Frequency or SHF signals (Millimeter waves) undergo effects like delay, attenuation, dispersion etc. as they encounter parasitic effects of the circuit components (capacitors) produced at the junctions of the transistor used in the power amplifier [4]. Capacitances are energy storing elements and produce memory effects [30]. The
voltage equation of a linear capacitance is given by [30],

\[
v_C(t) = \frac{1}{C} \int_{-\infty}^{t} i(t) dt
\]  

(2.11)

where \(v_C(t)\) is the output voltage at time \(t\), \(C\) is the capacitance and \(i(t)\) is the current at time \(t\).

It can be seen clearly from this equation that the voltage at time instant \(t\) is dependent on the previous values of currents (integration over time from \(-\infty\) to \(t\)) which is why capacitances are considered as memory introducing circuit elements [30]. Due to the capacitive effects in power amplifiers at high frequencies, they are defined using memory models.

Mathematical models to depict memory are represented using an FIR filter since the current output of a FIR filter is a combination of present and past inputs. This closely resembles the capacitance effect of equation 2.11. Thus, in the digital domain, where the signal is sampled at time instants ‘\(n\)’, the output of an FIR filter having ‘\(N\)’ taps, for an input \(x[n]\) is written as

\[
y[n] = \sum_{l=0}^{N-1} h[l] x[n - l]
\]  

(2.12)

where \(y[n]\) is the output at time instant \(n\), \(h[l]\) is the co-efficient of \(l\)th tap of the ‘\(N\)’ tap filter.

Memory models for power amplifiers for millimeter waves are considered by including
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Figure 2.11: Wiener-Hammerstein Model of Power Amplifier with Memory

a combination of a linear dynamic element and a nonlinear component. Accordingly, many
models such as the memory polynomial model [9], Wiener model, Hammerstein model and
the Wiener-Hammerstein model [31] have been discussed in the literature. The Wiener model
consists of a linear dynamic memory element followed by a memoryless nonlinear block to
model the power amplifier characteristics. The Hammerstein model is the reverse of this com-
bination and the Wiener-Hammerstein model is a cascade combination of the two models.
Fig. 2.9, Fig. 2.10 and Fig. 2.11 show the Wiener, Hammerstein and Wiener-Hammerstein
models for power amplifiers respectively. Further, to study power amplifiers at microwave
with high memory effects, the general models used are the nonlinear dynamic feedback model
and the nonlinear dynamic cascade model shown in Fig. 2.12 and Fig. 2.13 respectively.

2.6.1 Nonlinear Dynamic Feedback Model

The nonlinear dynamic feedback model of memory power amplifier for microwaves is shown
in Fig. 2.12 [32]. It consists of a combination of the Wiener-Hammerstein model with a linear
feedback filter across the nonlinear block. In the frequency domain, the forward filters are
denoted by $H(\omega)$ and $O(\omega)$ and the feedback filter is denoted by $F(\omega)$ as shown in Fig. 2.12.
This model is considered to study the strong memory effects arising due to the reactive compo-
nents of the power amplifier. The memory component is modeled using the FIR filter and the
nonlinear component is modeled by the polynomial model.

Considering this polynomial nonlinear model, the transfer characteristic of the power am-
plifier with nonlinear distortions can be written as [32]

\[ S_1(\omega) = H(\omega) \frac{a_1}{D(\omega)} O(\omega) \]

\[ S_3(\omega_1, \omega_2, \omega_3) = \frac{H(\omega_1)H(\omega_2)H(\omega_3)O(\omega_1 + \omega_2 + \omega_3)}{D(\omega_1)D(\omega_2)D(\omega_3)D(\omega_1 + \omega_2 + \omega_3)} \]

\[
\left[ a_3 + \frac{2}{3} a_2 \left( \frac{F(\omega_1 + \omega_2)}{D(\omega_1 + \omega_2)} + \frac{F(\omega_1 + \omega_3)}{D(\omega_1 + \omega_3)} + \frac{F(\omega_2 + \omega_3)}{D(\omega_2 + \omega_3)} \right) \right]
\]

where \( D(\omega) = 1 - a_1 F(\omega) \) which is the loop gain of the feedback path, \( S_1(\omega) \) is the linear transfer function, \( S_3(\omega_1, \omega_2, \omega_3) \) is the nonlinear transfer function and \( H(\omega), O(\omega) \) and \( F(\omega) \) are filters to denote the memory effects for the memoryless nonlinear block in Fig. 2.12. The nonlinearity considered here is defined by a polynomial model as \( a_1 e[n] + a_2 e[n]^2 + a_3 e[n]^3 \).

### 2.6.2 Nonlinear Dynamic Cascade Model

The nonlinear dynamic cascade model of memory power amplifier for microwaves is shown in Fig. 2.13 [30]. This model uses a cascade combination of Wiener-Hammerstein models. It consists of a combination of two nonlinearities with a linear filter in between. The filters in the forward path are denoted as \( H(\omega), F(\omega) \) and \( O(\omega) \) in the frequency domain and the transfer
characteristic for the power amplifier model is given by [30]

\[
S_1(\omega) = H(\omega)a_1 F(\omega)b_1 O(\omega)
\]

\[
S_3(\omega_1, \omega_2, \omega_3) = H(\omega_1)H(\omega_2)H(\omega_3)O(\omega_1 + \omega_2 + \omega_3)
\]

\[
\begin{align*}
&+ \left\{ a_3 F(\omega_1 + \omega_2 + \omega_3)b_1 + \\
&+ \frac{2}{3} a_1 a_2 \left[ F(\omega_3)F(\omega_1 + \omega_2) + F(\omega_2)F(\omega_1 + \omega_3) + \\
&+ F(\omega_1)F(\omega_3 + \omega_2) \right] b_2 + a_1^3 F(\omega_1)F(\omega_2)F(\omega_3)b_3 \right\}
\end{align*}
\] (2.14)

where \(S_1(\omega)\) is the linear transfer function, \(S_3(\omega_1, \omega_2, \omega_3)\) is the nonlinear transfer function and \(H(\omega), F(\omega)\) and \(O(\omega)\) are filters to denote the memory effects for the memoryless nonlinear block in Fig. 2.13. The nonlinearity considered here is defined by a polynomial model as \(a_1 e[n] + a_2 e[n]^2 + a_3 e[n]^3\).

Thus, it is generalized that the dynamic cascade and feedback models are used to model microwave power amplifiers with strong memory effects [33]. Analysis of high memory effect
models is cumbersome which aroused a need to develop an equivalent memoryless model considering all the memory effects and studies in this direction are being made [34].

### 2.6.3 Bessel Fourier Series Model

A model to explain the nonlinear characteristics of the power amplifier was introduced, called the Bessel-Fourier series model, given by [34] [35] [36]

\[
g[y(t)] = \sum_{p=1}^{P} b_p J_1 \left( \frac{2\pi \gamma D}{p} x(t) \right)
\]  

(2.15)

where \(g[y(t)]\) is the output signal with AM-AM distortion, \(x(t)\) is the input, \(b_p\) is the \(p\)th coefficient of the Fourier series approximation, \(J_1(\cdot)\) is the Bessel function, \(D\) and \(\gamma\) are the dynamic range and dynamic range ratio parameter for the model [37].

Studies on choosing the right parameters for this model were carried out [35]. Due to inaccuracies and discrepancies, clarifications regarding the choice of right parameters were studied [38] [39]. Finally it is shown that certain modifications in this model led to higher accuracy of modeling of millimeter wave systems and was termed the modified Bessel-Fourier series model [37].

### 2.6.4 Modified Bessel Fourier Series Model

To overcome some of the drawbacks of the Bessel Fourier series model for power amplifiers, the modified Bessel-Fourier Series model was developed in 2013 by O’droma M and Lei Yim-
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Figure 2.14: Output Characteristics of a modified Bessel-Fourier Series Model for PA

\[
g[y(t)] = \sum_{p=1}^{P} b_{(2p-1)} J_1 \left( \frac{2\pi}{\gamma D} (2p - 1)x(t) \right) \quad (2.16)
\]

where \(g[y(t)]\) is the nonlinearly distorted signal, \(P\) is the Bessel-Fourier series order, \(b_{(2p-1)}\) is the \((2p - 1)\)th coefficient of the Fourier series approximation, \(J_1(\cdot)\) is the Bessel function, \(D\) and \(\gamma\) are the dynamic range and dynamic range ratio parameter for the model [37].

With the need to develop an equivalent memoryless model for millimeter wave power amplifiers for simpler analysis and modeling, studies on the characteristics of these power amplifiers were carried out in literature [34]. With the help of actual measurements of a Laterally Diffused Metal Oxide Semiconductor (LDMOS) power amplifier, it has been established that the modified Bessel-Fourier series model is the most suited power amplifier model for millimeter wave amplifiers [34]. The order of the modified Bessel-Fourier series to model a power
amplifier at millimeter wave range is $P = 3, 10$ and $\gamma = 3.8, 4.2$ respectively in (2.16) [34] [37]. The optimum value for the term $\alpha = 2\pi/\gamma D$ in equation 2.16 is 0.6 [40]. The output characteristics of the power amplifier model for millimeter waves using the modified Bessel-Fourier series model is shown in Fig. 2.14. This figure also compares the millimeter wave power amplifier characteristics with the output characteristics of Rapp model (with parameters $A = 2$, $p = 1$ and $x_0 = 1$).

### 2.7 Nonlinear Distortion Compensation Techniques

The effect of nonlinear distortion leads to clipping of signal in the time domain or the growth of additional frequency components as sidebands in frequency domain. The obvious compensation which needs to be done is to filter out the additional frequency components. The simplest method to do this would be the use of a band pass filter which is a device that allows signals of a particular range of frequencies through it filtering out the other frequency components in the signal. Though the method appears simple, the drawback of this compensation mechanism is that for narrow band or single carrier signals, the design of extremely narrow bandpass filter would be a challenge due to its higher order and unstable filter design [41]. For multicarrier signals, the design of bandpass filters may be easy due to their wideband operation and the out of band frequency components can be easily filtered out but the in-band distortions cannot be filtered out by the bandpass filter (Refer Fig. 2.6).

One of the most common method of nonlinear distortion compensation is the use of a pre-distorter at the transmitter end before the power amplifier [3]. A predistorter is a model defined by a generic complex function which implements the inverse of a defined power amplifier nonlinear model before the power amplifier segment of the transmitter [3]. Thus, the signal is
compensated for nonlinear distortions at the transmitter end even before signal transmission and hence, the receiver has to process for only the channel distortion. For power amplifiers having memory effects, predistorters for their nonlinear distortion compensation is proposed by the concept of look-up tables [42]. Though the predistortion method is an effective method of nonlinear distortion compensation, it involves additional signal processing at the transmitter end. Also, the predistortion method has a poor performance in low-IBO (Input Back Off) regions [3]. Hence, a receiver side nonlinear compensation is an assuring solution since the receiver already has signal processing blocks [16].

Many receiver side nonlinear compensation techniques have been proposed in literature [3] [16] [17] [18] [19] [43]. Nonlinear compensation can be done using hard decision rules and adaptive/iterative processes involving numerous Fast Fourier Transforms (FFT) and Inverse Fast Fourier Transform (IFFT) but causes intensive signal processing at the receiver [16] [18] [19] [43]. Though the methods are effective, they lead to higher order complexity at the receiver which may further effect the size and temperature aspects of the receiver design. The complexity further increases with larger number of received samples.

Alternative receiver side compensation techniques include the use of Sequential Monte Carlo (SMC) algorithm methods for nonlinear distortion compensation [3] [17]. This involves the estimation of transmitted data based on the received samples using SMC algorithms. SMC based compensation methods proposed in literature considers a MIMO system and derives a model for nonlinear compensation based on the probability distribution of power amplifier parameters at each of the transmitter antennas [17]. The received sample set of data from the pilot signal is used to estimate the distribution using SMC methods. These methods are efficient but intensive as they are iterative in nature, thus still involving complex processing at the receiver.
Nonetheless, there are compensation mechanisms being developed for power amplifier non-linear distortions but each method has its own drawback in terms of efficiency or the complexity of signal processing. There has always been a trade-off between complexity and efficiency in the designs involved.

2.8 Device Identification

‘Device Identification’ is a process of uniquely identifying a communication device using its distinctive feature(s). Devices are traditionally identified by some unique information that they hold such as a public identifier or a secret key. Besides by what they hold, devices can be identified by what they are, i.e., by some unique characteristics that they exhibit and that can be observed such as the operating system, drivers, clocks, radio circuitry, etc. [44]. It is proposed to use device dependent radiometrics as fingerprints to detect identity spoofing. Radiometric is a component of the radio signal such as amplitude, frequency, phase or any feature derived from those components. Each device creates a unique set of radiometrics in its emitted signal due to hardware variability such as in the antennas, power amplifiers, ADC, DAC, etc. [45]. These radiometrics, once produced in the signal, do not alter and thus provide a reliable means for identification. The device identification process involves verifying the identity of the device using one of these radiometric. Techniques that allow wireless devices to be identified by unique characteristics of their analog (radio) circuitry are referred to as physical-layer device identification.

Physical-layer device identification involves three entities; a wireless device, a device identification system, and an application system requesting the identification [44]. Physical-layer device identification systems aim at identifying (or verifying the identity of) devices based on
characteristics of devices that are observable from their communication at the physical layer i.e., physical-layer device identification systems acquire, process, store, and compare signals generated from devices during communications with the ultimate aim of identifying (or verifying) devices. Some of these observable characteristics are the IQ imbalance, power amplifier nonlinearities etc [45]. A physical-layer identification system has the tasks to acquire the identification signals (acquisition setup), extract features and obtain fingerprints from the identification signals (feature extraction module), and compare fingerprints (fingerprint matcher).

Physical-layer identification is one of the reliable method for device identification since the principle is based on a observable quantity of an actual hardware circuitry used in communication which is specific to that device. Hence, any other device trying to interpret as the original device can be easily identified since the characteristics of the hardware circuitry used in this device is completely different from the original one. This would mean the interpreting device should have a hardware with characteristics exactly similar to that of the original device which is highly improbable and thus can be an efficient mechanism of physical layer security. The physical layer device identification technique can also be combined with techniques in different layers for a collaborated approach for device identification.

2.9 Summary

In this chapter, the background information about the wireless communication system with an introduction of the MIMO and OFDM techniques has been given. Various sources of distortion in a typical wireless communication system were discussed with a special emphasis on the power amplifier nonlinear distortions. The effects of nonlinear distortion on the constellation diagram and the power spectral density was studied along with a literature survey of the
available power amplifier behavioral models at normal and high frequencies (memoryless and memory models), currently available compensation mechanisms for nonlinear power amplifier distortions and its advantages and disadvantages. This was followed by a brief understanding of ‘Device Identification’ and its process.

2.10 Conclusions

The following are the conclusions from this chapter.

- The effect of power amplifier nonlinear distortions is mostly severe in QAM systems due to changes in decision region of the symbols and hence, it is essential to develop compensation mechanisms for QAM communication systems (Fig. 2.4). Thus, QAM systems have been considered for the analyses in this thesis.

- From literature, it is established that the Rapp model is the best suited behavioral model for modeling the effect of power amplifier nonlinearity as it clearly depicts the saturation phenomenon of SSPAs [22]. Since most present day systems use SSPAs, analysis of power amplifiers has been done using the Rapp model in this thesis with the intention of application of the proposed methods for practical SSPAs.

- Power amplifier behavior in the millimeter wave range is different from the UHF range and it is established that the modified Bessel-Fourier series model is the suitable behavioral model to study and analyze power amplifiers in millimeter wave systems [34]. Hence this model has been considered for millimeter wave power amplifier analyses in this thesis.
2.10. Conclusions

- Physical layer device identification can be done based on the set of unique radiometrics produced by a component of the transmitter device. One of such an application of identification of transmitter device using these radiometrics has been considered in this thesis.
Chapter 3

Pilot Signal Based PA Distortion Compensation and Device Identification

3.1 Introduction

In wireless communication systems, distortions are compensated at the receiver end of the wireless communication system using methods with a primary focus on retrieving the original signal, irrespective of their source of distortion. In this chapter, a methodology to identify the sources of distortion separately, its compensation and application in a transmitter device identification process is proposed using a two-step pilot signal approach. The methodology of identifying the source of device distortion, which is time invariant and channel distortions, which is time variant, separately is intended to reduce the complexity of the distortion compensator as the parameters for the time invariant distortion compensation, once estimated need not be re-estimated again. In the two-step process in this proposed methodology, step one involves the estimation of the channel and the step two estimates the transmitter parameters which are used to compensate distortions and identify the device. The device identification process involves the comparison of the estimated RF transmitter device parameters with a validated set of parameters.
The proposed method is illustrated by implementing it on a MIMO-STBC (Multiple Input Multiple Output-Space Time Block Code) system modulated by a QAM (Quadrature Amplitude Modulation), considering the Power Amplifier (PA) distortions (which are specific to a transmitter) and the MIMO channel distortions (which changes with changing channel characteristics). Identifying the power amplifier distortion separately and using a static means of compensation with fixed parameters for these distortions reduces the signal processing complexity at the receiver. Results from computer simulation show that the proposed compensation method has a significantly good performance in terms of the bit error rate of the system and successfully identifies the transmitter device.

In the proposed method, a focus on identifying the power amplifier and channel distortion is based on the use of symbols in the pilot signal present at different positions of the constellation. The fact that the channel distortions impairs all the symbols of the constellation equally while the nonlinear distortion significantly effects only the outer symbols in the constellation in Solid State Power Amplifiers (SSPAs) makes it a key point to identify and estimate these sources of distortion separately. With this information, the received signal is first compensated for the channel by channel estimation and equalization technique, and the power amplifier distortions are compensated by a parameter estimation and implementing them in an inverse model at the receiver.

Power amplifiers create a unique set of radiometric information which cannot be altered post production [45]. This radiometric information of the power amplifier can be defined by behavioral models which are functions of certain parameters. In this project, the power amplifier parameters estimated during the two-step process containing this radiometric information is used to identify the transmitter device as they are device specific.

The chapter is organized as follows. Section 3.2 describes the system model considered,
Section 3.3 describes the compensation mechanism for the channel and power amplifier distortions along with the estimation of the amplifier parameters of the transmitter. Section 3.4 describes the transmitter identification methodology followed by section 3.5 giving the system implementation and simulation results. Section 3.6 describes the effectiveness of the nonlinear compensator for variation in parameter values of the power amplifier and Section 3.7 draws the summary of the proposed mechanism.

3.2 System Model

A discrete-time baseband model with QAM STBC encoded Multiple Input Multiple Output (MIMO) communication system with $n_t$ transmitting and $n_r$ receiving antennas, subject to power amplifier nonlinear distortions and channel is considered as shown in Fig. 3.1. Before the data transmission, two kinds of pilot sequences are generated; $X^{T_1}$ for step one, consisting of only the inner symbols of the constellation $s_{in}$ having lower magnitude, (Symbol kinds inside dotted box of Fig. 3.2 and Fig. 3.3), to estimate the channel state information as they are not affected significantly by power amplifier distortions and $X^{T_2}$ for step two, which contains the outer symbols of the constellation, $s_{out}$ (Symbol kinds outside dotted box of Fig. 3.2 and Fig. 3.3), as these symbols have higher magnitude and are susceptible to power amplifier distortions due to clipping and can be used to extract the power amplifier parameters at the receiver. The number of symbols in the set of $s_{in}$ and $s_{out}$ depend on the number of points of QAM and hence, pilot signals are designed appropriately according to the QAM scheme used, mainly using symbols which undergo negligible distortions in $X^{T_1}$ and high distortion in $X^{T_2}$ due to the power amplifier. The pilot sequences $X^{T_1}$ and $X^{T_2}$ can be either transmitted in two stages or combined and transmitted in a single stage. A Rapp model [22] is considered...
3.2. System Model

Figure 3.1: System Model for the Proposed Communication System

Figure 3.2: Compression in 16-QAM Constellations (along with decision regions)

for power amplifier distortions as this model clearly depicts the clipping effects of the signal of higher magnitude and extensively used to model Solid State Power Amplifiers (SSPA) [3], [16].
The modulated data vector considered, in its complex and polar form, is represented as

$$\mathbf{X} = [x[1] \ x[2] \ x[3] \ ... \ x[T]]^\text{Tran}$$  \hspace{1cm} (3.1)

$$\mathbf{X} = [|x[1]|e^{j\theta_1} \ |x[2]|e^{j\theta_2} \ |x[3]|e^{j\theta_3} \ ... \ |x[T]|e^{j\theta_T}]^\text{Tran}$$  \hspace{1cm} (3.2)

where $t = 1, 2, ..., T$ are the discreet time instants with total symbol duration of $T$, $|x[t]|$ represents magnitude of symbol $x[t]$ with its linear gain, $\theta_t$ represents the phase of the symbol and
3.2. System Model

Tran means the transpose.

When subjected to nonlinear distortions due to the power amplifier at baseband, each non-
linearly distorted symbol is given by [22]

$$|x_{NL}[t]| = \frac{|x[t]|}{\left[1 + \left(\frac{|x[t]|}{x_0}\right)^2p\right]^{\frac{1}{2p}}} \quad (3.3)$$

$$= |x[t]| \cdot d[t]$$

where

$$d[t] = \frac{1}{\left[1 + \left(\frac{|x[t]|}{x_0}\right)^2p\right]^{\frac{1}{2p}}} \quad (3.4)$$

is the power amplifier distortion factor by which the magnitude of the transmitted symbol is
distorted, $|x[t]|$ is the magnitude of the amplified input signal (product of the linear gain $A$ and
the input signal has been considered here), $x_0$ is the output saturation level parameter and $p$ is
the smoothness factor of the power amplifier. Here, $x_0$ and $p$ are power amplifier parameters
which are specific to the transmitter device. Since the SSPA does not introduce phase distortion
[22], the data vector in the polar form with nonlinear distortions is

$$X_{NL} = [|x_{NL}[1]|e^{j\theta_1} \ |x_{NL}[2]|e^{j\theta_2} \ ... \ |x_{NL}[T]|e^{j\theta_T}]^{Tran}$$

$$= [d[1]|x[1]|e^{j\theta_1} \ d[2]|x[2]|e^{j\theta_2} \ ... \ d[t]|x[T]|e^{j\theta_T}]^{Tran} \quad (3.5)$$

$$= X \circ D$$

where $X$ is as given in equation 3.2, $D = [d_1 \ d_2 \ ... \ d_T]^{Tran}$ is the power amplifier distortion
vector where each element is defined by equation 3.4 and $(X \circ D)$ is the hadamard product (el-
element wise multiplication) of the power amplifier distortion term with the modulated symbol. In the complex form, it is written as

\[ X_{NL} = [x_{NL}[1] \ x_{NL}[2] \ldots x_{NL}[T]]^{T_{ran}} \] (3.6)

where \( X_{NL} \) is a \( T \times 1 \) vector of transmitted symbols.

The signal containing power amplifier distortions passes through a MIMO wireless channel with \( n_t \) transmit antennas and \( n_r \) receive antennas. Thus, the received matrix when the symbols are transmitted for a symbol duration \( T \) is \([17]\)

\[ Y = H\tilde{X}_{NL} + W \] (3.7)

where \( H \) is the \( n_r \times n_t \) channel gain matrix, \( Y \) is the \( n_r \times T \) received signal matrix and \( \tilde{X}_{NL} \) is the \( n_t \times T \) transmitted symbol matrix of \( X_{NL} \) after STBC coding with power amplifier distortions, \( W \) is the \( n_r \times T \) in-band Additive White Gaussian Noise (AWGN) matrix.

### 3.3 Compensation Mechanism

#### 3.3.1 Channel Estimation and Equalization

To eliminate the channel distortions, an estimate of the channel \( \hat{H} \) needs to be determined. The first step of the pilot signal performs this operation using \( X^{T_1} \). It is assumed that the channel distortions are constant for one time frame \( (t = 1 \ldots T) \) but varies from frame to frame. The pilot sequence \( X^{T_1} \) of size \( T_{T_1} \times 1 \) consisting of the inner symbols of the constellation (i.e.
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$X^{T1} \in \{s_{in}\}$ of Fig. 3.2 undergo negligible power amplifier nonlinear distortions and the pilot signal vector at the power amplifier output will be $X_{NL}^{T1} \cong X^{T1}$. When transmitted through the channel, the received signal is given by

$$Y^{T1} = H \tilde{X}^{T1} + W^{T1} \tag{3.8}$$

where $Y^{T1}$ is the $n_r \times T_{T1}$ received pilot signal matrix at $n_r$ antennas and $\tilde{X}^{T1}$ is the $n_{tr} \times T_{T1}$ transmitted pilot symbol matrix transmitted through $n_{tr}$ antennas, $W$ is the $n_r \times T_{T1}$ AWGN matrix and $T_{T1} (< T)$ is the symbol duration for the pilot signal $X^{T1}$. It must be noted here that $X^{T1}$ is the pilot vector while $\tilde{X}^{T1}$ is the pilot signal matrix after STBC encoding.

Since $X^{T1}$ is not significantly affected by the power amplifier nonlinearities, the received pilot signal $Y^{T1}$ mainly contains the channel distortions. The unknown channel co-efficients $H$, denoted as $\hat{H}$ can be estimated using the least square estimate as [17]

$$\hat{H}_{LS} = \arg \min_{\hat{H}} \|H \tilde{X}^{T1} - Y^{T1}\|_F^2 \tag{3.9}$$

where $\|\|_F$ is the Frobenius norm.

3.3.2 Nonlinear Distortion Estimation and Compensation

With the estimate of the channel obtained, step two of the proposed method to estimate power amplifier parameters is discussed in this section. An inverse Rapp model is considered at the receiver to compensate the power amplifier distortion which is derived from equation 3.3 and
is defined by, [3]

\[ |x_n| = \frac{|x_{NL,n}|}{\left[ 1 - \left( \frac{|x_{NL,n}|}{x_0} \right)^{2p} \right]^{\frac{1}{2p}}} \]  

(3.10)

The application of this inverse model as a predistorter at the transmitter end to compensate power amplifier distortions exists and can be easily implemented as the parameters are known at the transmitter [3]. On similar lines, this model is implemented at the receiver end in this proposed method, which requires the estimation of the parameters \( p \) and \( x_0 \). It is considered that all power amplifiers in the MIMO transmitter exhibit same nonlinear behavior, which means they are defined by same values of parameters \( x_0 \) and \( p \) [17]. This assumption can be considered since all power amplifiers are connected to the same power source and will work identically.

To estimate these parameters, the second pilot signal vector \( X^{T_2} \) of size \( T_2 \times 1 \), consisting of the outer symbols of the constellation, \( s_{\text{out}} \) is used (Fig. 3.2 and 3.3), as these symbols undergo significant distortion due to power amplifier nonlinearity. For the case of 16-QAM, there are two outer symbols labeled as \( \{ s_{\text{out}}^1, s_{\text{out}}^2 \} \) (Fig. 3.2) which are used in \( X^{T_2} \). Let their representation with power amplifier nonlinear distortion be \( \{ s_{\text{out}_{NL}}^1, s_{\text{out}_{NL}}^2 \} \) respectively (Fig. 3.2). Since, it is required to estimate 2 parameters, two symbols are used in \( X^{T_2} \) to solve for the parameters. After signal transmission, the representation of the received MIMO pilot signal \( X^{T_2} \) containing the channel and nonlinear distortions in the matrix form is given by

\[ Y^{T_2} = H X^{T_2}_{\text{NL}} + W^{T_2} \]  

(3.11)

where \( Y^{T_2} \) is the \( n_r \times T_2 \) nonlinearly distorted received pilot signal with channel distortions
received through \( n_r \) antennas, \( \tilde{X}_{\text{NL}}^{T_2} \) is the \( n_r \times T_{T_2} \) transmitted pilot symbol matrix transmitted from \( n_r \) antennas, \( W^{T_2} \) is the \( n_r \times T_{T_2} \) AWGN matrix and \( T_{T_2} < T \) is the symbol duration for the pilot signal \( X^{T_2} \). Again it must be noted here that \( X^{T_2} \) is the pilot vector while \( \tilde{X}^{T_2} \) is the pilot signal matrix after STBC encoding.

In a MIMO system, from the received signal matrix, the symbol at the \( j \)th receive antenna at time \( t \) can be expressed as [7]

\[
\tilde{r}_{\text{NL}}^j(t) = \sum_{i=1}^{n_r} \alpha_{i,j} s^j(t) + w^j(t) \quad (3.12)
\]

where \( \alpha_{i,j} \) is the path gain between the \( i \)th transmit and \( j \)th receive antenna, \( s^j(t) \in \{s_{\text{out NL}}^1, s_{\text{out NL}}^2\} \) is the transmitted pilot symbol from antenna \( i \) at time \( t \) with nonlinear distortion information.

With the channel state information obtained from equation 3.8, the channel distortions in \( Y^{T_2} \) are compensated and STBC decoded, and the pilot signal vector containing the nonlinear distortion and AWGN with symbols \( \{\tilde{s}_{\text{out NL}}^1, \tilde{s}_{\text{out NL}}^2\} \) is obtained, where \( \{\tilde{s}_{\text{out NL}}^1, \tilde{s}_{\text{out NL}}^2\} \) are received symbols corresponding to symbols \( \{s_{\text{out NL}}^1, s_{\text{out NL}}^2\} \) respectively containing AWGN.

With AWGN the pilot symbols with power amplifier distortions, \( \tilde{s}_{\text{out NL}}^l \sim \mathcal{N}(\hat{s}_{\text{out NL}}^l, \sigma_{\text{NL}}^2) \).

The maximum likelihood of \( \tilde{s}_{\text{out NL}}^l \) is obtained to solve for \( \hat{s}_{\text{out NL}}^l \) as,

\[
\hat{s}_{\text{out NL}}^l = \arg \max_{\tilde{s}_{\text{out NL}}^l} \prod_{t=1}^{T_{T_2}} f(\tilde{s}_{\text{out NL}}^l(t)) \\
= \arg \min_{\tilde{s}_{\text{out NL}}^l} \sum_{t=1}^{T_{T_2}} (\tilde{s}_{\text{out NL}}^l(t) - \hat{s}_{\text{out NL}}^l)^2 \quad (3.13)
\]

where \( f(.) \) is the probability density function (PDF), \( T_{T_2} \) are the total number of received \( l \)th
symbol corresponding to symbol $s_{out_{1,2}}^l$, $l = 1, 2$ in time $T_{T2}$.

With two unique kinds of symbol used in the pilot sequence, both impaired by the power amplifier distortions, their magnitudes are defined by the Rapp model in equation 3.3

\[
|\hat{s}_{out_{1}}^l| = \frac{|\hat{s}_{out}^l|}{\left[1 + \left(\frac{|\hat{s}_{out}^l|}{x_0}\right)^2\right]^\frac{1}{2p}}
\]  

(3.14)

At this point, the parameters $p$ and $x_0$ need to be estimated, which are specific to the particular transmitter. This method is followed for two purposes; one, is for the identification of the transmitter based on the estimated parameters and two, is to compensate the nonlinear distortions. For this purpose, equation 3.14 is solved with $l = 1, 2$. Considering equation 3.14 with $l = 1$ and rearranging, the estimate of $x_0$ (denoted as $\hat{x}_0$) would be

\[
\hat{x}_0 = \frac{|\hat{s}_{out}^1|}{\left(\left(\frac{|\hat{s}_{out}^1|}{|\hat{s}_{out_{1,2}}^1|}\right)^2\hat{\rho} - 1\right)^\frac{1}{2p}}
\]  

(3.15)

Here, the equation requires the information of $p$ to estimate $x_0$. To estimate $\hat{\rho}$, substitute $l = 2$ in equation 3.14 and $x_0 = \hat{x}_0$ from equation 3.15, and simplify to get

\[
\begin{align*}
&\left(|\hat{s}_{out}^2||\hat{s}_{out}^1||\hat{s}_{out_{1,2}}^2|\right)^{2\hat{\rho}} - \left(|\hat{s}_{out}^2||\hat{s}_{out}^1||\hat{s}_{out_{1,2}}^1|\right)^{2\hat{\rho}} + \\
&\left(|\hat{s}_{out}^1||\hat{s}_{out_{1,2}}^2||\hat{s}_{out_{1,2}}^1|\right)^{2\hat{\rho}} - \left(|\hat{s}_{out}^1||\hat{s}_{out_{1,2}}^2||\hat{s}_{out_{1,2}}^1|\right)^{2\hat{\rho}} = 0
\end{align*}
\]  

(3.16)

Using the estimated parameters, $\hat{\rho}$ and $\hat{x}_0$, the power amplifier distortions are compensated by implementing it in the model described by equation 3.10. This is shown in the ‘Nonlinear
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Parameter Estimation’ and ‘Nonlinear Compensation’ blocks of Fig. 3.4.

The parameter estimation model derived here require at least two unique symbols containing power amplifier distortions which can be obtained from any M-QAM. In the case of higher QAM, there are more than two unique outer symbols impaired by the power amplifier distortions, and thus all these symbols can be used in the pilot signal. For example, in a 64-QAM, there are 7 possible unique symbols with power amplifier distortion (Fig. 3.3). This results in \( l > 2 \) in equation 3.14 and can be solved for the power amplifier parameters \( p \) and \( x_0 \). Since, this would lead to an over-determined system, least squares methods like Levenberg–Marquardt algorithm can be used to solve for the power amplifier parameters.

Now, the estimated parameters \( \hat{p} \) and \( \hat{x}_0 \), when communication was established with the intended transmitter, are considered as the device identification parameters of the transmitter and is used for its identification. Let it be called ‘validated’ power amplifier parameters denoted as \( \psi_{val} \subseteq \{\hat{p}_{val}, \hat{x}_{0,val}\} \).

\[\text{3.4 Transmitter Identification Procedure}\]

The transmitter is identified by its ‘validated’ radiometric power amplifier parameters defined by \( \psi_{val} \) as mentioned in Section 3.3. As long as the actual transmitter is communicating with the receiver, these values of \( \psi_{val} \) do not change. The basic idea for the device identification process is that the receiver re-estimates the power amplifier parameters periodically using the parameter estimation methodology proposed in this chapter and verifies with the validated power amplifier parameters. If the re-estimated parameters do not match with the validated one, it can be concluded that the current transmitter device is different from the validated transmitter. The identification of the transmitter is based on the two parameters of the power
amplifier, viz. \{\hat{p}_{\text{val}}, \hat{x}_{0,\text{val}}\}, and thus the identification process proposed in this paper is a robust method as both the re-estimated parameters have to match with the corresponding validated parameters. The identification is done with the collaboration of multiple receivers [12].

Considering \(K\) receivers as in Fig. 3.4, the receivers estimate the parameters and also compensate the distortions using the compensation mechanism given in this chapter. It is assumed that all \(K\) receivers have stored the same \(\psi_{\text{val}} \in \{\hat{p}_{\text{val}}, \hat{x}_{0,\text{val}}\}\) of the transmitter [12]. During the identification process, the \(k\)th receiver re-estimates the power amplifier parameters \(\psi_{\text{est},k} \in \{\hat{p}_k, \hat{x}_{0,k}\}\). Ideally, \(\psi_{\text{est},k}\) should match with \(\psi_{\text{val}}\) if the communication is still with the intended transmitter, but practically the estimated parameters may get corrupted by noise. Thus, the values \(\psi_{\text{est},k}\) from \(K\) receivers follow a distribution. Based on the central limit theorem, it is considered that \(\psi_{\text{est},k} \sim N(\bar{\psi}_{\text{est}}, \sigma_{\psi_{\text{est}}}^2)\) for the analysis, with mean \(\bar{\psi}_{\text{est}}\) and variance \(\sigma_{\psi_{\text{est}}}^2\). For the case where the set of values follow a different distribution, analysis must be carried out for that case.

To identify the transmitter, a binary hypothesis test is modeled as

\[
\begin{cases}
H_0 : & \bar{\psi}_{\text{est}} = \psi_{\text{val}} \\
H_1 : & \bar{\psi}_{\text{est}} \neq \psi_{\text{val}}
\end{cases} \quad (3.17)
\]
3.4. **Transmitter Identification Procedure**

Here $H_0$ corresponds to the validated transmitter and $H_1$ corresponds to a different transmitter parameters.

In order to solve this hypothesis model, the t-test is performed [46]. The criteria for the analysis using t-test is defined as

Reject $H_0$ if

$$|T_0| > t_{\alpha/2,K-1} \text{ or } |T_0| < -t_{\alpha/2,K-1}$$

(3.18)

where $T_0$ and $t_{\alpha/2,K-1}$ are the test statistic and $t$-value (obtained from the t-distribution table) respectively evaluated from the set of estimated parameters, $\alpha$ is the ‘significance level’ defined as ‘probability of rejecting $H_0$ given that it is true’, and $K - 1$ are the degrees of freedom. $\alpha$ is typically chosen as 0.05, i.e. it is acceptable to have a 5% probability of incorrectly rejecting $H_0$ [46]. $T_0$ follows a student t-distribution and is defined as [46]

$$T_0 = \frac{\bar{\psi}_{val} - \bar{\psi}_{est}}{\sqrt{\frac{\sigma^2_{\psi_{est}}}{K}}}$$

(3.19)

In the event of change in transmitter, $H_1$ gets acquired upon the application of this test and when this happens, the receivers take a decision that the current transmitter is different from the validated transmitter. By the t-test, the confidence interval (CI) for the parameters of the validated transmitter is given by

$$CI = \bar{\psi}_{est} \pm t_{\alpha/2,K-1} \sqrt{\frac{\sigma^2_{\psi_{est}}}{K}}$$

(3.20)
Figure 3.5: Performance of 16-QAM STBC System with Proposed Compensation Technique, \( n_{tr} = n_r = 2 \), \( p=0.81 \)

The error probability is given by

\[
\beta = P\{ -t_{\alpha/2,K-1} \leq T_0 \leq t_{\alpha/2,K-1} \text{ when } \delta \neq 0 \} \tag{3.21}
\]

where \( \delta \) is the non-centrality parameter. The power of the statistical test is given by \( 1 - \beta \).

### 3.5 System Implementation and Simulation Results

#### 3.5.1 Compensator Performance

The system was simulated in MATLAB® with a 16-QAM and 64-QAM MIMO-STBC system with \( n_{tr} = 2 \) and \( n_r = 2 \) and a MIMO channel. One million data symbols were considered
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Figure 3.6: Performance of 64-QAM STBC System with Proposed Compensation Technique, $n_t = n_r = 2$, $p=0.81$

of which thirty thousand symbols were used as pilot symbols with $s_1$, $s_2$ and $s_3$ each as ten thousand. The power amplifier parameters namely the smoothness factor was $p = 0.81$ [47], and was simulated at different levels of $x_0$ namely $x_0 = 1, 2$ and $3$ for a 16-QAM and $x_0 = 2, 3$ and $5$ for the 64-QAM to evaluate the performance of the compensation mechanism. $x_0 = 1$ was not considered for a 64-QAM as this value would drive the power amplifier to deep saturation which is not the usual operation range of power amplifiers. The pilot signal $X^{T1}$ was assumed to make a perfect channel estimate for every symbol duration $T$. $X^{T1}$ needs to be transmitted with every time frame to track the fast changes in the channel while $X^{T2}$ can be transmitted only once to estimate the power amplifier model parameters because once the parameters are estimated, it is unique to the transmitter and needs to be estimated again only to verify if the transmitter is still the validated one or a different one. This would significantly improve the
bandwidth efficiency of the system and reduce the signal processing complexity at the receiver. The nonlinear distortion parameters were estimated using the proposed algorithm and were applied to the inverse model defined in equation 3.10 to compensate the distortions. Fig. 3.5 and Fig. 3.6 shows the performance of the 16-QAM and 64-QAM MIMO STBC system in terms of Bit Error Rate (BER) with respect to Signal-to-Noise Ratio (SNR) at various levels of $x_0$. The plot gives the comparison of the performance with and without distortion compensation. It is seen that the proposed system has better performance for a higher $x_0$ due to a higher back-off. The dotted curve indicate the performance with ideal (known) parameters of the power amplifier and the solid line indicates the performance with estimated parameters of the power amplifier. In both the plots, the plots match and show a good performance in terms of distortion compensation. Fig. 3.7 shows the plot of error percentage between the estimated and ideal
values of the power amplifier parameters $p$ and $x_0$ as a function of signal-to-noise ratio when
the estimation is done using the pilot signal $X^{T2}$ using 1000 trials. Good performance here is
defined as a bit error rate value of less than 5% for typical working ranges of signal-to-noise
ratio (>18dB)

### 3.5.2 Transmitter Identification Process Performance

The simulation setup for testing the device identification process consisted of the validated
parameters $p = 0.81$ and $x_0 = 2$ with a 16-QAM system and the parameters for the different
transmitter as $p = 0.9$ and $x_0 = 3$ with the collaboration of 8 receivers. The t-test successfully
identified the transmitter with $p = 0.9$ and $x_0 = 3$ as a transmitter different from the validated
one. To test the performance of the proposed identification process at different noise levels,
the power of the statistical t-test (probability of rejecting the transmitter) as a function of the
differences between the validated and estimated parameters was plotted, at different standard
deviation of $\sigma_{\psi_{est}} = 0.25, 0.5, 1$ and 2 and is shown in Fig. 3.8 (The standard deviation is ob-
tained as the square root of the variance of $\psi_{est}$). It is seen that the power of t-test is high when
the difference in parameters is high and increases sharply for low variance (low noise levels).
This means that at low noise levels, even the slightest variation in power amplifier parameters
outside the CI is easily identified. Typically the variance of the sample distribution from the
estimated values were found to be in a very low range of 0.017 (as seen from simulations)
because the parameters are estimated after compensation of channel AWGN in (3.13) using the
maximum likelihood method and thus the effect of channel noise is very minimal. The noise
may creep in only due to rounding-off errors during the mathematical processing.
3.6 Effectiveness of Nonlinear Compensator for Variations in Parameter Values

This section speaks about the effectiveness of the proposed compensation method when the power amplifier operate at different values of parameters, viz., saturation level parameter $x_0$ and smoothness factor $p$. The variation of these values occur based on the type of power amplifier and its biasing conditions at the transmitter. In order to analyze the effectiveness of the performance of the system for variation of these parameters, the system was simulated for a range of values of a parameter keeping the other parameters constant. Thus, the sensitivity of $p$ was studied by keeping $x_0$ constant and varying $p$ through a range. The same was done for $x_0$ by keeping $p$ constant. Fig. 3.5 and Fig. 3.9 shows the performance of the system for variation of parameter values of $p$ and $x_0$ respectively for a 16-QAM system.
3.6. Effectiveness of Nonlinear Compensator for Variations in Parameter Values

3.6.1 Effect of $p$

Parameter $p$ defines how smoothly the characteristics of the power amplifier change from the linear region to the nonlinear region. The value of $p$ is primarily dependent on the type of transistor used in the power amplifier. Lower value of $p$ denotes a smoother transition whereas a larger value depicts a sharp transition as illustrated in Fig. 2.8. From IEEE standards documentation, the typical values of $p$ lie between 2 and 3 for a practical power amplifier depending on the type of the transistor used [48] but a particular standard is defined for power amplifiers used in 802.11 applications which is defined as $p = 0.81$ [47]. A test case of $p = 1.02$ has also been considered for simulations in literature [49]. A good performance of the proposed compensation mechanism at these ranges of $p$ would make this compensation mechanism a practical solution.

To analyze the effect of variation of $p$ on the system performance using the proposed compensation mechanism, simulations were done using this system by setting the practical extreme possible values of $p$ ($p$ values as 0.81, 1.02, 2, 3) and the performance in terms of Bit Error Rate (BER) was plotted to evaluate the effectiveness of the proposed model practically. The value of $x_0$ was set as 2.5. It was observed that the drop in BER as a function of Signal to Noise ratio (SNR) is late for a power amplifier working at high smoothness factor. This means a signal distorted by power amplifier distortions due to a high value of $p$ need a high SNR signal to compensate the distortions effectively. From equation 3.9 it can be noted that the power amplifier working at a very high smoothness factor $p$ (In this case $p = 3$) requires a signal with high SNR (In this case 35dB) for an acceptable level of performance while power amplifiers working at very low smoothness factors start giving a significantly good performance at low SNR levels which is a good point to be noted. When it comes to practical power amplifiers with
Figure 3.9: Performance of the system at various $p$ at $x_0=2.5$

$p$ between 2 and 3, an acceptable level of performance is still achieved in 16-QAM systems as shown in Fig. 3.9. The yellow curve is the performance of the power amplifier working at the upper bound of the practical range of power amplifiers ($p = 3$).

Thus, it can be concluded that the effectiveness of the proposed compensation mechanism is dependent on $p$; its performance reduces with increase in the value of the smoothness factor $p$. Based on the tests for the standard practical working ranges of $p$, the proposed compensation mechanism can be effectively implemented in practical receivers.

### 3.6.2 Effect of $x_0$

Parameter $x_0$ is the factor which defines the saturation level at which the power amplifier is working. This value is dependent on the operating conditions such as the biasing voltage and
saturation level at which the power amplifier is operated at the transmitter. The lower value of $x_0$ is equivalent to a deeper saturation level which leads to higher clipping of signals and higher loss of data in the signal; in other words, the power amplifier is working at very low back-offs. Thus, a very low value of $x_0$ leads to significant degradation of the signal, that the compensation mechanism will not be effective enough to compensate these distortions, leading to poorer performance of the system. The value of $x_0$ is adjustable by the user at the transmitter and is generally set at an optimized range of values as explained in Section 2.3.

The system performance due to the effect of variation of $x_0$ can be seen from Fig. 3.5 which is simulated at three values of the saturation level parameter $x_0 = 1, 2, 3$ and maintaining $p = 0.81$. It may be noted from Fig. 3.5 that the drop in the BER curve as a function of SNR is steeper for a signal working at a higher $x_0$ ($x_0 = 3$), because less data in the signal is lost due to clipping. Lower values of $x_0$ drives them to deeper saturation and the drop in the BER curve is less steep.

From Fig. 3.5 and Fig. 3.6, it can be concluded that as the saturation level of the power amplifier reduces, the power amplifier works at very low back-off and the effectiveness of the proposed technique reduces. Practically, power amplifiers are made to work at an optimized saturation levels as explained in Section 2.3. Given that the power amplifier is operated at near saturation levels, the proposed compensation mechanism is effectively implemented at close to these values of saturation levels and the parameters are effectively estimated.

### 3.7 Summary

This chapter proposes a methodology of identification of the source of distortion in a wireless communication system and its compensation considering the power amplifier and the channel
distortions using a two-step pilot signal approach. The motive behind this methodology is to identify the ‘fairly static’ and dynamic distortions separately, and develop a distortion compensation model with lower complexity. A lower complexity is achieved since the power amplifier parameters are identified once and are re-used for all other symbols for compensation instead of re-estimating them again and again. The simulations verify that the proposed method has a robust performance in terms of bit error rate. This section also illustrates the effect of the power amplifier parameters, when power amplifiers work at that levels.

This technique was also developed and implemented for a transmitter identification procedure, based on the information of the estimated parameters of the power amplifier. A statistical t-test was used to compare the parameters to identify the transmitter. Computer simulations show its implementation and successful identification of the transmitter device. The proposed method can be implemented in conjunction with other physical layer device identification methods for intended transmitter identification with an enhanced performance.
Chapter 4

Millimeter-wave OFDM system with Power Amplifier Nonlinearity

4.1 Introduction

Power amplifiers are an integral part of communication systems to increase the strength of signals transmitted into the wireless media. These power amplifiers produce nonlinear distortions due to their saturation nature and are widely produced in OFDM systems due to their high Peak to Average Power Ratio (PAPR) operation. The behavior of power amplifiers also varies with the frequencies at which they operate. Most of the present communication systems work in Ultra High Frequency (UHF) range and are defined by power amplifier behavioral models such as the Rapp model, Saleh model etc. as discussed in Chapter 2. Extensive work on the theoretical analysis of power amplifier performance has been carried out by Bohara for the UHF range [9] [50] [51]. This work needs to be extended to the millimeter wave communication systems due to upcoming technologies in this area.

With the demand for higher data rates and limited spectrum available, technologies are being developed in the millimeter wave range of signals to achieve higher bandwidths. In this chapter, the performance of millimeter wave Orthogonal Frequency Division Multiplexing
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(OFDM) wireless communication systems in presence of power amplifier nonlinear distortions is studied. Practical analysis of a millimeter wave power amplifiers is more complex than UHF systems at this point of time due to hardware availability issues and complex simulation processes, and thus need mathematical models for their analyses. The modified Bessel-Fourier series model, which models the behavior of millimeter wave power amplifiers considering the equivalent stray effects of high frequency operation, has been used here to derive an analytical expression for the symbol error probability which evaluates the performance of millimeter wave communication systems in presence of power amplifier distortions. This expression can be used to avoid the cumbersome evaluation of the system performance from complex simulations [34]. The results of the analytical expression is compared to the simulation values of the communication system and verified. This is followed by a methodology to obtain the equivalent parameters for the Rapp model for a millimeter wave system.

The chapter is organized as follows. Section 4.2 describes the system model considered for the implementation, Section 4.3 gives the derivation details of the theoretical analysis of the system followed by its simulation and verification in Section 4.4. Section 4.5 derives the equivalent parameters for the Rapp model for the millimeter wave power amplifier modeled using the modified Bessel-Fourier series. The summary of the chapter is given in Section 4.6.

4.2 System Model

A millimeter wave OFDM system impaired by the power amplifier is considered as shown in Fig. 4.1. The millimeter wave communication signal is subject to power amplifier nonlinearity and a wireless channel.
An OFDM signal is given by [9]

\[
x[n] = \begin{cases} 
\frac{1}{N} \sum_{m=0}^{N-1} X_m e^{j2\pi mn/N} & \text{for } -N_g \leq n \leq N - 1 \\
0 & \text{otherwise}
\end{cases}
\]  

(4.1)

where \( n \) is time index, \( N \) is the Inverse Fast Fourier Transform (IFFT) length of the OFDM system, \( N_g \) is the guard interval length, \( X_m \) is the complex data symbol in frequency domain in the \( m \)th subcarrier.

Expressing this OFDM signal in terms of its magnitude and phase at a given time index \( n \), by converting it to the polar form, \( x[n] \) in equation 4.1 can be written as

\[
x[n] = |x[n]| e^{j\theta}
\]  

(4.2)

where \( |x[n]| \) is the magnitude of the signal and \( \theta \) is the phase of the signal. It is assumed that \( X_m \) are independent and identically distributed with zero mean and variance \( \sigma^2 \) [50]. Thus, when \( N \) is large, \( x[n] \) can be assumed to be a complex Gaussian process with zero mean and variance \( P_{av} = \sigma^2 / N \) [9]. The polar form is considered because the effect of the power amplifier is on the magnitude of the signal.
4.3 Analytical Performance of the System

In this section, the details of the analysis of the system in Fig. 4.1 is discussed and the analytical expression for performance evaluation of this system in terms of symbol error probability has been derived. First, the model considered for the millimeter wave power amplifier is discussed followed by its implementation to analytically arrive at the expression.

4.3.1 Power Amplifier Distortions

The power amplifier model implemented for this OFDM system uses the modified Bessel-Fourier (MBF) series model described in [37]. It has been established that the MBF series model is the most suited model for modeling millimeter wave power amplifiers with the help of actual Laterally Diffused Metal Oxide Semiconductor (LDMOS) power amplifier measurements [34]. Hence, the MBF model can been considered for the analysis.

The OFDM signal \( x[n] \) in the time domain is passed through the power amplifier before transmission to the wireless channel. Considering a millimeter wave signal, the output of the power amplifier with nonlinear distortions, modeled by the MBF series model is given by [34][37]

\[
\tilde{x}[n] = \sum_{p=1}^{P} b_{(2p-1)} J_1 \left( \frac{2\pi}{\gamma D} (2p-1)|x[n]| \right) e^{j\theta} \tag{4.3}
\]

where \( \tilde{x}[n] \) is the nonlinearly distorted signal appearing at the output of the power amplifier, \( P \) is the Bessel-Fourier series order, \( b_{(2p-1)} \) is the \((2p-1)\) th coefficient of the Fourier series approximation, \( J_1(.) \) is the Bessel function, \( \gamma \) is the dynamic range ratio parameter and \( D \) is the dynamic range of the power amplifier. \(|x[n]|\) and \( \theta \) are the magnitude and phase of the signal respectively.
The optimum Bessel-Fourier series order for modeling a LDMOS power amplifier is the third order model \(P = 3\) [37]. Thus, nonlinearly distorted output OFDM signal after substituting for \(P\) in equation 4.3 gives

\[
\tilde{x}[n] = \left( b_1 J_1(\alpha|x[n]|) + b_3 J_1(3\alpha|x[n]|) + b_5 J_1(5\alpha|x[n]|) \right) e^{j\theta} \quad (4.4)
\]

where \(\alpha = 2\pi/\gamma D\) [37].

With the intention to analyze the current system and to derive the analytical expression for the symbol error probability, the MBF series model is expressed in the form of a polynomial model by expanding the Bessel functions with its Taylor series [52]. Expanding and simplifying equation 4.4 results in

\[
\tilde{x}[n] = |x[n]| \frac{\alpha}{2} \left\{ b_1 \left( 1 - \frac{(\alpha|x[n]|)^2}{8} + \frac{(\alpha|x[n]|)^4}{192} + \ldots \right) + 3b_3 \left( 1 - \frac{(3\alpha|x[n]|)^2}{8} + \frac{(3\alpha|x[n]|)^4}{192} + \ldots \right) + 5b_5 \left( 1 - \frac{(5\alpha|x[n]|)^2}{8} + \frac{(5\alpha|x[n]|)^4}{192} + \ldots \right) \right\} e^{j\theta} \quad (4.5)
\]

Here, since \(|x[n]| e^{j\theta}\) is the polar form of the signal \(x[n]\), from (4.2), it can written as \(x[n]\). Thus, with this substitution and rearrangement, equation 4.5 becomes

\[
\tilde{x}[n] = x[n] \frac{\alpha}{2} \left\{ (b_1 + 3b_3 + 5b_5) - \frac{(\alpha|x[n]|)^2}{8} (b_1 + 27b_3 + 125b_5) + \frac{(\alpha|x[n]|)^4}{192} (b_1 + 243b_3 + 3125b_5) - \ldots \right\} \quad (4.6)
\]

\[
= x[n] \frac{\alpha}{2} \left\{ c_1 - c_2(|x[n]|)^2 + c_3(|x[n]|)^4 - \ldots \right\}
\]
where \( c_1 = b_1 + 3b_3 + 5b_5, \ c_2 = (a^2/8) \ast (b_1 + 27b_3 + 125b_5) \) and \( c_3 = (a^4/192) \ast (b_1 + 243b_3 + 3125b_5) \). Here \( \alpha, c_1, c_2, c_3 \) are model parameters which are power amplifier dependent.

The Taylor series form of the function in equation 4.6 is considered up to the third order of nonlinearity. This is because power amplifiers in OFDM systems are operated at near saturation levels and not in deep saturation which are studied using third order polynomial models. Thus, the output of the millimeter wave power amplifier impaired by nonlinear distortions can be considered up to the third order nonlinearity, and approximated as

\[
\tilde{x}[n] \approx \left( \frac{\alpha c_1}{2} \right) x[n] + \left( -\frac{\alpha c_2}{2} \right) x[n]|x[n]|^2 + \ldots
\]

(4.7)

where \( \alpha c_1/2, -\alpha c_2/2 \) are the co-efficients of the order of nonlinearities. This is of the form of the polynomial model given by [25]

\[
\tilde{x}[n] = \sum_{d=1}^{D} a_{2d-1} x[n]|x[n]|^{2(d-1)}
\]

(4.8)

where \( d = 1, 2, 3, \ldots \) is the order of nonlinearity.

The co-efficients \( a_1, a_3 \ldots \) for this polynomial model are defined as \( \alpha c_1/2, \alpha c_2/2 \ldots \) respectively, applicable to millimeter wave signals.

### 4.3.2 Channel Distortions

The signal containing the nonlinear distortions passes through the multi-path wireless channel before reaching the receiver. The multi-path is modeled as a finite impulse response filter with \( L \) taps, where each tap denote each of the multi-path traversed by the signal [2].
4.3. **Analytical Performance of the System**

The millimeter wave OFDM signal containing nonlinear distortions, \( \tilde{x}[n] \), passes through the multi-path channel and the received signal can be written as

\[
y[n] = \sum_{l=1}^{L} h_l \tilde{x}[n - \tau_l] + w_l \tag{4.9}
\]

where \( l \) are the number of paths, \( h_l \) is the channel response of the \( l \)-th path, \( \tau_l \) is the time delay on \( l \)-th path, \( \tilde{x}[n] \) is the signal with nonlinear distortions and \( w_l \) is the Additive White Gaussian Noise (AWGN) in the \( l \)-th path.

Taking Discrete Fourier Transform (DFT), and simplifying, the received signal in the \( m \)th subcarrier is written as

\[
Y_m = \sum_{n=0}^{N-1} \sum_{l=1}^{L} h_l \tilde{x}[n - \tau_l] e^{-j\frac{2\pi mn}{N}} + w_l[m]
\]

\[
= \sum_{n=0}^{N-1} \sum_{l=1}^{L} h_l \left( \frac{\alpha c_1}{2} \right) x[n - \tau_l] e^{-j\frac{2\pi mn}{N}} + w_l[m] \tag{4.10}
\]

\[
+ \sum_{n=0}^{N-1} \sum_{l=1}^{L} h_l \left( -\frac{\alpha c_2}{2} \right) x[n - \tau_l] |x[n - \tau_l]|^2 e^{-j\frac{2\pi mn}{N}} + w_l[m]
\]

\( w_l[m] \) corresponds to DFT equivalent of AWGN in the \( m \)th subcarrier.

Using circular time shift property of Discrete Fourier Transform (DFT), the received signal is given by

\[
Y_m = \sum_{l=1}^{L} h_l \left( \frac{\alpha c_1}{2} \right) \sum_{n=0}^{N-1} x[n] e^{-j\frac{2\pi mn}{N}} e^{-j\frac{2\pi \tau_l}{N}}
\]

\[
+ \sum_{l=1}^{L} h_l \left( \frac{-\alpha c_2}{2} \right) \sum_{n=0}^{N-1} x[n] |x[n]|^2 e^{-j\frac{2\pi mn}{N}} e^{-j\frac{2\pi \tau_l}{N}} + w_l[m] \tag{4.11}
\]
Considering $|x[n]|^2 = \gamma_n$ and with some simplification [9] (Refer Appendix.A),

$$
Y_m = X_m \sum_{l=1}^{L} h_l \left[ \left( \frac{\alpha c_1}{2} \right) - \left( \frac{\alpha c_2}{2N} \right) \sum_{n=0}^{N-1} \gamma_n \right] e^{-\frac{j2\pi m \tau_l}{N}} \\
+ \sum_{l=1}^{L} h_l \left( -\frac{\alpha c_2}{2N} \right) \sum_{q_1=0}^{N-1} \sum_{\substack{n=0 \\\{q_1 \neq m\}}}^{N-1} \gamma_n e^{\frac{j2\pi (q_1 - m)n}{N}} e^{-\frac{j2\pi m \tau_l}{N}} + w_l[m]
$$

Denoting equation 4.12 as below, the received signal is represented as

$$
Y_m = X_m \sum_{l=1}^{L} \mu_l + \sum_{l=1}^{L} \eta_l + w_l[m] \tag{4.13}
$$

where the terms $\mu_l$ and $\eta_l$ are given by equation 4.14 and equation 4.15 respectively each denoting the linear attenuation component and the nonlinear distortion component respectively.

$$
\mu_l = h_l \left[ \left( \frac{\alpha c_1}{2} \right) - \left( \frac{\alpha c_2}{2N} \right) \sum_{n=0}^{N-1} \gamma_n \right] e^{-\frac{j2\pi m \tau_l}{N}} \tag{4.14}
$$

$$
\eta_l = h_l \left[ \left( -\frac{\alpha c_2}{2N} \right) \sum_{n=0}^{N-1} \gamma_n \sum_{\substack{q_1=0 \\\{q_1 \neq m\}}}^{N-1} X_{q_1} e^{\frac{j2\pi (q_1 - m)n}{N}} \right] e^{-\frac{j2\pi m \tau_l}{N}} \tag{4.15}
$$

This expression separates the linear attenuation, nonlinear distortion and the Additive White Gaussian Noise components of the received signal. The linear component is the desired component of the signal and the undesired components include the nonlinear distortion component and noise of the signal. These information are used for further analysis of the system.
4.3. Analytical Performance of the System

4.3.3 Symbol Error Probability Analysis

Various quantities of the system output are considered for performance analysis of communication systems. In this analytical expression derivation, the performance of the system in terms of symbol error probability has been considered. The relation for the symbol error probability $P_{Se}$ of an M-QAM system per carrier is given by [53]

$$P_{Se} = 2 \left( 1 - \frac{1}{\sqrt{M}} \right) Q \left( \sqrt{\frac{3SNR}{(M-1)}} \right)$$

(4.16)

where $Q(.)$ is the Gaussian Q-function, $SNR$ is the signal-to-noise ratio, $M$ is the number of constellation points in a QAM.

Evaluation of the symbol error probability in equation 4.16 requires the value of signal-to-noise ratio which is calculated theoretically from the information of the linear desired signal component and nonlinear distortion components of the received signal in equation 4.12. The linear signal and the nonlinear distortion components are modeled as zero mean Gaussian process [9]. Hence, the variance of the signal is the expected value of the squared signal. Thus, the signal to noise ratio for each subcarrier of the system is calculated as [9]

$$SNR = \frac{\sigma^2 E \left[ \left| \sum_{l=1}^{L} \mu_l \right|^2 \right]}{\sigma_{NL}^2 + W_m}$$

(4.17)

where $\sigma_{NL}^2$ is the variance of the nonlinear component of the signal and $W_m$ is AWGN.

Since nonlinear distortions are independent of the channel distortions, the expected value
of the desired component squared is calculated as,

\[
E \left[ \left| \sum_{l=1}^{L} \mu_l \right|^2 \right] = E \left[ \left| \sum_{l=1}^{L} h_l e^{-\frac{j2\pi n l}{N}} \right|^2 \right] E \left[ \left( \frac{\alpha c_1}{2} \right) - \left( \frac{\alpha c_2}{2N} \right) N_{n=0}^{N-1} \gamma_n \right]^2 \\
= \psi[m] \left\{ E \left[ \left( \frac{\alpha c_1}{2} \right)^2 \right] + \left( \frac{\alpha c_2}{2N} \right)^2 E \left[ \sum_{n=0}^{N-1} \gamma_n \right]^2 \right\} - \left( \frac{c_1 c_2 \alpha^2}{2N} \right) E \left[ \sum_{n=0}^{N-1} \gamma_n \right]^2 
\]

(4.18)

where \( \psi[m] = E \left[ \left| \sum_{l=1}^{L} h_l e^{-\frac{j2\pi n l}{N}} \right|^2 \right] \), \( \sigma^2 \) is the variance of \( X_m \).

Here \( \alpha c_1/2 \) and \( -\alpha c_2/2N \) are constants specific to the power amplifier and hence, their expected values are the value itself. The expected value of \( \sum_{n=0}^{N-1} \gamma_n = \sigma^2 \) and \( \sum_{n=0}^{N-1} \gamma_n^2 \approx (\sigma^2)^2 \). (Ref. Appendix A). Thus, the numerator of equation 4.17 becomes,

\[
\sigma^2 E \left[ \left| \sum_{l=1}^{L} \mu_l \right|^2 \right] = \sigma^2 \psi[m] \left[ \left( \frac{\alpha c_1}{2} \right)^2 + \left( \frac{\alpha c_2}{2N} \right)^2 (\sigma^2)^2 - \left( \frac{c_1 c_2 \alpha^2}{2N} \right) \sigma^2 \right] 
\]

(4.19)

The denominator in equation 4.17 is noise, which is the sum of the expected value of nonlinear component and AWGN. The expected value of the nonlinear component is derived as [9]

\[
E[|\eta|^2] = E \left[ \left| \frac{1}{N} \sum_{l=1}^{L} h_l \left( -\frac{\alpha c_2}{2} \right) e^{-\frac{j2\pi n l}{N}} \sum_{n=0}^{N-1} \gamma_n \sum_{q_1=0}^{N-1} X_{q_1} e^{\frac{j2\pi (q_1 - m)n}{N}} \right|^2 \right] \\
= E \left[ \left( -\frac{\alpha c_2}{2N} \right)^2 \right] E \left[ \left| \sum_{l=1}^{L} h_l e^{-\frac{j2\pi n l}{N}} \right|^2 \right] E \left[ \left| \sum_{n=0}^{N-1} \gamma_n \sum_{q_1=0}^{N-1} X_{q_1} e^{\frac{j2\pi (q_1 - m)n}{N}} \right|^2 \right] 
\]

(4.20)
since $X_{q_1}$ is independent of the channel distortions and the coefficient $-\alpha c_2/2N$ of the terms.

Again, in this expression, the expected value of the constant $-\alpha c_2/2N$ is itself, the expected value of the channel is obtained from the channel estimation. The expected value of the third term is calculated as follows. The derivation details are given in [9]

$$E \left[ \sum_{n=0}^{N-1} \gamma_n \sum_{q_1=0}^{N-1} X_{q_1} e^{j2\pi(q_1 - mn)/N} \right]^2$$

Writing this as,

$$E \left[ \sum_{q_1=0}^{N-1} \sum_{n=0}^{N-1} \gamma_n X_{q_1} e^{j2\pi(q_1 - mn)/N} \sum_{q_1=0}^{N-1} \sum_{n=0}^{N-1} \gamma_n X_{q_1}^* e^{j2\pi(q_1 - mn)/N} \right]$$

(4.21)

where

$$R_{q_1} = \sum_{n=0}^{N-1} \gamma_n X_{q_1} e^{j2\pi(q_1 - mn)/N}$$

Thus, (4.21) becomes [9],

$$E \left[ \sum_{q_1=0}^{N-1} R_{q_1} \sum_{q_1=0}^{N-1} R_{q_1}^* \right] = (N - 1)\sigma^2_{q_1q_1} + (N - 1)(N - 2)C_{q_1q_2} \quad (4.23)$$

where $\sigma^2_{q_1q_1}$ is the variance and $C_{q_1q_2}$ is the covariance.
The variance and covariance is given by [9].

\[
\sigma^2_{q_1q_1} = \gamma[m] \frac{(N + 2)(\sigma^2)^3}{N^4} \quad (4.24)
\]

\[
C_{q_1q_2} = \gamma[m] \frac{2(\sigma^2)^3}{N^4} \quad (4.25)
\]

Substituting (4.24) and (4.25) in (4.23) and simplifying [9]

\[
E \left[ \sum_{n=0}^{N-1} |x[n]|^2 \sum_{q_1=0}^{N-1} X_{q_1} e^{\left(2\pi i (q_1 - m) n \right)/N} \right]^2 = \frac{(\sigma^2)^3 \left(3N^2 - 5N + 2\right)}{N^4} \quad (4.26)
\]

Inserting equation 4.26 in equation 4.20, simplifying and substituting the simplified form along with equation 4.19 in equation 4.17, the signal-to-noise ratio of the system is given by

\[
SNR = \frac{\psi[m] \sigma^2 \left[ \left(\frac{\alpha c_1}{2N}\right)^2 + \left(\frac{\alpha c_2 \sigma^2}{2N}\right)^2 - \left(\frac{c_1 c_2 \sigma^2}{2N}\right)^2 \right]}{\left(\psi[m] \frac{\sigma^2 c_2^2 \left(3N^2 - 5N + 2\right)}{4N^4}\right) + W_m} \quad (4.27)
\]

which is used in equation 4.16 to evaluate the symbol error probability. Thus, using equation 4.27, the performance of the system can be evaluated with only the knowledge of the IFFT length, channel state information, variance of data symbols and the parameters of the power amplifier used, avoiding complex simulations.

For a channel with only AWGN, the term \(\psi[m] = 1\) [9]. But in a multi-path channel, the symbol error probability is dependent on the channel state information \(\psi[m]\). Knowing the probability distribution of the channel, the performance in presence of the channel distortions can be obtained. As an example, assuming a Rayleigh channel, the probability of symbol error
4.4. Simulations

of the system can be written as [9],

\[ f_s(m, \psi[m]) = \int_0^\infty f_s(\psi) \]
\[ = \int_0^\infty f_s \frac{1}{\theta} e^{-\psi/\theta} d\psi \]  \hspace{1cm} (4.28)

where \( p(\psi) \) is the probability density of the channel, \( \theta \) and \( \psi \) are the parameters of the probability density function of the Rayleigh distribution.

### 4.4 Simulations

The system was simulated in MATLAB® to verify the equation 4.27 obtained for the symbol error probability with the simulation values. A 16-QAM modulated Orthogonal Frequency Division Multiplexing (OFDM) system of Inverse Fast Fourier Transform (IFFT) lengths \( N = 64 \) and 128 having a perfect channel estimate was considered (\( \psi[m] = 1 \) for a perfect channel estimate [9]), each simulated at two levels of input back-off (IBO). The parameter \( \alpha \) was set as 0.6, the optimum parameter for modeling power amplifiers using Bessel-Fourier series models as this value of \( \alpha \) reasonably covers the dynamic range of the power amplifier [40]. The parameters \( c_1 \) and \( c_2 \) are calculated from equation 4.6. The results are shown in Fig. 4.2 and Fig. 4.3. The dotted curves represent the practical values from computer simulations and the solid curve is obtained from the analytical expression in equation 4.27. It is found that the practical values and the values obtained from the derived expression in this paper match very closely with the highest absolute error being about \( 2.5e10^{-4} \). The small variations in the values is due to the Bessel function approximation.
The input back-off is given by [9]

\[ IBO = \frac{A^2}{P_{av}} \]  

(4.29)

where \( A \) is the input amplitude for which the output power is maximum, \( P_{av} \) is the average power of the signal. The average power \( P_{av} \) is given by [9]

\[ P_{av} = \frac{\sigma^2}{N} \]  

(4.30)

where \( N \) is the IFFT length and \( \sigma^2 \) is the variance of the complex data symbols of each subcarrier.

The IBO of the system is dependent on the input amplitude \( A \) and hence can be varied by varying \( A \). The IBO is also indirectly dependent on the IFFT length \( N \). Thus, two cases of IFFT
length $N$ were considered for simulations and in each case, the power amplifier was operated at a different level of IBO by varying the amplitude $A$ of the signal. The variation of $A$ will vary the value of the variance $\sigma^2$. A perfect channel estimate was considered for simulations.

### 4.5 Equivalent Rapp Model Parameters

It has already been established that the behavior of millimeter wave power amplifiers are modeled using the modified Bessel-Fourier series model [34]. At present, simulation packages like SIMULINK® do not model millimeter wave power amplifiers. Hence, analysis of millimeter wave systems in these packages need to be done by fitting the modified Bessel-Fourier series model to existing models present in these packages. Since, the Rapp model is the most commonly used model for SSPAs, a methodology to evaluate the equivalent parameters for the
Rapp model for modeling a millimeter wave power amplifiers in current simulation packages is derived in this section. By deriving these equivalent parameters, the analysis of millimeter wave power amplifiers can be carried out in current simulation packages by merely substituting the parameter values rather than coding and simulating the entire modified Bessel-Fourier series model.

The equivalent Rapp model parameters to model a millimeter wave power amplifier is an approximation model and small deviations will still exist to the actual millimeter wave systems. Nonetheless, the parameters can be applied to existing Rapp models in simulation packages to make approximate analysis of millimeter wave power amplifiers.

### 4.5.1 Parameter Estimation Technique

The Rapp model is given by equation 2.9 which requires the estimate of three parameters namely the linear gain \( A \), saturation level \( x_0 \) and the smoothness factor \( p \). In this section, the methodology of deriving the equivalent parameters of the Rapp model is described and the derived parameters are verified to see whether it matches the modified Bessel-Fourier series model of the power amplifier. With the knowledge of these parameters, the inverse Rapp model described in Chapter-3 can be used to compensate millimeter wave signals impaired by power amplifier distortions.

The modified Bessel-Fourier series curve with \( \alpha = 0.6 \), shown in Fig. 2.14 is considered. Since the Rapp model is described using three parameters, a minimum of three points on the curve are needed for fitting the curve and derive the parameters. The three points can be considered, each at 10\%, 50\% and 90\%, and corresponding input power and output powers at these points are noted. The least squares curve fitting method can be used to fit the Rapp model.
to these three points. Here two methods are described to estimate these parameters; one is the least squares technique and in the second method, an analytical expression is derived which uses the information of the three points to estimate the parameters.

### 4.5.2 Least Squares Curve Fitting

The least squares curve fitting is one of the most commonly used technique for fitting curves to a known function. It is a minimization problem considering a number of data points to fit a curve. Given the output of the power amplifier as $\tilde{x}[n]$ with $P$ number of points on the curve, the least squares curve fitting is done by solving the minimization problem in (4.31) for the parameters $A$, $x_0$ and $p$ of the power amplifier. This method is capable of making a good approximation for the parameters of the Rapp model and the accuracy is higher with more data points. A minimum of 3 points are required to estimate these parameters.

$$\arg\min_{A,x_0,p} \text{Err} = \arg\min_{A,x_0,p} \sum_{i=1}^{P} \left( \tilde{x}_i[n] - \frac{A x_i[n]}{1 + \left( \frac{A x_i[n]}{x_0} \right)^2 p} \right)^2$$  \hspace{1cm} (4.31)

It is found that the ideal points to be considered are at 10, 50 and 90% for the least squares estimation nonetheless better estimates are obtained for higher number of points.

With the motive of arriving at a better estimate with the least number of data points, another analytical expression has been derived for this purpose. This method also reduces the calculation time and complexity of the estimation process, and can be efficiently used for the parameter estimation.
4.5.3 Analytical Expression for Estimation of Parameters

In this section, a closed form expression in terms of the three input and output data points on the modified Bessel-Fourier series power amplifier model output characteristics curve has been derived to calculate the equivalent Rapp model parameters namely the linear gain $A$, smoothness factor $p$ and saturation level $x_0$.

Let the input points in the MBF series model curve of Fig. 2.14 be denoted as $(x_1, x_2, x_3)$ and the respective output points be denoted as $(\tilde{x}_1, \tilde{x}_2, \tilde{x}_3)$, where $\tilde{x}_n$ is given by equation 4.7 when an input of magnitude $x_n$ is given to the power amplifier. The relation between these three input and three output points can be expressed using the Rapp model as

\[
\tilde{x}_1 = \frac{Ax_1}{1 + \left(\frac{Ax_1}{x_0}\right)^{2p} \frac{1}{2p}} \quad (4.32a)
\]

\[
\tilde{x}_2 = \frac{Ax_2}{1 + \left(\frac{Ax_2}{x_0}\right)^{2p} \frac{1}{2p}} \quad (4.32b)
\]

\[
\tilde{x}_3 = \frac{Ax_3}{1 + \left(\frac{Ax_3}{x_0}\right)^{2p} \frac{1}{2p}} \quad (4.32c)
\]

Rearranging equation 4.32a and solving for $A$

\[
A = \frac{\tilde{x}_1}{x_1} \left[ \frac{1}{1 - \left(\frac{\tilde{x}_1}{x_0}\right)^{2p}} \right]^{\frac{1}{2p}} \quad (4.33)
\]
4.5. Equivalent Rapp Model Parameters

Substituting for $A$ in equation 4.32b from equation 4.33 (Ref. Appendix A),

$$x_0 = \left[ \frac{(\tilde{x}_1 \tilde{x}_2)^{2p}(x_2^{2p} - x_1^{2p})}{(\tilde{x}_1 x_2)^{2p} - (\tilde{x}_2 x_1)^{2p}} \right]^{\frac{1}{2p}} \quad (4.34)$$

Both equation 4.33 and equation 4.34 require the information of the value of $p$ for estimating $A$ and $x_0$. Thus, substituting for $A$ and $x_0$ in equation 4.32c and simplifying further (Ref. Appendix A),

$$(x_1 x_2 \tilde{x}_2 \tilde{x}_3)^{2p} - (x_1 x_2 \tilde{x}_1 \tilde{x}_3)^{2p} + (x_2 x_3 \tilde{x}_1 \tilde{x}_3)^{2p} - (x_1 x_3 \tilde{x}_2 \tilde{x}_3)^{2p} + (x_1 x_3 \tilde{x}_1 \tilde{x}_2)^{2p} - (x_2 x_3 \tilde{x}_1 \tilde{x}_2)^{2p} = 0 \quad (4.35)$$

The estimated $p$ is later used in equation 4.33 and equation 4.34 to estimate $A$ and $x_0$ parameters of the power amplifier.

4.5.4 Calculation and Results

To test the analytical expression derived for estimating the parameters, the modified Bessel-Fourier series model implemented in this chapter for millimeter wave power amplifier distortion analysis was considered as an example. In order to estimate the parameters using equation 4.33, equation 4.34 and equation 4.35, three points at 10%, 50% and 90% of the values were considered. From the normalized output characteristics, the points at $x_1 = 0.1$, $x_2 = 0.5$ and $x_3 = 0.9$ were considered. The corresponding values of $\tilde{x}$ were $\tilde{x}_1 = 0.2011$, $\tilde{x}_2 = 0.8567$ and $\tilde{x}_3 = 1.0604$ respectively. Using these values in equation 4.32, three nonlinear equations with three unknowns are obtained. Simplifying and solving using equation 4.33, equation 4.34 and equation 4.35, the parameters for a LDMOS power amplifier considered in this chapter for
simulations were estimated as $p = 1.641$, $A = 2.013$ and $x_0 = 1.123$.

In order to verify the validity of the estimated parameters, these values were substituted in the Rapp model and the output characteristics were plotted in comparison to the modified Bessel-Fourier series and are as shown in Fig. 4.4. It was found that the Rapp model using the extracted parameters closely match that of the modified Bessel-Fourier series curve.

### 4.6 Summary

This chapter talks about a simplified model for the analysis of a millimeter wave OFDM system impaired by nonlinear distortions. An analytical expression has been derived for the calculation of the symbol error probability for an OFDM system with nonlinear distortions. A method for deriving the equivalent Rapp model parameters for the modified Bessel-Fourier series model of
the power amplifier is given and shown that these parameters match the output characteristics for the modified Bessel-Fourier series model. This analysis can be helpful for evaluating the performance of 5G OFDM systems theoretically instead of performing complex simulations and develop receiver end compensation models for nonlinear distortions.
Chapter 5

Conclusions and Future Work

5.1 Contributions of the Thesis

Two main contributions are made in this thesis which has the scope of potential future work. The contributions are discussed as follows

A two-step pilot signal based power amplifier nonlinear distortion compensator for a MIMO-STBC (Multiple Input Multiple Output-Space Time Block Code) system modulated by a QAM (Quadrature Amplitude Modulation) wireless communication systems is designed. In the proposed method, a methodology to identify the source of distortion, its compensation and application in a transmitter device identification process is proposed using a two-step pilot signal approach. Step one involves the estimation of the channel and the step two estimates the transmitter parameters which are used to compensate distortions and identify the device. The device identification process involves the comparison of the estimated transmitter device parameters with a validated set of parameters. Results from computer simulation show that the proposed compensation method has a significantly good performance in terms of the bit error rate of the system and successfully identifies the transmitter device. The proposed methodology decreases the complexity of the receiver signal processing for distortion compensation since the parame-
ters for the power amplifier distortion compensator are estimated once, it can be subsequently used for all data symbols without re-estimation.

With the millimeter wave signals gaining importance in today’s communication systems, it is essential to study their behavior and performance when subject to various distortions. That being considered, the performance of a millimeter wave Orthogonal Frequency Division Multiplexing (OFDM) wireless communication system in presence of power amplifier nonlinear distortions is studied and an analytical expression for the symbol error probability has been derived. The results of the analytical expression is compared to values of a computer simulated communication system and verified. This analytical expression enables the study of the performance of OFDM systems theoretically, thus avoiding complex simulations to estimate the performance of millimeter wave systems. A procedure to obtain the equivalent Rapp model parameters is also proposed for millimeter wave power amplifiers.

### 5.2 Future Prospects

Power amplifier analysis have been carried out in this thesis considering only the amplitude (AM-AM) nonlinear distortions. Both the Rapp model and modified Bessel-Fourier series model do not consider the phase nonlinearities which may exist in real-time power amplifiers. These phase distortions may affect the quality of signals in communication systems and hence, analysis of such systems may be considered depending on the severity and applicability of these distortions.

The systems implemented in this thesis assumes a perfect channel estimate and thus the analysis results were based on only the power amplifier distortions. Chances of a varied performance exist when an imperfect channel estimate occurs and analysis need to carried out in
this direction.

The nonlinear compensator proposed in Chapter 3 uses an inverse Rapp model to perform the compensation which is a nonlinear model. Works on realizing such nonlinear models as a transmitter end pre-distorter device into circuits exist [54]. On similar lines, research activities need to be carried out to develop these models on the receiver end to realize the proposed compensator into hardware circuitry.

With the proposed nonlinear distortion compensation and device identification technique in Chapter 3, the process can be collaborated with other device identification and authentication techniques for enhanced communication security applications to have a secured device-to-device communication. Also, the work can be extended for multiple transmitter - multiple receiver systems by implementing tests like the statistical Welch test for transmitter identification.

The results in Chapter 4 can be used to carry out theoretical analysis on millimeter wave systems impaired by power amplifiers operating at different values of the parameters $\alpha$, $N$, $c_1$ and $c_2$. The information from the derived Rapp model parameters can be used to study and analyze millimeter wave power amplifiers and design power amplifier nonlinear distortion compensators.
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Appendix A

A.1 Received Signal Representation

Equation 4.11 is

\[
Y_m = \sum_{l=1}^{L} h_l (\frac{\alpha c_1}{2}) \sum_{n=0}^{N-1} x[n] e^{-\frac{\beta_2 n m}{N}} e^{-\frac{\beta_2 m \tau_l}{N}} \\
+ \sum_{l=1}^{L} h_l (\frac{-\alpha c_2}{2}) \sum_{n=0}^{N-1} x[n] |x[n]|^2 e^{-\frac{\beta_2 n m}{N}} e^{-\frac{\beta_2 m \tau_l}{N}} + w_l[m] \\
= \delta + \Delta + w_l
\]

(A.1)

Consider \(\Delta\) and expanding the summation [9],

\[
\Delta = \sum_{l=1}^{L} h_l \left(\frac{-\alpha c_2}{2}\right) \left( x[0]|x[0]|^2 + x[1]|x[1]|^2 e^{-\frac{\beta_2 n m}{N}} + \ldots \\
+ x[N-1]|x[N-1]|^2 e^{-\frac{\beta_2 n m(N-1)}{N}} \right) e^{-\frac{\beta_2 m \tau_l}{N}}
\]
A.2. Expected Values of $\sum_{n=0}^{N-1} \gamma_n$ and $\sum_{n=0}^{N-1} \gamma_n^2$

Expressing $|x[n]|^2 = \gamma_n$, taking IDFT and simplifying,

$$\Delta = \sum_{l=1}^{L} h_l \left( \frac{-\alpha c^2}{2N} \right) \left\{ \gamma_0 \sum_{q_1=0}^{N-1} X_{q_1} + \gamma_1 e^{-j2\pi m_1 N} \sum_{q_1=0}^{N-1} X_{q_1} e^{\frac{j2\pi q_1}{N}} + \gamma_2 e^{-j2\pi m_2 N} \sum_{q_1=0}^{N-1} X_{q_1} e^{\frac{j2\pi q_1}{N}} \right\} e^{-j2\pi m_1 l}$$

$$+ \cdots + \gamma_{N-1} e^{-j2\pi m_{N-1} N} \sum_{q_1=0}^{N-1} X_{q_1} e^{\frac{j2\pi q_1}{N}} \} e^{-j2\pi m_1 l}$$

$$= \sum_{l=1}^{L} h_l \left( \frac{-\alpha c^2}{2N} \right) \left\{ \sum_{n=0}^{N-1} \gamma_n e^{-j2\pi m_1 n} \sum_{q_1=0}^{N-1} X_{q_1} e^{\frac{j2\pi q_1}{N}} \right\} e^{-j2\pi m_1 l}$$

(A.2)

Consolidating $X_m$ terms in equation A.2, equation 4.12 is obtained.

A.2 Expected Values of $\sum_{n=0}^{N-1} \gamma_n$ and $\sum_{n=0}^{N-1} \gamma_n^2$

The expected value of $\sum_{n=0}^{N-1} \gamma_n$ is derived as follows

$$E \left[ \sum_{n=0}^{N-1} \gamma_n \right] = E \left[ \sum_{n=0}^{N-1} |x[n]|^2 \right] = \sum_{n=0}^{N-1} E \left[ |x[n]|^2 \right] = \sum_{n=0}^{N-1} \sum_{m_1=0}^{N-1} \sum_{m_2=0}^{N-1} E \left[ X_{m_1} X_{m_2}^* \right] e^{j2\pi (m_1 - m_2) n} \frac{1}{N^2} e^{-j2\pi m_1 l}$$

$$= \sum_{n=0}^{N-1} \sum_{m_1=0}^{N-1} \frac{E[|X_{m_1}|^2]}{N^2} \quad \text{if } m_1 = m_2$$

$$= 0 \quad \text{otherwise}$$

$$= \frac{N^2 \sigma^2}{N^2} = \sigma^2$$

(A.3)
The expected value of \( \sum_{n=0}^{N-1} \gamma_n^2 \) is derived as follows. Consider

\[
\gamma_n \gamma_m = |x[n]|^2 |x[m]|^2
\]

\[
= \frac{1}{N^4} \sum_{p=0}^{N-1} \sum_{q=0}^{N-1} \sum_{r=0}^{N-1} \sum_{s=0}^{N-1} X_p X_q^* X_r X_s^* e^{\frac{j2\pi(p-q)n}{N}} e^{\frac{j2\pi(r-s)m}{N}}
\]

(A.4)

Taking expectation on both sides,

\[
E \left[ |x[n]|^2 |x[m]|^2 \right] = \frac{1}{N^4} \sum_{p=0}^{N-1} \sum_{q=0}^{N-1} \sum_{r=0}^{N-1} \sum_{s=0}^{N-1} E \left[ X_p X_q^* X_r X_s^* \right] e^{\frac{j2\pi(p-q)n}{N}} e^{\frac{j2\pi(r-s)m}{N}}
\]

(A.5)

When \( p = q = r = s \),

\[
E \left[ X_p X_q^* X_r X_s^* \right] = E[|X_p|^4] = E[(|X_p|^2)^2]
\]

\[
= E[(X_{p_{Re}}^2 + X_{p_{Im}}^2)^2]
\]

\[
= E[X_{p_{Re}}^4 + X_{p_{Im}}^4 + 2X_{p_{Re}}^2 X_{p_{Im}}^2]
\]

\[
= 3 \left( \frac{\sigma^2}{2} \right)^2 + 3 \left( \frac{\sigma^2}{2} \right)^2 + \frac{7(\sigma^2)^2}{2}
\]

\[
= \frac{7(\sigma^2)^2}{2}
\]

(A.6)

where \( Re \) and \( Im \) denote the real and imaginary parts of \( X_p \). When \( p = q \neq r = s \) or \( p = s \neq q = r \),

\[
E \left[ X_p X_q^* X_r X_s^* \right] = E[|X_p|^2 |X_r|^2] = (\sigma^2)^2
\]

(A.7)
Using these values of expectation in equation A.5 with \( n = m \) and simplifying,

\[
E \left[ \left( \sum_{n=0}^{N-1} \gamma_n \right)^2 \right] = \sum_{n=0}^{N-1} \sum_{n=0}^{N-1} E \left[ (\gamma_n)^2 \right]
\]

\[
= N^2 \left[ \frac{1}{N^4} \left( \frac{7N(\sigma^2)^2}{2} + (N^2 - N)(\sigma^2)^2 \right) \right]
\]

\[
= (\sigma^2)^2 \left( 1 + \frac{5}{2N} \right) \approx (\sigma^2)^2 \quad \therefore N \text{ is large}
\]

A.3 Equivalent Rapp Model Parameters

A.3.1 Estimation of Saturation Level ‘\( x_0 \)’

We have from equation 4.33,

\[
\hat{A} = \frac{\bar{x}_1}{x_1} \left[ \frac{1}{1 - (\bar{x}_0)^{2p}} \right]^{\frac{1}{2p}}
\]

(A.9)

Substituting equation 4.33 in equation 4.32b in place of \( A \),

\[
\bar{x}_2 = \frac{\bar{x}_1}{x_1} \left[ \frac{1}{1 - (\bar{x}_0)^{2p}} \right]^{\frac{1}{2p}} \left[ 1 + \left( \frac{\bar{x}_1}{x_1} \left[ \frac{1}{1 - (\bar{x}_0)^{2p}} \right]^{\frac{1}{2p}} \right)^{2p} \frac{x_2}{x_0} \right] \left( \frac{x_2}{x_0} \right)^{\frac{1}{2p}}
\]

(A.10)

Raising the LHS and RHS to the power of \( 2p \) and simplifying,

\[
\bar{x}_2^{2p} = \left[ \frac{\bar{x}_1 x_2}{x_1} \right]^{2p} \left[ \frac{1}{1 - (\bar{x}_0)^{2p}} \right]^{\frac{1}{2p}} \left[ 1 + \left( \frac{\bar{x}_1 x_2^{2p}}{x_1 x_0^{2p}} \left[ \frac{1}{1 - (\bar{x}_0)^{2p}} \right] \right)^{\frac{1}{2p}} \frac{x_2}{x_0} \right] \left( \frac{x_2}{x_0} \right)^{\frac{1}{2p}}
\]
Cross multiplying,

\[ \tilde{x}_2^{2p} \left[ 1 - \left( \frac{\tilde{x}_1}{x_0} \right)^{2p} \right] \left[ 1 + \left( \frac{\tilde{x}_1 x_2}{x_1 x_0^{2p}} \left[ \frac{1}{x_1^{2p}} \right] \right) \right] = \left[ \frac{\tilde{x}_1 x_2}{x_1} \right]^{2p} \]

Multiplying the two bracket terms in LHS, and simplifying

\[ \tilde{x}_2^{2p} \left[ 1 - \left( \frac{\tilde{x}_1}{x_0} \right)^{2p} + \frac{\tilde{x}_1 x_2^{2p}}{x_1 x_0^{2p}} \right] = \left[ \frac{\tilde{x}_1 x_2}{x_1} \right]^{2p} \]

\[ \tilde{x}_2^{2p} + \frac{\tilde{x}_2^{2p}}{x_0^{2p}} \left[ \left( \frac{\tilde{x}_1 x_2}{x_1} \right)^{2p} - x_1^{2p} \right] = \left[ \frac{\tilde{x}_1 x_2}{x_1} \right]^{2p} - \tilde{x}_2^{2p} \]

\[ \frac{\tilde{x}_2^{2p}}{x_0^{2p}} \left[ \left( \frac{\tilde{x}_1 x_2}{x_1} \right)^{2p} - x_1^{2p} \right] = (\tilde{x}_1 x_2)^{2p} - (\tilde{x}_2 x_1)^{2p} \]

Simplifying this, rearranging and taking out \( \tilde{x}_1 \tilde{x}_2 \) common in the last step,

\[ \hat{x}_0 = \frac{(\tilde{x}_1 \tilde{x}_2)^{2p} \left( x_2^{2p} - x_1^{2p} \right)^{1/p}}{(\tilde{x}_1 x_2)^{2p} - (\tilde{x}_2 x_1)^{2p}} \] \hfill (A.11)

### A.3.2 Estimation of Smoothness Factor ‘p’

From equation 4.32c,

\[ \tilde{x}_3 = \frac{A x_3}{1 + \left( \frac{A x_1}{x_0} \right)^{2p}} \] \hfill (A.12)
Raising the LHS and RHS to the power of $2p$ and simplifying,

$$
\tilde{x}_3^{2p} = \frac{(Ax_3)^{2p}}{1 + \left(\frac{Ax_3}{x_0}\right)^{2p}}
$$

(A.13)

Substituting for $A$ with the estimate $\hat{A}$ from equation 4.33 in the above equation and simplifying,

$$
\tilde{x}_3^{2p} = \frac{\left(\frac{\hat{x}_1}{x_3}\right)^{2p} \left[\frac{1}{1 - \left(\frac{\hat{x}_1}{x_0}\right)^{2p}}\right]}{1 + \left(\frac{\hat{x}_1}{x_3}\right)^{2p} \left[\frac{1}{1 - \left(\frac{\hat{x}_1}{x_0}\right)^{2p}}\right]}
$$

(A.14)

$$
\tilde{x}_3^{2p} = \left(\frac{\hat{x}_1x_3}{x_1}\right)^{2p} \left[\frac{1}{1 - \left(\frac{\hat{x}_1}{x_0}\right)^{2p}}\right]
$$

1 + $D$

(A.15)

where $D = \left(\frac{\hat{x}_1x_3}{x_1}\right)^{2p} \left[\frac{1}{1 - \left(\frac{\hat{x}_1}{x_0}\right)^{2p}}\right]$. 

$D$ is calculated before so that it is easier to simplify. Substituting for $x_0$ in equation A.15,

\[ D = \left( \frac{\tilde{x}_1 x_3}{x_1} \right)^{2p} \frac{1}{\left( \frac{(\tilde{x}_1 x_2)^2 p (x_2^2 p - x_1^2 p)}{(\tilde{x}_1 x_2)^2 p - (\tilde{x}_2 x_1)^2 p} \right)^{2p}} \left( 1 - \left( \frac{\tilde{x}_1}{(\tilde{x}_1 x_2)^2 p (x_2^2 p - x_1^2 p)} \right) \right)^{2p} \]  
(A.16)

\[ = \left( \frac{\tilde{x}_1 x_3}{x_1} \right)^{2p} \frac{1}{\left( \frac{(\tilde{x}_1 x_2)^2 p (x_2^2 p - x_1^2 p)}{(\tilde{x}_1 x_2)^2 p - (\tilde{x}_2 x_1)^2 p} \right)^{2p}} \left( 1 - \left( \frac{\tilde{x}_1}{(\tilde{x}_2)^2 p (x_2^2 p - x_1^2 p)} \right)^{2p} \right) \]  
(A.17)

\[ D = \left( \frac{\tilde{x}_1 x_3}{x_1} \right)^{2p} \frac{1}{\left[ \frac{(\tilde{x}_1 x_2)^2 p (x_2^2 p - x_1^2 p)}{(\tilde{x}_1 x_2)^2 p - (\tilde{x}_2 x_1)^2 p} \right]^{2p}} \left( 1 - \left( \frac{(\tilde{x}_1 x_2)^2 p - (\tilde{x}_2 x_1)^2 p}{(\tilde{x}_2)^2 p (x_2^2 p - x_1^2 p)} \right)^{2p} \right) \]  

\[ (\tilde{x}_2)^2 p (x_2^2 p - x_1^2 p) \left( (\tilde{x}_1 x_2)^2 p - (\tilde{x}_2 x_1)^2 p \right) \]  
(A.18)

\[ \frac{(\tilde{x}_1 x_2)^2 p (x_2^2 p - x_1^2 p) \left[ \tilde{x}_2 x_2)^2 p - (\tilde{x}_2 x_1)^2 p \right] - (\tilde{x}_1 x_2)^2 p + (\tilde{x}_2 x_1)^2 p} \]  

Two terms in the denominator of equation A.18 gets canceled due to the plus and minus sign, and three terms between the numerator and denominator get canceled. Hence,

\[ D = \frac{x_3^{2p} \left( (\tilde{x}_1 x_2)^2 p - (\tilde{x}_2 x_1)^2 p \right)}{(x_1 x_2)^2 p (x_2^2 p - x_1^2 p)} \]  
(A.19)
Substituting for $x_0$ with its estimate $\hat{x}_0$ from equation 4.34 and the value of $D$ obtained in equation A.19 in equation A.15,

$$\tilde{x}_3^{2p} = \left(\frac{\tilde{x}_1 x_3}{x_1}\right)^{2p} \frac{1}{1 + \left(\frac{\tilde{x}_2^{2p}((\hat{x}_1 x_2)^{2p} - (\hat{x}_2 x_1)^{2p})}{(x_1 x_2)^{2p}(\tilde{x}_2^{2p} - \tilde{x}_1^{2p})}\right)}$$

$$= \left(\frac{\tilde{x}_1 x_3}{x_1}\right)^{2p} \frac{1}{1 - \left(\frac{(\hat{x}_1 x_2)^{2p} - (\hat{x}_2 x_1)^{2p}}{\tilde{x}_2^{2p} - \tilde{x}_1^{2p}}\right)}$$

$$= \left(\frac{\tilde{x}_1 x_3}{x_1}\right)^{2p} \left[\frac{\tilde{x}_2^{2p} (x_2^{2p} - x_1^{2p})}{x_2^{2p} x_3^{2p} - x_2^{2p} x_1^{2p} - \tilde{x}_2^{2p} x_2^{2p} + \tilde{x}_2^{2p} x_1^{2p}}\right] \frac{X}{\left(\tilde{x}_2^{2p} - \tilde{x}_1^{2p}\right)\left(\tilde{x}_2^{2p} - \tilde{x}_1^{2p}\right) + \tilde{x}_3^{2p} \left[\tilde{x}_2^{2p} (x_2^{2p} - \tilde{x}_1^{2p})\right]}$$

$$= \frac{\tilde{x}_1^{2p} x_2^{2p} x_3^{2p} (x_2^{2p} - x_1^{2p})^{2p} (\tilde{x}_2^{2p} - \tilde{x}_1^{2p})}{(\tilde{x}_2^{2p} - \tilde{x}_1^{2p}) x_3^{2p} \left[\tilde{x}_2^{2p} (x_2^{2p} - \tilde{x}_1^{2p})\right]}$$
Simplifying and rearranging,

\[
(x_1 x_2 \tilde{x}_2 \tilde{x}_3)^{2p} - (x_1 x_2 \tilde{x}_1 \tilde{x}_3)^{2p} \\
+ (x_2 x_3 \tilde{x}_1 \tilde{x}_3)^{2p} - (x_1 x_3 \tilde{x}_2 \tilde{x}_3)^{2p} \\
+ (x_1 x_3 \tilde{x}_1 \tilde{x}_2)^{2p} - (x_2 x_3 \tilde{x}_1 \tilde{x}_2)^{2p} = 0
\] 

(A.20)

Solving this equation estimates \( p \) which is subsequently used to estimate \( x_0 \) and \( A \). This is a nonlinear equation which can be solved by many numerical method techniques.
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