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The second purpose of the database is to save the gaming events; once actions are per-
formed as described in Figure 4.13 an Action Record is created and saved within the database.
This will enable the crowdsourcing dashboard to merge readings and labels in order to perform
analytics.

The ER Diagram implemented in the Parse database is shown in Table 4.14.

Figure 4.14: ER Diagram of the Game Database.

4.4 Event Detection

In order to support real time event recognition, it was decided that the event detection mod-
ule shall be implemented as database triggers. Figure 4.15 represents the ER diagram of the
event detection and event labelling components of the framework; it may be used for reference
purposes within the next subsections.
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Figure 4.15: Sensor Database ER Diagram for Event Detection and Labelling.

The event detection module can be separated into two process: the pre-processing and the
event detection. Both of these processes were implemented as database triggers and will be
discussed in the following subsections.

4.4.1 Pre-Processing process

In order to implement the pre-processing process, a database trigger was designed. The no-
tion is that as the sensor interface inserts a reading from a specific sensor, the trigger would
automatically calculate the difference between the current reading and the previous reading
from the same sensor. This new value would then be inserted into the consumption table. This
would represent the change between readings that we are interested in. Listing 4.1 shows the
after insertion trigger where the sensor ids we are monitoring are between max sensorID and
min sensorID.

Listing 4.1: Pre-Processing Change Detection Trigger
CREATE DEFINER=‘root‘@‘localhost ‘

TRIGGER ‘meterdata ‘.‘data_reading_AFTER_INSERT ‘

AFTER INSERT ON ‘data_reading ‘ FOR EACH ROW

IF(NEW.idnum<max_sensorID AND NEW.idnum>min_sensorID) THEN

INSERT INTO gowow.consumption (readingId ,time,value,consumption)
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VALUES (NEW.idnum, NEW.unix_time , NEW.value ,((

SELECT

NEW.value-g1.value

FROM

data_reading g1

WHERE

g1.idnum=new.idnum AND g1.unix_time <new.unix_time AND

g1.id<>new.id

GROUP BY unix_time

ORDER BY unix_time desc

limit 1)));

END IF

As the pre-processing step gets completed, the event detection takes place. This process
will be depicted in the following subsection.

4.4.2 Event detection process

For each insertion within the consumption table, we are monitoring to see if the reading is
greater than the rolling mean for that sensor. If that is the case, we insert the timestamp into
the eventReadingTime table. However, this is only done if an event was not already detected
for another related sensor. If an event was already recognized for this timestamp the process is
halted. Listing 4.2 provides the code for the event detection trigger as an after insertion trigger.

Listing 4.2: Event Detection Trigger
CREATE DEFINER=‘root‘@‘localhost ‘

TRIGGER ‘change_AINS ‘ AFTER INSERT ON ‘consumption ‘

FOR EACH ROW

BEGIN

IF(New.readingId <max_sensorID and New.readingId >min_sensorID)

THEN

IF(abs(new.consumption)>getRollingMean(New.readingId)

THEN

IF((select count(*) FROM eventReadingTime WHERE

time=new.time)<1)

THEN

INSERT INTO eventReadingTime(time) VALUES (new.time);

INSERT INTO eventReading(time) VALUES (new.time);

END IF;

END IF;

END IF;
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END

It was determined experimentally that the rollingMean tends to plateau due to the extremely
large number of very small changes. Therefore, for experimental purposes the getRolling-
Mean(New.readingId) was replaced with a fixed value after a period of 1 week of readings.
This greatly improved the real time performance of the algorithm.

Once a reading is inserted within the eventReadingTime, all of the readings from the same
sensor group shall be combined and inserted within the eventReading table. Listing 4.3 pro-
vides the code for the event insertion trigger as an after insertion trigger of the eventReading-
Time table.

Listing 4.3: Event Insertion Trigger
CREATE DEFINER=‘root‘@‘localhost ‘ TRIGGER

‘meterdata ‘.‘eventreadingtime_AFTER_INSERT ‘ AFTER INSERT ON

‘eventreadingtime ‘ FOR EACH ROW

BEGIN

DECLARE done INT DEFAULT FALSE;

DECLARE ids INT;

DECLARE temp DOUBLE;

DECLARE cur CURSOR FOR SELECT m.sensorId FROM meterSensor m

WHERE m.id = NEW.meterId;

DECLARE CONTINUE HANDLER FOR NOT FOUND SET done = TRUE;

OPEN cur;

ins_loop: LOOP

FETCH cur INTO ids;

IF done THEN

LEAVE ins_loop;

END IF;

SELECT consumption INTO temp from consumption

WHERE time=new.time

AND readingId=ids;

INSERT INTO eventReading

VALUES (null,NEW.time,NEW.meterId,ids temp,null);

END LOOP;

CLOSE cur;

END

This particular code was written using the labels set out by the administrator for our case
study which will be presented in the upcoming chapter.
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4.5 Event Labelling

The event labelling module had to be implemented using a combination of manual and auto-
mated processes. The gaming event and the sensor events were paired based on the timestamp
plus a time sliding window. Therefore, if a gaming event was labelled at 10:03:33 and the sen-
sor sampling frequency was 30 seconds, then the event data would be matched with the label
if an event was detected within a 30 second window. Experimentally, it was established that
there is up to 2 seconds between the time the action is physically accomplished and the time
the QR code was scanned. Therefore the sliding window will take place 2 second prior to the
record and 28 seconds after. The following query was used to appropriately merge the streams
and label the event data.

Listing 4.4: Event Labelling
SELECT * FROM (SELECT

from_unixtime(a.time/1000) as time_a,

from_unixtime(b.time/1000) as time_b,

c.time as time_c, e.time as time_e,

a.target as tar_a,b.target as tar_b,

c.value, c.sensorId

FROM

action_time AS a

LEFT JOIN

action_time AS b

ON f

rom_unixtime(a.time/1000)<from_unixtime(b.time/1000)

AND

from_unixtime(a.time/1000)>

(from_unixtime(b.time/1000)-interval 29 second)

LEFT JOIN

consumption c

ON (from_unixtime(a.time/1000) - interval 2 second < c.time

AND

c.time<from_unixtime(a.time/1000)+interval 29 second)

JOIN

eventreadingtime e

ON c.time=e.time

ORDER BY from_unixtime(a.time/1000)) as te

WHERE te.time_a not in (

SELECT from_unixtime(g.time/1000) as tim

FROM action_time f LEFT JOIN action_time g

ON from_unixtime(f.time/1000)<from_unixtime(g.time/1000)

AND f
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rom_unixtime(f.time/1000)>

(from_unixtime(g.time/1000)-interval 29 second )

WHERE from_unixtime(g.time/1000) IS NOT NULL

)

AND te.time_c IS NOT NULL

Once the labels have been apposed, a clustering algorithm was manually used on each of the
labelled sets. The k-means algorithm was used in an attempt to separate the data into clusters,
one representing appropriately labelled data and the other representing labels in which we are
unsure. This process was performed in case other actions not recorded by the game occurred
during the sampling time, this enabled us to discard those actions as invalid.

4.6 Analytics Module

The analytics module was implemented in two ways. First of all, the analytics module provided
real time evaluation of events. More specifically, as events were detected by the framework,
the analytics module performed a classification in order to provide some insight about what
was happening within the facility in real time. The classification was based upon the data la-
bels previously acquired. Secondly, historical analytics were provided using the acquired data
labels to extract knowledge from data that had been previously gathered. The analytics module
was implemented using R [79] and R Shiny[80].

4.6.1 Real Time Analytics

R Shiny was responsible for monitoring the event table within the database. Whenever a new
event was inserted, the data was captured in R and a classification was performed using k-
nearest neighbour, where the learning set of the algorithm was the game labelled data. The
result of the classification, that is the labels that were assigned to each readings, were sent back
to the sensor database for further analytical purposes. There are multiple reasons behind the
use of k-nearest neighbour but it was mostly due to its versatility and ease of use. Indeed, as
targets are added or modified, new training labels can easily be added and modified without
requiring extensive retraining. Due to the changing nature of the framework, this was critical.
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4.6.2 Historical Analytics

The second analytical implementation was used to extract information from past data using
newly acquired labels. Reports were created and generated using R Shiny based on the users
selection of the day they wished to learn information from. The historical data for those days
was then inserted in the data reading table if it was not already present. The event detection was
then generated and classification was performed on those events to provide historical insights
on the facility being monitored.

The implementation was then used for a case study, the results of which will be presented
in the following chapter.

4.7 Summary

In summary, this chapter presented an implementation capable of robustly capturing sensor
data labelling using gamification. The implementation presented followed the gamification
framework architecture presented in Chapter 3. It made use of an implementation of the
game backbone entity to acquire all required components to connect the sensor environment
to the gaming environment. In this case, the community entity encompassed the metadata.

The mobile application implemented in Android pulled all the required gaming information
from the community entity. It fetched the required actions, rewards, levels, etc. Only the
view of the actual gaming mechanics was implemented directly in the mobile application. The
crowdsourcing dashboard, developed using the play framework, enabled the setup of the sensor
and gaming parameters by asking the user to create locations, meters, areas, actions, targets,
rewards etc. therefore populating the gaming metadata. Additionally, the four gamification
building blocks were implemented as follow:

• The gaming mechanics chosen for this implementation were the leaderboard, points and
task accomplishment mechanics.

• The rewards were implemented in terms of points and bonuses but also through social
feedback with the help of the leaderboards.

• The actions and communities were designed to be built around a behavioural change or
theme.

• The measurement of the success was implemented through the user levels and labelling
conversion rate.
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By implementing the chosen gaming mechanics, rewards, behaviours and measurements
we are showing how the framework could have been implemented in a variety of games.

The event detection and event labelling modules were implemented as database functions
and triggers in order to detect the event as effectively as possible and support the real-time
requirement of the framework. By using database triggers, the events were detected upon the
insertion of the sensor readings in the sensor database.

The data labelling clustering as well as the various analytical components were developed
using R and only provide a glimpse of what is possible to accomplish with the real-time detec-
tion of events and label acquisition.

The work presented in this chapter only serves as a proof of this concept and is solely an
example of what can be accomplished using the framework.

Additionally, the chosen implementation is such that researchers could also setup their
sensor environment and leverage the power of crowds to obtain a labelled dataset. Although it
was not explicitly used in this fashion, the manner in which the use case could be fulfilled is
evident.



Chapter 5

Gamification Framework Evaluation

In this chapter the evaluation of the gamification framework will be presented. The gamifica-
tion framework will be evaluated in the context of a case study for Powersmiths, a company
specializing in manufacturing electrical sensor meters, transformers and software solutions for
industrial buildings. The chapter will describe how the framework was used to acquire data
labels and perform real time and historical data analysis. The methodology used to evaluate
the event detection, labelling accuracy and the analytical capabilities of the framework will
also be detailed. The results of the analytics will also be discussed

5.1 Case Study

A case study was performed by the author to establish the value and accuracy of the gamifi-
cation framework. Powersmiths [81] is a company developing meters capable of measuring
various electrical consumption features at very fast intervals. They have been capturing and
storing this data for a number of years but to this point had only used the data in order to get a
real time snapshot of consumption. The company had an underlying interest for sustainability
and energy savings and wished to see if some analytics could be performed using their data.
This presented a great opportunity to evaluate the proposed framework.

The company was more specifically interested in finding out about their lighting habits. For
example, they wanted to know if they would be able to establish which lights were turned on
and where, as well as, whether or not they had sustainable habits within their facility in regards
to lighthing. The ability to extract such knowledge would add much more value to the data that
they were already storing.

The crowdsourcing framework was used to setup their gaming environment. One location,

74
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their head office, was created along with a single area: the second floor of the facility. The
head office, has a number of meters installed, but a single meter is responsible of measuring
the consumption of the second floor lighting. Therefore, this meter was created and added to
the area. Powersmiths was interested in monitoring all light switches on the second floor for a
total of 11 different targets. Those targets were created and the QR code printed and installed
next to the light switches.

For this particular implementation, a single measuring action, turning off the lights, was
created. However, a number of other sustainable actions were also added; such as reducing
waste and unplugging various devices as described in Table 5.3. Those actions though, were
not captured or monitored by the framework but were essential to the success of the game.
Indeed, a variety of actions is necessary in order to keep the users entertained.

In addition to the electrical sensors, Powersmiths also had a number of occupancy sensors
installed in the same areas. Those sensors were fabricated by SmartThings [82], a home au-
tomation technology manufacturer. Powersmiths was interested in joining the sensor data to
perform further analytics and establish whether or not energy was being wasted due to lights
being left on while rooms were not occupied. The SmartThings occupancy sensors were then
added to the framework and monitored simultaneously. However, no specific gaming actions
were created for their labelling purpose as the sensor data was already labelled. Figure 5.1
shows the overall architecture of this specific implementation.



76 Chapter 5. Gamification Framework Evaluation

Figure 5.1: Implementation Design.

The electrical meters are composed of various sensors each measuring different electrical
features of the lighting system. The various electrical sensors are presented in Table 5.1

S ensorName Units Description
1 Amp A Ampere (A) Measures the amp of the phase 1 of current
2 Amp B Ampere (A) Measures the amp of the phase 2 of current
3 Amp C Ampere (A) Measures the amp of the phase 3 of current
4 Amp N Ampere (A) Measures the amp of the neutral phase of current
5 Amp L Ampere (A) Measures the amp of the effective current
6 kW A Kilowatt (kW) Measures the kilowatt consumption on phase 1
7 kW B Kilowatt (kW) Measures the kilowatt consumption on phase 2
8 kW C Kilowatt (kW) Measures the kilowatt consumption on phase 3
9 kW total Kilowatt (kW) Measures the total kilowatt consumption

Table 5.1: Electrical Sensors Descriptions.

Powersmiths sensors are designed to constantly measure the values but the readings are
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only updated and made available through an API every 30 seconds. However, Powersmiths ex-
perienced some technical difficulties with their API during the 82 days of the case study. Given
the sampling rate, we expected to record 2880 readings daily from each of the sensors. In re-
ality, on average each sensor recorded 2470 sensor readings within a 24 hours period. During
our experiment, only the meter responsible for the second floor lighting was of interest. This
meter contained 9 sensors as shown in Table 5.1, for a total of 22,230 readings on average per
day for the meter. The framework was implemented and data gathered from the meter for 82
days, accumulating over 202,587 readings on average per sensor for a grand total of 1,823,289
readings.

On the other hand, the SmartThings sensors were also queried every 30 seconds and the
motion values were recorded only when the status of a sensor had changed. The motion sensors
are described in table 5.2

S ensorName Units Description
VP’s office Motion True or False Measures whether motion occurred in the VP’s and

project manager’s Area, enabling us to infer occu-
pancy.

Boardroom Motion True or False Measures whether motion occurred in the Board-
room, enabling us to infer occupancy.

Support Motion True or False Measures whether motion occurred in the Support
Area, enabling us to infer occupancy.

Forge Motion True or False Measures whether motion occurred in the Forge en-
abling us to infer occupancy.

Corridor Motion True or False Measures whether motion occurred in the Corridor
Area, enabling us to infer occupancy.

Table 5.2: Occupancy Sensors Descriptions.

The game application was deployed with the following set of actions described in Table
5.3. A number of actions were not sensor based, however these actions are essential for the
success of gamification. Users enjoy diversity and challenges and in order to achieve a change
in behaviour a variety of actions is required.
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ActionName ActionCategory Level Description

Lights Out! Lighting 1-2 Turn any of the targeted lights off!

Reduce waste! Environment 1 Packed a litterless lunch

Temperature savvy! HVAC 1 Changed room temperature

Unplug! Outlet 1 Unplugged laptop charger

Reduce waste! Environment 2 Refilled a water bottle

Temperature savvy! HVAC 2 Turned off air conditioning, replaced with fan

Table 5.3: Game Application Actions.

Only the Lighting System was of interest for this experiment, therefore only the light
switches were targeted. The targets can be found in Table 5.4.

TargetName TargetId Description

VP 1 This is represents the light switch for the VP’s office

Project Manager 2 This is represents the light switch for the Project Man-

ager’s office

Boardroom 3 This is represents the light switch for the Boardroom

Corridor 4 This is represents the light switch for the Corridor Area

Forge Total 5 This is represents the light switch for the Entire Forge

Room

Forge 1 6 This is represents the light switch for the front of the

Forge Room

Forge 2 7 This is represents the light switch for the back of the

Forge Room

Support 8 This is represents the light switch for the Support Area

VP and Project Manager 9 This is represents the light switch for the VP’s and Project

Manager’s offices

Support and Corridor 10 This is represents the light switch for the Support and

Corridor Areas

Project Manager and Boardroom 11 This is represents the light switch for the Boardroom and

the Project Manager’s office

Table 5.4: Lighting Action Targets.

It can be observed that some targets are a combination of two targets, the reason behind
this approach is that some lighting switches are found side by side. Therefore, there exists a
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strong possibility that one would turn off/on both switches at the same time. These targets aim
at capturing those behaviours explicitly.

The evaluation of this framework was twofolds, one part consisted in evaluating the ability
of the framework to detect events and appropriately label them and the second evaluated its
analytical capabilities.

5.2 Event Detection and Labelling Component Evaluation

The gaming experiment was conducted over a single day, enabling the capture of 134 action
records using the mobile application with the help of 2 users. Unfortunately, the trial was lim-
ited to a single day due to hardware limitations within the facility. In actuality, the office is
highly oriented towards apple products and since the application was developed using Android
devices, loaner phones had to be used.

During the experimentation, it was noticed that the sensor API was experiencing technical
difficulties, it was not serving data consistently or regularly and the 30 seconds sampling in-
terval was not kept. Indeed, of the expected 2880 daily readings from each sensors only 1808
complete readings were recorded, a sampling rate of 62.8%. During the game play between
10 am and 2 pm the accuracy was slightly higher at 65.1%. As a result, of the 124 actions,
the framework accurately captured only 90 corresponding readings, for a sampling accuracy
percentage of 72.5%. Given the technical difficulties that led to variable and infrequent data
sampling, this accuracy is considered successful. The reason for the inability to capture some
of the events was that data was simply not available from the API at the time the actions were
completed. The initial dataset size is therefore 90 readings.

5.2.1 Event Detection Evaluation

In order to test whether the framework would enable the identification of false positives through
the labelling of readings recorded when actions were captured but not physically performed,
10 targets were scanned without the actions being physically completed. Of those 10 actions,
the framework detected 9 associated readings. Which means that one of the action although
recorded did not have any related sensor readings and was therefore discarded. Of the re-
maining 9, all 9 were not detected as events and therefore the framework was able to fully
prevent false positives. Table 5.5 shows the injected readings and demonstrates the validity of
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our event detection approach. Going forward, we wish to remove the 9 newly injected false
readings from the dataset, reducing the initial dataset from 90 to 81 readings.

ActionT ime ReadingTime EventT ime kWA kWB kWC kWtotal

’2014-12-16 10:02:36’ ’2014-12-16 10:03:02’ NULL ’0.000’ ’0.000’ ’0.000’ ’0.001’

’2014-12-16 10:52:27’ ’2014-12-16 10:52:32’ NULL ’0.000’ ’0.001’ ’0.001’ ’0.002’

’2014-12-16 10:58:21’ ’2014-12-16 10:58:32’ NULL ’0.000’ ’0.001’ ’0.000’ ’0.001’

’2014-12-16 11:15:33’ ’2014-12-16 11:16:02’ NULL ’-0.000’ ’-0.000’ ’-0.000’ ’-0.001’

’2014-12-16 11:45:57’ ’2014-12-16 11:46:02’ NULL ’-0.000’ ’-0.000’ ’-0.000’ ’-0.000’

’2014-12-16 11:52:51’ ’2014-12-16 11:53:02’ NULL ’0.000’ ’-0.000’ ’-0.001’ ’-0.001’

’2014-12-16 12:10:04’ ’2014-12-16 12:10:32’ NULL ’-0.000’ ’-0.001’ ’-0.001’ ’-0.002’

’2014-12-16 12:13:04’ ’2014-12-16 12:13:32’ NULL ’0.000’ ’-0.001’ ’-0.001’ ’-0.002’

’2014-12-16 13:20:33’ ’2014-12-16 13:21:02’ NULL ’-0.000’ ’-0.001’ ’-0.001’ ’-0.001’

Table 5.5: False Positive Detection.

For the purpose of the experiment, we are interested in capturing a single gaming action per
sampling interval. However due to the inconsistent sampling rate, of the remaining 81 actions
captured and recorded it was found that 4 occurred during the same sampling intervals. Those
samples were discarded leaving us with 77 unique samples to label.

5.2.2 Event Labelling Evaluation

Additionally, each of the sensor target had to be clustered to judge whether other actions may
have occurred during the sampling or whether the users may have mislabelled the actions.
Therefore, if it is judged to be significantly different, it should be excluded from the labelled
set. This evaluation was performed using R, a statistical analysis program, through k-means
clustering. The accuracy of the clustering was measured using the BSS/TSS ratio. All the
readings for a specific target were clustered using one or more centres. The number of centres
was increased until the BSS/TSS ratio was over 80%, indicating a proper dispersion. The
readings that did not appear to belong to the same cluster as the majority of the readings were
then excluded. Figure 5.2 shows how two of the readings were removed from the labelled pool
for target 3.
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Figure 5.2: Cluster of Target 3.

In order to evaluate the framework’s ability to prevent noise introduction, 5 invalid samples
were injected by performing a labelled action but scanning the improper target. The goal being
to evaluate whether the framework would accurately identify them as invalid labels. The frame-
work was successful in recognizing 4 out of the 5 injected actions. However, the other action
had no readings associated with it and therefore was not captured through the API. Table 5.6
shows those results. It can be observed that the clustering algorithm placed the noisy readings
in a different cluster than the cluster containing the properly labelled readings, leading to the
rejection of the injected readings.

ActionT ime ReadingTime TargetNumber AssignedCluster TrueCluster

2014-12-16 12:55:29.692000 2014-12-16 12:55:32 12 3 1

2014-12-16 12:58:25.051000

2014-12-16 13:02:18.226000 2014-12-16 13:02:32 10 2 3

2014-12-16 13:05:26.451000 2014-12-16 13:05:32 10 1 3

2014-12-16 13:33:55.048000 2014-12-16 13:34:02 4 1 2

Table 5.6: Wrong Label Detection.

Therefore, after removing the 4 recognized injected actions, we are left with a set of 73
valid detected actions. Which means that if every single one of the detected action that we did
not tamper with were to be labelled, the labelled dataset should contain 73 readings.

However, this is not the case. A number of factors may have introduced noise within the
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dataset, especially given the improper sampling time. After the clustering is performed for each
of the targets, a number of potentially noisy data readings were removed. The composition of
the final set is shown in Table 5.7

Target Number o f Labels

’1’ ’5’

’2’ ’6’

’3’ ’4’

’4’ ’4’

’5’ ’4

’6’ ’6’

’7’ ’6’

’8’ ’5’

’9’ ’7’

’10’ ’3’

’11’ ’3’

Total 53

Table 5.7: Final Dataset Composition.

Therefore the framework translated 72.6% of the gaming actions into labels. However, we
expect that the percentage would be much higher if the API was to be functioning adequately.

The following section will depict how the framework leverages those labels to perform
sensor data analytics.

5.3 Analytical Evaluation

The analytical capability of the framework enabled through the data label acquisition was eval-
uated both in real time and for historical data.

5.3.1 Real Time Analytics

The real time analysis was evaluated through the use of a R Shiny application, deployed through
the gamification framework. The application was designed to monitor the lighting and occu-
pancy of the Powersmiths’ facility and as events were taking place, the status of each area was
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shown. The application is presented in Figure 5.3.

Figure 5.3: Real Time Analysis Application.

The idea behind the real time analysis was based upon k-nearest neighbours. The acquired
data labels were used to create clusters and from there the centroid of each target was calcu-
lated. In order to keep the complexity of the algorithm low to support the real time results, the
newly detected event data was compared only against the centroids and assigned to the class it
was closest to. Therefore, limiting the computation to a maximum of 12 comparisons, where
11 is the number of potential labels plus the non-event label.

Although informal, this aspect of the framework was evaluated by ensuring that the infor-
mation made available by the application was accurate. This was done over multiple days, for
a period of approximately 30 minutes per day. Due to the fact that the framework was deployed
at an out of town location, the facility administrator was contacted periodically and the accu-
racy of the results was verified. Indeed, lights were purposely turned on and off and the results
were recorded and compared against the real time snapshot provided by the application. Once
again the API providing information from the sensor was not consistently accurate. However,
during each interaction, each of the lights were turned on/off once and the experiment was re-
peated. The accuracy results were found to be 80%.

In order to evaluate the accuracy and value of the framework, multiple analytical compar-
isons were performed against state of the art algorithms, each used to label the identified events.
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The accuracy metric used is defined by Equation 5.1:

Accuracy kmeans = (tp + tn)/total (5.1)

Where:

tp represents the number of true positives in the dataset

tn represents the number of true negatives in the dataset

total represents the total number of samples in the dataset

It is possible that unsupervised classification is sufficient for the scope of this work and
that perhaps the labelling does not provide any significant advantages. In order to demonstrate
the validity of our approach comparisons using the k-nearest neighbours algorithm in R and
the k-means algorithm within the Weka [83] knowledge analysis tool were performed. Three
comparisons were made:

• A first attempt was made to classify the raw data readings identified as events by our
framework using the k-means algorithm in Weka. In an unsupervised unlabelled con-
text, the only information that would be accessible to the user would be the number of
potential clusters or targets. Therefore this information was provided to the algorithm.
The same computation was performed using both the raw event readings and the pre-
processed event readings. This comparison shows the importance of the pre-processing
step.

• Secondly, a comparison of the same approach was performed but this time the clustering
noise removing technique was applied to both data sets. This comparison shows the
importance of the noise removal.

• Thirdly, R was used to demonstrate the importance of having access to labelled data. A
comparison between the previous unsupervised comparisons and the use of a very simple
k-nearest neighbour algorithm is made. We simply chose the training set to be equal to
the centroid of each of the cluster labels and set the number of neighbours to one. This
approach is as simple as classification can be and enables us to most closely compare
against the previously unsupervised k-means approach.

Table 5.8 shows the results of the various classifications of the event readings. The accuracy
enhancements related to the use of labelling and data processing are non-negligible.
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Case Algorithm Accuracy

Unprocessed Event Readings No Noise Removal K-Means 31.08%

Pre-Processed Event Readings No Noise Removal K-Means 64.86%

Unprocessed Event Readings K-Means 35.84%

Pre-Processed Event Readings K-Means 71.69%

Pre-Processed Event Readings and Labeled Centres K-Means 88.67%

Table 5.8: Framework Comparison with Unlabelled Techniques.

Lastly, using a combination of the algorithms evaluated herein and the occupancy sensor
data, historical analysis was performed. The following section will evaluate this work.

5.3.2 Historical Analytics

Through the combination of the data obtained by the occupancy sensor and the ability to clas-
sify detected events with high accuracy as shown in the previous section, historical analytics
were performed in order to extract insights from electrical usage data.

Daily historical reports were created to provide a snapshot of the usage of the facility.
Within each daily report, every single event detected is listed and classification is performed
to determine which event occurred. The detection and classification of the events, enables us
to extract the lighting status of each area. Since we can also determine the occupancy status
of the area through the use of the motion sensors, it can be established whether the facility is
wasting energy at any given time as described in Table 5.9

Light Occupancy Waste

ON ON NO

ON OFF YES

OFF ON NO

OFF OFF NO

Table 5.9: Electrical Consumption Waste Rules.

These rules enabled us to create a financial report which detailed the amount of energy,
the duration and the cost of the waste. The application was developed using R Shiny and was
integrated within the crowdsourcing dashboard. A view of the application is shown in Figure
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5.4. The entirety of the data captured by the framework, 1,823,289 readings, were analyzed by
this component.

The evaluation of this component was once again performed through informal interviews
with the facility administrator. The administrator confirmed the accuracy of the reports and
commented on how the reports enabled him to effectively change some wasteful consump-
tion habits. An area was identified as particularly wasteful and the daily reports truly helped
to remediate the situation. Therefore, these reports enabled the administrator to track the ef-
fectiveness of gamification towards behaviour changes. It was remarked that the game had a
positive effect and that the waste observed within the VP’s area was almost completely elimi-
nated since the implementation of the framework.

Figure 5.4 depicts the view of the report.

Figure 5.4: Historical Analysis Application.
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Figure 5.5: Historical Analysis Application Heat Map View.

The plot found in Figure 5.5 is simply rendition of the lower half of Figure 5.4. It is a
heat map representing the waste for each areas. Indeed, as found on the right end side, for
each paired line a contrasting colour indicates waste in accordance with Table 5.9. If the line
appears pale yellow, this signifies that the room is occupied or that the light is on depending
on the line you are looking at. Conversely, red indicates an absence of occupants and that the
lights are off. Therefore, if the line representing the light of an area is yellow but occupancy is
red, energy is being wasted.

5.4 Summary

In summary, over the course of one day and with the participation of only two users, a dataset
of 53 hard labels was successfully gathered through the use of the gamification framework. It
is to be noted that the game was played during the workday and therefore the users were still
performing other duties during that time. Given the technical limitations faced by the frame-
work, we consider this labelling rate to be a success.

The accuracy of the labelling technique and the analytical capabilities of the framework
were also evaluated. Through the injection of invalid data, the labelling technique was tested in
terms of its resistance to false positives and its ability to accurately identify true data events. By
simulating the improper labelling action we were able to evaluate the frameworks autonomous
ability to prevent the introduction of noise in its labelled dataset. The framework was hugely
successful in detecting all invalid actions taken by the users. We consider the evaluation of the
robustness of the labeling technique to be a great success.
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In terms of real time and historical data analytics, the results were evaluated through the
use of human feedback. The administrator of the case study reported great results in terms of
real time analytics with an average of 80% accurate event detection.

Additionally, the historical trends detected by the framework signalled that some areas
of the building were consistently wasting energy. With the use of the framework, the users
were able to positively change their behaviour and the changes were accurately reflected by the
frameworks reporting tool. The real time and historical analytical capabilities of the framework
are also considered a great accomplishment.



Chapter 6

Conclusion and Future Work

This chapter will provide a review and conclusion of the contributions, implementation and
evaluation of the gamification framework for sensor data analytics presented in this thesis.
Lastly, a description of the intended direction and future work related to this framework will
be presented.

6.1 Conclusion

The work presented in this thesis provides a solution to the problem of sensor data labelling
and presents various contributions:

• The framework makes use of gamification as a crowdsourcing paradigm to cope with
both the high cost associated with the acquisition of sensor data labels and the burden
faced by the user that is typically associated with performing sensor data labelling tasks.
In fact, users are participating in a game rather than explicitly labelling data, henceforth
encouraging true participation and limiting user introduced annotation errors due to bore-
dom or lack of interest. The manner in which gamification is integrated and central to
the framework is considered a contribution of this thesis. The gamification component
is integrated within the design of the framework as opposed to other approaches that use
gamification as a secondary tool. Typically gamification is implemented as a fixed game
that is completely separated from the solution’s architecture. It is often used as nothing
more than an interesting user interface. This work proposes a solution to deploy any
game to label any type of sensor data.

89
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• The novel data labelling approach presented here utilizes a multi channel architecture to
collect sensor data and labels separately. This separation is what enables the framework
to support any type of sensors, whether mobile or fixed. The framework was designed to
be adaptable to any sensor data source which in itself serves as a contribution.

• The framework allows the real time detection and analysis of the sensor data. By ef-
fectively separating the capture of sensor events from the gaming human activities, the
framework is able to provide real time and historical data analytics. The capture of sen-
sor data is completely independent from the labelling process which means that whether
users are currently playing the game or not, sensor data is being captured and analyzed.
The solution leverages the labels previously gathered to provide real time and historical
sensor data event classification. Therefore providing an end to end solution to the issues
of data analytics related especially to sensor data gathered within permanent infrastruc-
ture.

• The shortcomings of current crowdsourcing frameworks used to label datasets are ad-
dressed by this thesis, in response to those weaknesses associated with sensor data. The
work here proposes an approach to label sensor data not only to provide data analytics
but also to enable researchers to easily obtain labelled datasets.

Furthermore, in order to provide a proof of concept for the gamification framework the imple-
mentation of the various components was presented. This thesis includes the implementation
details of:

• The crowdsourcing framework as a REST API along with the reasoning behind its im-
plementation strategy as a Web Service.

• The sensor interface and its flexible architecture that enables the support of various data
types.

• The gamification component including how the mobile application and database schema
implemented the gamification strategy presented by the framework.

• The data pre-processing step and its underlying logic. A discussion on the idea of ex-
tracting the anomalous properties of the sensor data to showcase events was also detailed.
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• The event detection module which included how consideration was given to respect the
real-time requirements of the framework.

• The data labelling module which made use of data polling services, database queries and
clustering techniques to ensure robust data labelling.

• The analytical services including how the services were made reactive to real time data
and how historical analysis was performed using the labels obtained through gamifica-
tion.

Additionally, the implementation of the sensor labelling framework was evaluated on mul-
tiple facets. The evaluation was performed through the use of a case study. A game was
developed and utilized with the purpose of labelling data captured by permanent sensors and
performing both real-time and historical analysis.. The subsequent components were evaluated
as follow:

• The ability of the framework to detect events was evaluated by having users play the
game and evaluate how many of the gaming events were actually captured by the frame-
work. Given the technical difficulties faced by sensors which affected the consistency of
the sampling rate, the framework was capable of detecting the majority of the events it
was presented with.

• The capacity of the framework to reduce noise was also evaluated by the injection of
invalid data labels. Gaming errors were purposely introduced to test the framework’s
ability to remove user introduced data noise. The framework was successfully able to
catch the events that were purposely mislabelled along with gaming events that were
submitted without the users physically accomplishing the task. Therefore the framework
successfully demonstrated its ability to reduce noisy data.

• The aptitude of the framework to provide both real time and historical data analysis was
also evaluated through repeated testing and visual validation. Indeed, remote testing
was performed with the help of a facility administrator to validate the real time results
shown within the application. A retrospective analysis was also performed regarding the
historical analysis results. The analytical capability were positively confirmed through
this process.

With the increasing presence of the IoT in our everyday life and the enormous amounts
of sensors found in everyday devices, an easily adaptable means to acquire intelligence from
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those devices is required. The gamification framework addresses the need to translate data into
actionable information by providing a solution that can easily be implemented in any context
such as: smart building, health care or even wearable devices. The integration of gamification
within our flexible multi channel architecture opens the door to the combination of crowdsourc-
ing and crowdsensing techniques. However, consideration shall also be given to the security
and privacy issues that could arise from the deployment of such framework. The utilization of
our framework in the context of finance or military applications could also enable to extraction
of potentially privacy damaging information.

With the emergence of the Big Data revolution, a surprising number of people are inter-
ested in extracting insights from their own personal data. A number of platforms provide those
services to the user, for example smart electrical meter data can be uploaded to a variety of
services to gain insight on consumption habits and a variety of wearable devices provide users
with information in regards to their sleeping and physical activity patterns. However, these
services are commercial services which often require the purchase of specific devices and the
analytical insights they provide are often superficial and limited.

The work in this thesis provides the stepping stone to a universal way to gather and label
any form of data and render data analytics accessible to the masses.

6.2 Future Work

The modular architecture of the framework renders the addition of future work easily feasible.
Each of the components of the framework can easily be replaced with various other modules as
more research is performed and better solutions become available. The following ideas could
be explored as future work for the framework:

• Due to the limitation of the available data during our case study, our work could highly
benefit from more robust testing. Subjecting our framework to a longer case study would
allow us to get a better measure of the accuracy and value the framework. Additionally,
by extending the case study the effectiveness of the long term deployment of gamification
could be observed. The basis of our trust model could then be evaluated based on the
participation of more users and conclusions could be drawn regarding the truthfulness of
the participants. Furthermore, by extending the case study to different sensor interfaces,
the impact of imperfect data could be evaluated.
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• In order to reduce the number of labels required to perform data analysis, active learning
algorithms are often used to pick the best data labels upon which algorithms should be
trained. This type of algorithm typically queries the user to obtain specific labels rather
than asking the user to label the entire dataset. It can be described as targeted labelling.
Active learning is very difficult to achieve when it comes to sensor data because the
events of interest cannot be translated from sensor data to human activity without having
prior labels. The idea of using readings similarity to identify a labelled reading that is
most similar to the reading of interest and then to request from the user to perform the
associated activity may be explored. This is an interesting area as it could vastly improve
the quality of the dataset gathered by our framework. Gamification would not only be
used to provide sensor labels but also to request them, therefore it would fully capitalize
the user engagement enabled by the very integration of gamification.

• The architecture of this framework was built to handle real time data. However, no con-
sideration was given to the amount of data nor to the potential high velocity it may reach.
Nonetheless, the event detection techniques made use of a computationally inexpensive
methodology to facilitate the deployment of the framework in a Big Data environment.
Adapting the current architecture to handle Big Data constitutes the first priority in the
direction of this work due to the close connection between sensor data and Big Data.
The use of the lambda architecture [84] to support real time and historical data analysis
as well as data labelling in the context of Big Data has been explored and the implemen-
tation of this paradigm has begun.

• Integration of our work with the concept of semantic web is an other area of interest.
Using semantic web within our framework would enable the integration of heterogenous
sources of data which could allow us to create more complete datasets in provenance of
various data sources. Semantic Web could be used to integrate data from various sources
and ensure that the sensors were of the same type and context. By using this technique,
the current integration process which relies upon administrator physically entering the
information could be automated. This would bring our framework one step closer to the
autonomous goal desired for IoT.

• Another interesting future work for this framework would be to integrate a data serving
layer which would enable the sharing of the various datasets created within the frame-
work. When implementing this framework over a shared configuration, a variety of
sensors may be connected to label data and provide analysis. Currently, only the owner
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of the sensor stream would have access to the labelled data. Although possible, obtaining
the labelled data is not designed as a shared functionality of the framework. The ability
of the framework to serve labelled data on demand could be an interesting avenue to ex-
plore. A repository of all connected sensors and their associated datasets could provide
some value to data researchers all over the world.

• There are two important aspects that are not currently being considered in our work:
security and privacy. By enabling data analytics through sensor label acquisition, the
activities performed by users interacting with sensors may be exposed. Although the
users taking part in the framework are aware of those implications, the actions of other
non-willing participants may be uncovered. Future works should focus on evaluating
how severely the deployment of our framework could affect security and privacy.

Once again, due to the flexibility and modularity of the architecture, a variety of future
work could be integrated by either replacing existing components or by simply adding those
components to the framework. The design of the framework itself was meant to facilitate the
replacement of any components, given that the module still performs the same functionality.
The architecture is in no way tied to its implementation.

The work presented in this thesis serves as a proof of concept that gamification can be
leveraged as a successful crowdsourcing technique. The future work stresses the importance to
integrate concepts that will render the framework more reactive and autonomous because the
work presented in this thesis only serves as the stepping stone to enabling autonomous sensor
Big Data analytics in the context of the IoT.
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