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Abstract

Doping and structural modification affects such important characteristics as conductivity, catalytic activity, luminescent and magnetic properties of modern materials. Ion beam implantation is a conventional doping method which combines a low processing temperature with convenient control of concentration and distribution of dopant and irradiation damage. In this study, the ion beam implantation method was used to modify strontium titanate (STO) and highly oriented pyrolytic graphite (HOPG). Both materials have immense potential for applications in different areas of modern technology, including gas sensing, catalysis, electronics and spintronics. Fe-implanted STO and N- and O-implanted HOPG were examined with complementary experimental techniques, including Particle Induced X-ray Emission (PIXE), Rutherford Backscattering (RBS), X-ray Absorption Near Edge Structure (XANES) and X-ray Photoemission (XPS). Magnetic properties were analyzed with Superconducting quantum interference device (SQUID) magnetometry.

Irradiation with ion beams modifies structure and increases the surface reactivity of STO and HOPG. XPS reveals an increase of O and C content on STO surface due to reactions with gases from the ambient atmosphere with the surface defects. XANES analysis detects the formation of carbonyl and other functional groups as well as amorphization with formation of sp³ carbon species on the ion irradiated HOPG surfaces. Iron irradiation and post-implantation annealing in O₂ at 350°C cause unexpected loss of Sr at the surface area of STO due to formation of lower density SrCO₃ and Sr(OH)₂ phases and possible SrO desorption.

The STO single crystals exhibit weak ferromagnetic moments prior to implantation. The maximum saturation moment is obtained after our highest implantation dose of 2×10¹⁶ Fe atom/cm², which could be correlated with the metallic Fe⁰ phases in addition to the presence of O/Ti vacancies. The annealing in oxygen atmosphere partially heals implantation damages and changes the oxidation state of the implanted iron from metallic Fe⁰ to Fe²⁺/Fe³⁺ oxide, accompanied by a loss of the ferromagnetic response. Iron oxide phases with Fe²⁺ and Fe³⁺ states corresponding to this regime are identified and their structures are confirmed by calculations using the Real Space Multiple Scattering program (FEFF9). Magnetic moments of the N-and O-implanted HOPG samples are correlated well with transition metal impurities.
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<td>--------------</td>
<td>-------------</td>
</tr>
<tr>
<td>TFY</td>
<td>total fluorescence yield</td>
</tr>
<tr>
<td>TM</td>
<td>transition metal</td>
</tr>
<tr>
<td>TRIM</td>
<td>Transport of Ions in Matter</td>
</tr>
<tr>
<td>UHV</td>
<td>ultra-high vacuum</td>
</tr>
<tr>
<td>XAFS</td>
<td>X-ray Absorption Fine Structure</td>
</tr>
<tr>
<td>XANES</td>
<td>X-ray Absorption Near Edge Structure</td>
</tr>
<tr>
<td>XPS</td>
<td>X-ray Photoelectron Spectroscopy</td>
</tr>
</tbody>
</table>
Chapter 1. Materials for modern technology

1.1 Motivation

The growth of digital electronics creates a great demand for new materials for information and communication technology, processing and storage of data, photonic technology, energy industry and others applications [1]. Recently considerable interest has been focused on the functional perovskite oxides owing to their rich physics and great potentials as the next-generation electronic materials. Basic research has been boosted by a series of discoveries of their amazing properties including superconductivity, tunneling magnetoresistance, piezoelectric, ferromagnetic, ferroelectric, and multiferroic behaviour, resistive switching behaviour, giant thermoelectric and photoconductivity effects, and exceptional catalytic properties [2-5]. Novel perovskite oxide materials find versatile applications in optical electronics, gas sensors, photocatalysts, oxide cathodes, insulating layers in random access memory, ferroelectric thin film structures, high-$T_C$ superconductors, and gate dielectric material [6-8].

This multitude of properties comes with a price. Only a few parameters must be controlled to obtain reliable device performance in conventional semiconductors such as silicon. A vast knowledge has been accumulated on the microfabrication routes that do not degrade properties and allow a system control with complex device functionality. Numerous studies have shown that electronic, light-emitting and magnetic properties of perovskite oxide materials depend to the greatest extent on the doping (or impurities) and defects in different crystal structures [9].

However, the tendency to form oxygen vacancies or to develop dopant concentration gradients in perovskite oxides significantly hinders the device fabrication. The improved ability to control the growth of thin films and modify properties at the atomic scale developed in recent years have extended the possibility of creating new materials by alternating the thin-film growth of two materials on top of each other and repeating the sequence multiple times [10]. The structures consisting only of few monolayers, so-called “superlattices” or artificial lattices, indeed do not have their bulk
analogs. This opens the possibility to either enhance or introduce completely new properties that are completely absent in the parent compounds.

Until the late 1990s, the semiconductor industry has relied on silicon, a material which is abundant and well understood, has excellent mobility properties, and offered inexpensive fabrication routes. Silicon can be conveniently oxidized producing a SiO$_2$ dielectric layer with a sharp interface to be used as a transistor gate insulator. However, with further miniaturization new materials, new device geometries and new switching concepts are required.

Intense research activity is aimed to the search of other high-mobility semiconductor materials and new oxide materials which can replace SiO$_2$ as a gate dielectric material. At thickness ~ 1.2 nm silicon dioxide ceases to be perfectly insulating, and the tunneling-induced leakage current becomes unacceptably high. Oxides with high dielectric constant (high-$\kappa$ dielectrics) can improve the operation of electronic devices. Besides desirable dielectric constant the material should possess good thermal stability, thermodynamic compatibility with semiconductor and low defect density at the dielectric/semiconductor interface. Besides silicon nitride and nitrided SiO$_2$ the candidates were Ta$_2$O$_5$, TiO$_2$, Al$_2$O$_3$, ZrO$_2$, HfSi$_x$O$_y$, and SrTiO$_3$ films grown by atomic layer deposition, metal-organic chemical vapour deposition, and molecular beam epitaxy [11]. Unfortunately many of them, including TiO$_2$ and Ta$_2$O$_5$, are not suitable, as they are not thermodynamically stable in contact with Si [12].

Contemporary interest in SrTiO$_3$ material examined in this thesis was focused on its multiple roles in the post-Si semiconductor technology applications. First, the excellent electrical properties of the SrTiO$_3$/Si structures were reported with capacitance electrically equivalent to that of an SiO$_2$ film less than 10 Å thick [13]. Epitaxial SrTiO$_3$ is an excellent dielectric providing a higher uniformity and lower defect density compared to polycrystalline metal oxide films. Second, SrTiO$_3$ can be used as a buffer layer, as its lattice structure permits epitaxial integration with other functional transition metal oxides, such as SrRuO$_3$ or LaAlO$_3$. Finally, SrTiO$_3$, either doped with magnetic ions or significantly reduced, can be used for spintronic applications [14]. Computing with spins and magnets, instead of conventional logic architecture, has several advantages if
implemented. This information storage is non-volatile, has less power consumption and power dissipation issues, since the operating voltages are typically lower than 1 V [15].

Another class of materials for novel post-Si technology applications is carbon with its various allotropes and a wide range of properties [16].

Carbon-based materials comprise a huge amount of different structures from 0D fullerene to 2D graphene and 3D graphite, diamond and so on. Introduction of defects and doping allows us to engineer new structures and to change electronic, mechanical and chemical properties of carbon materials [17-19]. In recent years, there have been numerous reports of defect-induced ferromagnetism in graphite and graphene materials which promotes their use in spintronics [20-24].

Different carbon materials are very appealing for catalytic applications both as support for active phases and as catalyst themselves. They are environmentally friendly and can be a cheaper replacement of conventionally used platinum catalyst. Studies have shown that carbon-based catalysts can be applied in different fields including hydrocarbon conversion, chemical production, fuel cells, and solar energy. Variety of catalytic processes includes gas phase, liquid phase, oxygen reduction, and photocatalytic reactions [25-28]. The catalytic activity of graphite can be modified and enhanced by oxygen and nitrogen functional groups adsorbed on the surface defects. They have a versatile potential for use in reactions of dehydration of alcohols, nitric oxide and sulfur dioxide oxidation [27, 29, 30]. Nitrogen doped carbon materials have been studied as a substitution of Pt catalyst in fuel cell anodes [31-34].

In this thesis, I have summarized the results of the surface analysis studies of the local structure and magnetic properties of SrTiO$_3$ and highly oriented pyrolytic graphite modified by ion beams. Ion beam implantation has been routinely used in the semiconductor industry for doping (for example, producing n- and p-type Si), fabrication of buried layers and imbedded nanocrystals [35]. The main advantage of this approach is that implanted doses and produced structural modification can be easily controlled by ion beam parameters. The effect of ion irradiation on the structure and properties of materials was studied by several methods including Rutherford backscattering spectroscopy (RBS), particle-induced X-ray emission (PIXE), X-ray photoelectron spectroscopy (XPS), X-ray absorption near edge structure (XANES), and superconducting quantum interference
device (SQUID) analysis. We found iron and iron oxide phases corresponding to the ferromagnetic response at room temperature. Their structures were confirmed using Real Space Multiple Scattering calculation (FEFF9).

The thesis is organized as follows. Chapter 2 discusses the experimental methods used for sample fabrication and their analysis, including ion implantation, RBS, PIXE, XPS and XANES that are used extensively throughout this work. SQUID measurements were conducted at Dalhousie University by our collaborators. Therefore, in Chapter 2 we present the theoretical background behind these methods, as well as some essential data interpretation caveats. The idea is to provide a reader with a substantial background in order to understand Chapters 4-7. The basic structural properties of strontium titanate and graphite materials, as well as their defects are described in Chapter 3. Chapters 4 and 5 present RBS, PIXE, XPS and XANES experimental results for the Fe-implanted strontium titanate. XANES is particularly suitable to study ion-irradiated systems, which can be highly disordered or even amorphous, since no long-range crystal order is necessary to get this information. We found correlation between observed magnetic behaviour, Fe phases, defect concentrations and order. For better interpretation of XANES spectra at Fe K-edge, FEFF9 calculations were performed using the Real Space Multiple-Scattering (RSMS) formalism which takes advantage of the close connection between XANES and electronic structure. We also observed unusual loss of Sr from the surface layer affected by implantation. Thermodynamic parameters of several processes involved are discussed and quantified. Experimental RBS, PIXE and XANES data for N and O ion implanted HOPG are summarized in Chapter 6. Surprisingly, the produced irradiation damage was similar for both ions. Defects produced by ion irradiation increase the surface reactivity. Reaction of defective graphite surface with ambient atmosphere led to formation of various oxygen functional groups. The origin of magnetism in oxide and graphite materials is further considered in Chapter 7. It was recently discovered that ferromagnetic behaviour is possible in materials that were not considered to be traditionally magnets before. Here, our experimental SQUID results for ion implanted strontium titanate and graphite are further considered. Chapter 8 presents the conclusion as well as outlines potentials for future studies.
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Chapter 2. Experimental methods

2.1 Incident ion techniques

2.1.1 Ion-solid interactions

Modern techniques of material analysis are based on the interaction of particles, including electrons, ions, and photons with matter. Ion beams are widely used for the analysis and modification of materials. When an energetic ion collides with a solid, it can either be elastically and inelastically scattered or it can penetrate into the solid. At moderate energies (particles with velocity \( v \ll c \)), the interactions of the projectile with the target atoms include several processes: (i) excitation or ionization of target atoms accompanied by emission of electron and photon, (ii) transfer of energy to center-of-mass motion of the interacting projectile and the target atom, and (iii) changes in the internal state of the projectile. As the projectile is moving inside the target and transferring its energy to the target atoms, it gradually slows down until it finally stops. The penetration depth is determined by the initial kinetic energy of the projectile and the interactions with the target atoms. Ion-solid interactions can be accompanied by emission of electron and photon, heating of the target, formation of defects (vacancies and interstitials), and sputtering of the target atoms.

Several ion beam analytical methods, such as Rutherford Backscattering (RBS), and Particle Induced X-ray emission (PIXE) (Fig. 2.1) were utilized in this thesis. Ion beams were also used for doping and material modification, as well as sputtering of the surface.
Figure 2.1. Schematic processes involved in ion-solid interactions and associated techniques: Rutherford backscattering (RBS); elastic recoil detection analysis (ERDA); particle induced X-ray emission (PIXE); particle induced γ-ray emission (PIGE); secondary ions mass spectroscopy (SIMS).

Ion-nucleus interactions are dominated by the Coulomb repulsion between two positive charges. Upon collision, ions change their energy and direction. Considering the target ion to be at rest before collision (Fig. 2.2), simple kinematic calculations give an expression for the energy of the projectile before scattering, $E_0$, and after scattering, $E_1$, and for the scattering angle $\theta$ [1]:

$$E_1 = kE_0 = \left( \frac{M_1 \cos \theta \pm \left( M_2^2 - M_1^2 \sin^2 \theta \right)^{1/2}}{M_1 + M_2} \right)^2 E_0, \quad (2.1)$$

$$\cos \theta = \frac{1 - (1 + M_2 / M_1) \left( (E_0 - E_1) / 2E_0 \right)}{\sqrt{1 - (E_0 - E_1) / E_0}}, \quad (2.2)$$

where $M_1$ and $M_2$ are the masses of the projectiles and target atoms, respectively. The ratio of the energy of the scattered ions to their initial energy $k = E_1 / E_0$ is called the kinematic factor.

These equations hold as long as the forces are acting along the line connecting the two interacting particles and the collision is elastic. The latter condition is fulfilled when
the projectile energy exceeds the binding energy of the target atom inside solid material, and nuclear reactions and resonances are absent.

![Figure 2.2. Interaction of the projectile of mass \( M_1 \) and the target ion of mass \( M_2 \).](image)

### 2.1.2 Rutherford Backscattering

Rutherford Backscattering spectrometry (RBS) provides information about the elemental composition of the target as a function of depth in the near surface area (on the order of several microns) [2]. RBS uses a monoenergetic and collimated ion beam. Typically, He ion or proton energies are in the range of 0.5–4 MeV. The principle of RBS analysis is described by the equation (2.1). If the mass and the initial ion energy are known, the mass of the target ion can be easily derived by measuring the energy of backscattered ions at any particular scattering angle. The kinematic factors, \( k \), calculated for the proton interaction with different elements are shown in Figure 2.3 as a function of the scattering angle. As a general trend, the change of the proton energy after the scattering is greater for larger scattering angles. In RBS experiments the energy of backscattered protons are usually monitored at scattering angles close to 180°, which provides better mass resolution (Fig. 2.4). Better mass resolution is also a reason why He ions are used more frequently than \( H^+ \).
The kinematic factor $k$ as function of the scattering angle for the different target elements for H beam.

Figure 2.4. Schematic diagram of RBS experiment.

The probability of the incident ions of energy $E$ to be scattered into the scattering angle $\theta$ is determined by a scattering cross-section. Differential scattering cross-section for scattering of the incident ion of energy $E$ by target particles is defined as

$$\frac{d\sigma(\theta, E)}{d\Omega} = \left(\frac{1}{N\Delta\chi}\right) \frac{1}{Q} \frac{dQ(E)}{\Omega(\theta)},$$

(2.3)
where \( N \) is the volume density of atoms in the target, \( \Delta x \) is the target thickness, \( Q \) is the total number of incident ions and \( dQ \) is the number of particles scattered into the solid angle \( d\Omega \). Rutherford cross-section values are calculated in the assumption that the interaction between the incident and the target ions is due to the Coulomb force:

\[
\sigma(\theta) = \frac{(Z_1Z_2 e^2)}{4E} \frac{4}{\sin^4 \theta} \frac{\left(\sqrt{1-\left((M_1 / M_2) \sin \theta\right)^2 + \cos \theta\right)^2}{\sqrt{1-\left((M_1 / M_2) \sin \theta\right)^2}},
\]

Equation (2.4) shows that the cross section is proportional to the atomic numbers \( Z_1 \) and \( Z_2 \) squared, and increases for heavier incident ions and target elements. As a result, RBS is more sensitive to heavy elements, and the back scattering yield is higher for heavier projectile. The cross section is higher for smaller scattering angles, and rapidly decreases with the projectile energy (as \( \propto 1/E^2 \)).

Some deviations from the Rutherford values become noticeable at high and low energies for all projectile-target pairs. For low energy projectiles \( (E < 40 \text{keV/amu}) \) or small scattering angles, the incident particle does not completely penetrate through the screening electron cloud.

This screening effect can be treated in the first order approximation using a correction factor. The screened cross section is defined as:

\[
\sigma_{sc} = \sigma(\theta) F,
\]

where the correction factor \( F = (1 - 0.049Z_1Z_2^{4/3}/E) \) and the projectile energy \( E \) are given in keV. Depending on the ion-target combination and ion energy, the screening term lies typically in the range \( 0.85 < F < 1 \) [3]. For 1MeV helium ions incident on strontium the correction factor is less than 2%, and can be neglected for the most cases [4]. At high energies the deviation from the Rutherford scattering cross sections is due to nuclear interactions. The energy, at which the nuclear interactions start causing deviations from the Rutherford cross sections, can be estimated by the equation:

\[
E = \frac{Z_1Z_2 e^2}{R},
\]
where \( e \) is elementary charge (\( e^2 \approx 14.4 \text{ eV \AA} \)), and \( R \) is the nuclear radius, which can be expressed as \( R = R_o A^{1/3} \), where \( A \) is the mass number, and \( R_o \approx 1.4 \times 10^{-5} \text{ \AA} \) [4]. For helium ions incident on Si, the energy at which one should expect the deviation from the Rutherford cross sections is \( \approx 9.6 \text{ MeV} \).

In some cases non-Rutherford cross sections experimentally are recorded at lower energies (in the 2–5 MeV range) and the enhancement of cross sections at these energies help us to improve detection of light elements. For instance, for helium ions \( ^4 \text{He}^+ \) incident on \( ^{16} \text{O} \), the cross section has a sharp resonance at 3.03 MeV, and it can be used to increase RBS sensitivity for oxygen detection by a factor of 15 [5]. At present, no practical method exists for rapid accurate calculations of these non-Rutherford cross sections; they must be measured.

### 2.1.3 Depth resolution

In the RBS method, only a small fraction (typically less than 0.1\%) of the incident ions get scattered from the surface layer. The majority of the ions will penetrate into the material to depths up to several microns [6]. As the ion passes through the target, it loses its energy on its way in and out due to interaction with the target ions and electrons. This means that an ion scattered from the layer below the surface arrives at the detector with a lower energy than an ion scattered from the surface as illustrated in Figure 2.5.

![Figure 2.5 Schematic of the energy loss processes in a thin layer.](image.png)
The interaction between the projectile and the targets can be described in terms of the stopping cross section (or stopping power). The total stopping power is determined by ion interactions with electrons and nuclei of the target atoms:

\[
\frac{dE}{dx} = \left( \frac{dE}{dx} \right)_e + \left( \frac{dE}{dx} \right)_n = N(\varepsilon_e + \varepsilon_n),
\]

(2.7)

where \( \varepsilon_e \) and \( \varepsilon_n \) are the electronic and nuclear stopping cross-sections, respectively. The former is most important, because at typical RBS beam energies of 0.5–4 MeV the projectile energy losses are determined mainly by the interactions with electrons due to a higher probability of the ion-electron collisions.

The energy loss of the ions traversing through a mono-elemental target of thickness \( x \) can be described by the equation:

\[
E(x) = E_0 - N \int_0^x \varepsilon \, dx
\]

(2.8)

where \( \varepsilon \) is the stopping cross section.

On the other hand, it is possible to estimate the thickness of the layer if the initial and the final energy are known:

\[
x = \frac{1}{N} \int_{E(x)}^{E_0} \frac{1}{\varepsilon} \, dE
\]

(2.9)

In a target composed of several elements the stopping power is calculated based on the superposition of the individual stopping energy losses according to Bragg’s rule of stopping power additivity:

\[
\varepsilon = \sum c_i \varepsilon_i,
\]

(2.10)

where \( c_i \) and \( \varepsilon_i \) are the concentration and the stopping power of the \( i \)th element [7]. The rule is accurate for metals but not for light element compounds such as organic materials, oxides, and nitrides where the chemical and physical environments of the elements become important [6].

A schematic RBS spectrum of a Co\textsubscript{3}Pt thin film on MgO substrate simulated using the Simulation for Nuclear Reaction Analysis (SIMNRA) program [8] is presented in
Figure 2.6. The spectrum is a superposition of the signals from the individual target element contributions. Heavy atoms on the surface are detected at the higher scattering energies. Backscattered ions reach the detector with the energy $E_i = k_i E_0$, if they scatter from the film surface. The spread in energy of Co and Pt peaks $\Delta E_0$ reflects the film thickness. Note that the substrate surface signal appears at the energy $E_{01} = E_0 - \Delta E_0$. The incident ions have lost part of the energy in the Co$_3$Pt overlayer and arrived to the substrate surface at energy $E_{01}$. $\Delta E_0$ is the energy loss in Co$_3$Pt film. As the ions go deeper into material and lose their energy, the scattering cross section and consequently the ion yield increase producing the characteristic trapezoidal shape of the RBS signal.

RBS is a quick, easy and relatively nondestructive method, providing information about depth distribution of the elements. Interpretation of RBS spectra is facilitated by computer simulation using SIMNRA program [8]. However, some previous knowledge of the specimen composition is required to compose the target. The standard sample with well-known composition and distribution of elements is used to convert channel number of detector into energy. Typically, RBS provides depth resolution of 20 nm and mass resolution of 1–2 amu for atoms with atomic masses in the $A = 20–100$ amu range [9].
2.1.4. Channeling RBS experiments

Additional structural information can be obtained in RBS experiments by aligning the incident ion beam with so-called channeling directions which are major symmetry directions of the crystalline material. The probability of scattering events at such channeling directions is greatly reduced. Figure 2.7 shows cubic perovskite structure of strontium titanate at different geometries. If it is aligned along the <100> scattering direction, the crystal is consists of closely packed atomic rows (Fig. 2.7(a)).

![Figure 2.7. Schematic structures explaining the difference between (a) aligned along the <100> direction and (b) random scattering geometry for strontium titanate.](image)

If the ion beam is carefully aligned with a high-symmetry direction of a crystal, the ions are gently steered by the potential field in “channels” formed by the atomic rows. The thermal vibration causes the atoms in the closely packed rows to deviate from their equilibrium positions [4]. When the ion moves along the row it senses its “roughness”. As a result it cannot approach the atomic row closer than the minimum distance $r_{\text{min}}$ for which the continuum model is valid. The interactions of a steered ion with an atomic row can be described by the continuum potential $U(r_{\text{min}})$ that is uniformly averaged along the row. The channeled ions move by such trajectories that they make glancing angle impact with the atomic row at distances greater than 0.1 Å from the atomic cores (Fig. 2.8) [4]. The corresponding critical angle $\psi_c$ at which the incident ions beam can be steered by the
The yield of channeling RBS is significantly lower compared to the yield of RBS experiment with “random” geometry when the ion beam does not align with the symmetry directions of the crystal (Fig. 2.7(b)). The minimum yield gives a measure of the fraction of particles that are not channeled, i.e. the fraction of scattered ions per number of incoming ions. In the channeling experiment for a well aligned ion beam, critical angle $\psi = 0$ and the minimum distance of approach to the atomic row $r_{\text{min}} = \rho$, where $\rho$ is the transverse vibrational amplitude, the minimum yield $\chi_{\text{min}}$ is:
\[ \chi_{\text{min}}(\rho) = 3Nd\pi\rho^2, \]  
(2.11)

where the distances \( d \) and \( \rho \) are in Å, and the atomic concentration \( N \) is in atoms per Å\(^2\).

As can be seen, the value of \( \chi_{\text{min}} \) is independent of the scattering parameters \( Z_1, Z_2 \) and \( E_\circ \) of the ion beam). It is determined only by the crystal structure. For ideal Si crystal the minimal yield is about \( 3 \times 10^2 \) ions per incident ion (or \( \sim 3\% \)) [10]. In practice, the number of visible atoms per row can be larger due to lattice imperfections and thermal motions of the atoms.

Ions emerging from the crystal move within the same “tunnels” or channels. Similarly, they undergo the correlated scattering and emerge from the crystal with unique angular distribution. The phenomenon can be explained in terms of blocking. Figure 2.9 shows the close-encounter probability as a function of the scattering angle between the ion beam and the high-symmetry direction. If ions emerge at angles, which are slightly bigger than the critical angle, they have probability to be scattered slightly higher than 1.

Figure 2.9 Schematic of the close-encounter probability as a function of the angle between the ion beam and the symmetry direction. Reprinted with permission from Ref. [10].
Channeling RBS is a convenient method to study radiation-induced disorder in crystals. During ion implantation experiments, doping atoms are introduced, and atoms of the host crystal are knocked out of their places producing vacancies and interstitials. These displaced atoms (as well as implanted impurities) block the channels inside crystal structure, and RBS yields from the disordered part increase. By increased scattering yield, it is possible to estimate what fraction of crystal has become disordered in the result of ion implantation. The energy spread of the RBS yield shows how deep these imperfections are.

An example of RBS-channeling experiment for silicon carbide implanted with 140 keV Ne ions at different doses is shown in Figure 2.10 [11]. Yield of channeled RBS spectrum of virgin SiC crystal is much lower than yield of the RBS spectrum collected in random geometry. Ne irradiation produces disordered area with maximal damage located below the surface of the crystal (at ~150 nm). Absence of Ne peak on the random RBS spectrum shows that Ne does not incorporate into the crystal structure. With increase of implantation dose disordering of the crystal structure increases, and de-channeling effect becomes more obvious. Surface peak is clearly detected in the channeled RBS spectrum. The peak appears due to interaction of incident ions with the first several monolayers of the target crystalline structure.

Figure 2.10. Rutherford Backscattering spectra using 1.7 MeV He ions on SiC crystal implanted with 140 keV Ne ions. Adopted from Ref. [11].
For the experimental conditions where a laterally uniform beam of ions collides with homogeneous target much larger than the beam size, the total number of particles $A$ registered by a detector can be written as follows:

$$A = \sigma \times \Omega \times Q \times N \Delta x$$  \hspace{1cm} (2.12)

If $\sigma$ and $\Omega$ are known, and the numbers of incident ($Q$) and detected particles ($A$) are counted, then the number of target atoms per unit area, $N \Delta x$ [atoms/cm$^2$], can be calculated from Equation 2.12. In practice, a common procedure for the determination of $N \Delta x$ is to calibrate the product $\Omega \times Q$ with respect to backscattering signal from a standard sample, e.g. Si, in which an accurately known number ($N \Delta x$) of heavy atoms, e.g. Bi or Sb, is implanted per unit area.

2.1.5 Ion beam implantation

Ion beam implantation is a fabrication technique which allows us to introduce dopants into the near-surface area in a well-controlled way. Virtually any element of the periodic table can be implanted into almost any solid material. An ion loses its energy in the interactions with the target until it finally stops inside the material, depending on its energy and the density of the target. The energy and the charge of the incident ions as well as the ion mass and the density and crystallinity of the target determine how deep it can penetrate into the target. The doping dose is easily controlled by the ion beam current and time. Ion dose is denoted by the total number of ions per unit area (ion/cm$^2$) of a target material. For high implantation dose it is possible to exceed the solubility limit of an element in the host material which makes a promising way to fabricate nanomaterials [12].

Energies of the ion beams vary widely in the range from 10keV to several MeV though they can be lower or higher if different accelerators or implanters are used. At low energies, the implanted ions are distributed near the surface, for instance Au$^+$ implanted in alumina at the incident energy of 10 keV have an ion range of 8 nm from the surface. At higher energy, ions can penetrate deeper into material forming buried layers. Interaction of ions with solid depends also on the ion mass. At equal incident energy, a
lighter ion penetrates deeper into material than a heavier one. For instance, H\(^+\) ions with the incident energy of 10 keV have an ion range of 90 nm in alumina.

When energetic ions hit a target, they lose their energy in the interactions with the electrons and the nuclei of the target. In the induced collision cascade, a high number of vacancies and interstitials are produced (Fig 2.11). Part of the target atoms can be ejected from the surface as recoiled or sputtered particles. The sputtering process prevails at low incident energy (0.5–20 keV), grazing incident angles and heavier incident ions. Typically, interstitials lie deeper in the target than vacancies. Being mobile they are able to form vacancy clusters (or voids), interstitial clusters, dopant-interstitial and dopant-vacancy clusters [10].

Irradiation damage depends on the type of the incident ions, on the energy, fluence and flux of the incident ions, as well as the target material which determine damage evolution, amorphization, dynamic defect recovery, and dynamic recrystallization processes [13-16].

The damage increases with the increase of the ion fluence (or implantation dose). At high dose amorphization of the surface layer occurs. Meldrum et al. [13] have studied the amorphization of several perovskite crystals (CaTiO\(_3\), SrTiO\(_3\), BaTiO\(_3\), LiNbO\(_3\), KNbO\(_3\), LiTaO\(_3\), and KTaO\(_3\)) resulting from the bombardment with 800 keV Kr\(^+\), Xe\(^+\), and Ne\(^+\). They found that the oxide surfaces could not be amorphized by light Ne\(^+\) ions but they were readily amorphized by Kr\(^+\) and Xe\(^+\).

The current or the flux of the ion beam, i.e. the rate at which ions arrive to the target surface per the unit time, is an important implantation parameter for the implantation process. Because ion bombardment causes an increase of the local temperature of the target, the self-annealing process is often competing with the irradiation damage. At low rate (or low beam current), the system has time to partially recover from the irradiation damage. At fast arrival rate (or high beam current), the ion beam can cause an accumulation of damages and, at the same time, a significant rise of target temperature, which increases the diffusion rate of atoms and the recombination rate of defects in the target material (vacancies and interstitials).

The critical temperature T\(_c\) above which the material cannot be amorphized is dependent on the material structure. For SrTiO\(_3\) T\(_c\) was 370 K when irradiated with 1MeV
Au ions at any dose [16] and ~420 K when irradiated with 800 keV Kr and Xe [13]. Irradiation with 320 keV Pb ions caused full amorphization of SrTiO$_3$ only when temperatures were below 333 K [14]. With the increase of temperature significant dynamic recovery was observed [14, 15].

The self-annealing heals the lattice damage and at the same time dithers the implantation profile because it increases the diffusion rate of implanted ions. Thus, if a sharp doping profile is desirable, a special care should be taken to maintain a reasonably low target temperature during implantation [12].

The stopping of ion in the solid is a statistical process. Computer simulation program SRIM (The Stopping and Range of Ions in Matter)[6] based on the Monte-Carlo method is used to calculate the distribution of the implanted material and the defects due to ion irradiation. The input parameters include ion type and energy, target composition and its density. The program calculates ion ranges in the material depending on their energy and irradiation damage by calculation of the collision cascade for each incident ion. Figure 2.11 shows a sample of a TRIM (Transport of Ions in Matter) calculation (a part of the SRIM program) [6]. The sum of similar calculations repeated for a specified number of ions allows us to estimate the ion range and the irradiation damage to the target. Usually the incident energy $E_0$ exceeds the displacement energy $E_d$, and one ion can dislodge multiple target atoms. TRIM simulation allows excellent visualization of the distribution of implanted material and irradiation induced damage. In most cases the results are very close to the real profiles although TRIM ignores several important features of a real implantation process. The program treats the target as an amorphous and homogeneous material completely disregarding channeling processes. Also, TRIM tends to overestimate the damage produced because defect accumulation or recombinative annihilation of defects is never considered in the frame of TRIM simulation.
2.1.6 Particle induced X-ray emission (PIXE)

When a high energy ion beam (typically, 1-4 MeV H\(^+\)) hits a target, it excites electrons from the inner atomic shells of the elements. The core hole is then filled with an electron from the upper shell, and the characteristic X-rays are emitted. PIXE as well as RBS analysis provides information about elemental composition of the material, but unlike the latter it does not show the depth distribution of elements because produced X-ray photons are attenuated but do not lose their energy in the solid on the way to the X-ray detector. However, peaks from the individual elements can overlap in RBS spectra which complicates detection of elements with close masses or light elements in a heavy matrix, whereas in PIXE spectral peaks from the individual elements are well identifiable. The main advantage of the PIXE method is that it is sensitive even to low concentration impurities at depths up to several micrometers.

The PIXE sensitivity to different elements varies depending on their position in periodic table, and the type of the detector used. The lowest limit-of-detection (LOD) is between atomic numbers 20 and 40 for K-shell (from Ca to Zr) and between 70 and 80 for L-shell (from Lu to Hg) [17]. The LOD curves for both K and L shells X-rays have generally U-shapes with respect to their atomic number. The characteristic X-rays of the
light elements ($Z < 10$) are too soft to be reliably detected because of the high absorption of the soft X-rays by materials. Though PIXE is not sensitive to the light elements, the method is suitable to probe the presence of heavy metals in a light target, for example in organic samples and polymers [17].

The intensity of X-ray peaks increases with the incident energy of the proton (cross section increases) but at the same time use of particles of higher energy leads to an increase of the underlying background contribution consisting of bremsstrahlung, nuclear reaction gamma rays and overlapping X-ray peaks. The complete equation for the intensity of PIXE peaks is rather complex. It takes into account the parameters of the experimental measuring system and the specimen properties. The yield $Y(Z)$ of the principal characteristic X-ray ($K\alpha_1$ or $L\alpha_1$) depends in an intricate way on the initial ion energy $E_0$ and the concentration $C_X$ of a particular element X but also on the energy losses of the ions and the attenuation of the emitted X-ray in the target material [17].

Though the PIXE method does not arguably allow an accurate quantitative analysis, some semi-quantitative information can be derived from the intensity of the X-ray peaks if a standard sample with the known concentration of element is used. The simplified formula of the intensity or yield for an element $X$ is

$$Y_x = (N_x t) \times \sigma_x \times Q \times A_x \times \Omega_x \times \varepsilon_x,$$

(2.13)

where $N_x t$ is the areal density of the element $X$, $\sigma_x$ is the ionization cross section, $Q$ is the fluorescent yield, $A_x$ is the attenuation of the element $x$, $\Omega_x$ is the detector solid angle, and $\varepsilon_x$ is its relative efficiency [1].

For a particular detector, we can consider that $Q_x \times \Omega_x \times \varepsilon_x = Const$ is constant. Then one can get the areal density of the element of interest by comparing it to the yield, $Y_{SS}$ and the areal density, $N_{SS}$, of the element in the standard sample (SS):

$$(N_x t) = \frac{Y_x \sigma_{SS} A_{SS}}{Y_{SS} \sigma_x A_x} (N_{SS} t),$$

(2.14)

Therefore quantification in PIXE relies on available standard samples with homogeneous distribution of elements of interest.
2.1.7 Ion production at the Tandetron accelerator facility

The Tandetron laboratory at Western University is equipped with a 1.7 MeV Tandem accelerator and several ion beam lines designed for material analysis and ion beam implantation (Fig. 2.12). The ion beam production includes a two-step acceleration process. It can be described using He ions as an example as follows. The initial positive ions $\text{He}^+$ are produced by the duoplasmatron source. Term “duoplasmatron” refers to the design of the ion source where plasma is accelerated through a series of at least two highly charged grids, and becomes an ion beam, moving at fairly high speed from the aperture of the device. As $\text{He}^+$ ions pass through a sodium vapour, they turn into $\text{He}^-$. Then the negative ions accelerate toward the high voltage terminal located in the middle of the “T”-shape tank. The nitrogen stripper gas removes electrons and converts negative ions $\text{He}^-$ into positive ions $\text{He}^+$, which then are accelerated toward target.

![Figure 2.12. Schematic diagram of Tandetron facility (courtesy of J. Hendriks).](image-url)

Calibration of the accelerator energy is important for RBS because it is related to the determination of the mass of the target atoms. The ability of the method to distinguish between atoms with close masses depends on the energy resolution of the produced ion beam. As a minor issue, the scattering cross section is proportional to the beam energy as $1/E^2$. Error in energy calibration will propagate in the energy resolution and thus in
determining the layer thickness. The same procedure is applied for producing other ions by using different targets in the sputtering source. The quadrupole triplet focuses the high-energy ion beam. High-energy switching magnet directs the ion beam into one of four beam lines: Rutherford backscattering (RBS) chamber, Elastic Recoil Detection (ERD) analysis chamber, Medium Energy Ion Scattering (MEIS) chamber, or Particle Induced X-ray Emission (PIXE) chamber. Implantation chamber is inserted in the MEIS beamline.

He and H beams used for material analysis can be collimated to ~0.5×0.1 mm² by a system of slits. Any secondary electrons that can be produced if the ion beam hits the aperture and target are suppressed by a bias voltage to provide correct ion beam charge measurements.

In the RBS chamber, a high precision 4-axis manipulator allows precise targeting of the sample (within ±0.1 mm and its orientation relative to the ion beam direction within ±0.1°). A surface barrier silicon detector (Ortec) measures the energy distribution of backscattered ions. It is located inside the chamber in Cornell geometry at 170° above the scattering plane [8]. The PIXE chamber is equipped with a Ge detector to analyze emitted characteristic X-rays. A Be window filter of 13 µm thickness positioned at an angle of 90° relative to the incident beam is used to suppress the backscattered ions, which helps to reduce the background. The detector resolution is better than 150eV at 5.9 keV.

2.2 X-ray photoelectron spectroscopy

Absorption of a high energy photon leads to emission of optical and fluorescent photons and electrons (photoelectrons and Auger electrons) from the solid surface (Fig. 2.13), which gives rise to a number of analysis techniques: Photoluminescence Spectroscopy (PL), X-ray excited optical luminescence (XEOL), X-ray emission spectroscopy (XES), Auger electron spectroscopy (AES), and X-ray photoelectron spectroscopy (XPS). The last two are surface sensitive.
X-ray Photoelectron Spectroscopy (XPS) is a photon in/electron out method. Typically, XPS uses soft X-ray sources (with $h\nu \sim 1200$-$1400$ eV) to excite electrons from the core levels of atoms. If an electron with the binding energy $E_b$ below the vacuum level absorbs a photon with energy $h\nu$, its escape kinetic energy is $KE$:

$$KE = h\nu - E_b - \phi,$$  \hspace{1cm} (2.15)

where $\phi$ is the work function of the surface. Both $KE$ and $E_b$ are referenced to the Fermi level of the solid. The elements present on the surface are determined by matching $E_b$ to tabulated values of the core binding energies. As a core level spectroscopy, XPS spectra are dominated by atomic effects. The spectrum has a staircase structure due to inelastic electron scattering [18].

This simple picture is more complicated in practice because of the different probability of photons to be absorbed by the different electron states but in principle any photons with energy above the work function of the solid surface ($h\nu > \phi$) are suitable for photoelectron spectroscopy. The kinetic energy of electron in XPS experiment typically is in the range from few eV to 1000 eV. It is essentially surface sensitive technique because of the small escape length of electrons, which is much shorter than the penetration depth of photons. At this energy range, the escape length of electrons does not exceed 10 Å (Fig. 2.14), resulting in probing depth of 3-5nm [18].
The XPS method is sensitive to the elemental composition of the solid because the core levels are specific for each element. A typical XPS spectrum of a strontium titanate crystal is presented in Fig. 2.15. Besides Sr, Ti and O peaks, there are peaks of Cu and Si impurities, as well as Ar peaks because the surface of STO was modified by Ar sputtering.

Usually, metallic target sources of X-rays (Mg and Al with energy of 1486.6 eV and 1253.6 eV, respectively) are used in XPS experiments. The energy is enough to reach available levels of all materials. Use of higher energy X-rays can reduce surface sensitivity of the method. Tuning the incident energy of the photons to 25-100eV can enhance surface sensitivity but it reduces the number of the accessible levels [18].

Use of synchrotron sources for XPS provides further advantages. Synchrotron X-ray photon beams are more intense and their energy can be finely tuned to the photoionization threshold for a core level of interest of a particular element [19]. In such conditions, the emitted electrons have a kinetic energy around 25–100 eV. It improves the surface specificity, because the mean free path of electrons in matter has a broad
minimum in this energy range (Fig. 2.14) and provides better energy resolution in the electron spectrometer [15].

Figure 2.15. Survey XPS spectrum of strontium titanate surface cleaned by Ar sputtering. It shows peaks from Sr, Ti and O, as well as peaks from Cu, Si and Ar impurities.

As mentioned above, the kinetic energy of the emitted electrons is determined by the difference between the photon energy and the binding energy of the core electron (Eq. 2.14). In practice, the kinetic energy of the photoelectrons is always different, and the energy shift $\Delta E$ should be taken into account. The full expression for the kinetic energy $KE$ is

$$ KE = h\nu - E_b - \phi + \Delta E. $$

(2.16)

There are several phenomena contributing to the energy shift $\Delta E$. First of all, there are intrinsic and extrinsic processes associated with the photoemission itself and
with the transport of photoelectrons through the solid from emitter to the surface. The core hole created by photoionization causes other electrons to relax in energy to lower states providing more energy for the outgoing photoelectrons [18]. There is also the contribution of the solid environment when the atom is placed in or on solid surface. The situation is further complicated by creation of bulk and surface plasmons appearing as the inelastic tail after each photoemission peak [15].

Another source of shift of the emitted kinetic energy is associated with different local and electronic environment of elements in solid, so-called chemical shifts. This chemical shift originates from two effects: (i) change in the relaxation energy in the excited state, a final state effect, and (ii) the true chemical shift originated from the shift of the original binding energy in the changed electronic environment of the atom in ionic crystal, an initial state effect [18]. Extensive tabulations of the observed chemical shifts have been compiled to provide the references that allow us to identify the chemical state of the elements in a solid by the absolute position of XPS peaks [15, 20]. In most cases, however, the XPS binding energy shift measures the chemical effect on the core level associated with the chemical environment of the atom.

2.2.1 Depth profiling by sputtering

Since XPS is essentially a surface sensitive method, to get information about the depth distribution of the elements in the target, sputtering of the surface is required. When the incident ion beam hits a target surface, typically under grazing incident angle, it transfers energy to the target atoms which are recoiled with energy high enough to leave the surface. Sputtering yield (the number of emitted atoms per one incident ion) depends on the structure and composition of the target material, the incident ion beam parameters and the geometry of the experiment. The sputtering yield by heavy ions, such as Ar⁺ or O⁺, with energy in the range of 0.5–20 keV lies between 0.5 and 20, whereas for light ions with MeV energy it does not exceeds 10⁻³ ions per incident ion for most materials.

The probability of a sputtering event depends on the mass ratio of the incident and the target ions. Light elements are removed more easily from the surface than heavier
ones resulting in different sputtering rate of different elements. Thus, *preferential sputtering of oxygen* in oxide material leads to formation of an oxygen depletion area at the surface. As a result of this preferential sputtering the oxidation state of elements becomes different from that in the bulk of material.

### 2.3 X-ray absorption spectroscopy

X-ray absorption spectroscopy analyses material properties by studying the absorption of X-rays across an absorption edge. It uses synchrotron sources which produce X-ray photons in a wide, continuously tunable energy range from infrared to hard X-rays. Third generation synchrotron sources produce X-ray radiation that is extremely bright, intense, highly collimated and can be easily tuned to a specific energy [21]. X-ray spectroscopy is an element and oxidation state specific method because the electron energy levels are unique for every element. High energy resolution makes synchrotron radiation methods sensitive even to different polytype of the same element [22].

X-ray Absorption Fine Structure (XAFS) reflects the changes in the absorption coefficient with the excitation energy above an absorption edge. XAFS arises from the dipole transitions from core to unoccupied states. X-ray photon absorptions leads to core-to-bound, core-to-quasibound, and core-to-continuum electron transitions that decay via different pathways (Fig. 2.16) [23]. The core hole is created when the excitation energy approaches the threshold energy. The absorption threshold is the ionization energy of a shell of the atom. As the excitation energy exceeds the threshold, electrons can jump from the core level to unoccupied state above the Fermi level. With further increase of photon energy, the excited electron can pass into continuum with some positive kinetic energy (same process is used in XPS).

Absorption of X-ray photon leads to several processes including emission of photoelectrons and Auger electrons, and X-ray fluorescence [23]. Fluorescence photons, Auger and photoelectrons can transmit part of their energy through inelastic interactions to the matter, creating more holes and secondary electrons with low kinetic energy on their path out. Finally, as the result of the thermalization relaxation processes in the
semiconductor materials, the electron appears on the bottom of conductive band, and the hole – on the top of the valence band (or highest occupied molecular orbital (HOMO) and lowest unoccupied molecular orbital (LUMO) in molecular materials) [23]. The electron-hole pair recombination across the energy gap produces optical luminescence photon with energy close to that of the band gap in materials that have an efficient optical deexcitation channel.

Figure 2.16. Electronic transitions caused by the absorption of X-ray photon absorption: left panel illustrates the creation of the core hole due to excitation of an electron, right panel shows radiative transitions of the cascade process that generates X-ray fluorescence ($h\nu_f$) and optical photons ($h\nu_{op}$).

2.3.1 X-ray Absorption Near Edge Structure and Extended X-ray Absorption Fine Structure

XAFS is somewhat arbitrarily divided into X-ray Absorption Near Edge Structure (XANES), which studies the near edge region of spectra (about 50 eV above the absorption edge), and Extended X-ray Absorption Fine Structure (EXAFS), which deals with the range from 50 eV to as much as 1000 eV above the absorption edge (Fig. 2.17). The scattering of the excited electrons on neighboring atoms produces fine structure on the dependence of absorption coefficient with the excitation energy. If the electron wave does not encounter another atom, the absorption coefficient $\mu(E)$ changes monotonically.
with energy. Thus, absorption spectrum of the isolated atom (for example, in gas phase) does not show any fine structure above the absorption edge. In condensed matter the electron gets scattered by other atoms in the vicinity of the absorbing atom. The forward and backscattered waves interfere with each other, producing oscillation (modulation with constructive and destructive interference) in the absorption coefficient $\mu$.

![Graph showing XANES and EXAFS parts of X-ray Absorption Fine Structure (XAFS) spectrum.](image)

Figure 2.17. XANES and EXAFS parts of X-ray Absorption Fine Structure (XAFS) spectrum.

The XANES part of spectrum is created by photoelectrons with low kinetic energy which can be easily scattered by the surrounding atoms, and multiple scattering of electrons from the nearest neighbours dominates (Fig. 2.18(b)). XANES probes unoccupied densities of states associated with absorbing atoms above the Fermi level via bound to bound and bound to quasi-bound dipole transitions. It produces information about local symmetry and bonding in the material. It is sensitive to the chemical state of elements in compounds, and is often used as a “fingerprint” of a chemical type. XANES is a rather complicated phenomenon, and its interpretation is often semiquantitative at best.
In the EXAFS energy range, the rise of excitation energy leads to an increase in the kinetic energy of photoelectron, and single scattering process becomes dominating (Fig. 2.18(a)). The theory developed for the EXAFS process helps extract information about the magnitude of the scattering, the coordination number of neighbouring atoms, the interatomic distances and the local disorder (the Debye-Waller factor) [24]. In the EXAFS energy range, an electron with kinetic energy $E - E_o$ can be represented as a wave with k vector

$$k = \sqrt{\frac{2m(E - E_o)}{\hbar}},$$

(2.17)

where $E$ is the photon energy, and $E_o$ is the threshold energy.

2.3.2 Detection modes in XAFS

Measurement of X-ray absorption can be implemented in several different detection modes depending on the nature of the analyzed sample.

For metal foils or thin samples direct measurement of the transmitted rays can be applied. When the incident X-ray beam of intensity $I_o$ interacts with matter, it is partly scattered, partly absorbed by the material and partly transmitted through the sample (Figure 2.19).
The intensity of the transmitted beam $I_t$ is:

$$I_t = I_0 e^{-\mu t},$$

(2.18)

where $\mu$ is the absorption coefficient, and $t$ is the sample thickness [25].

XAFS spectra are more often acquired by indirect measurement of total electron yield (TEY) and fluorescent yield (FLY). For thick and highly absorbing samples, the incident X-ray beam gets absorbed by the material completely. For soft X-rays, attenuation lengths of different materials can be on the order of 0.1 to 10 microns [26]. For example, at the Ti K-edge the attenuation length of X-rays in strontium titanate decreases from 16 to 10 µm.

The FLY mode measures the intensity of fluorescence, which arises from the de-excitation process of the core hole produced by an X-ray photon. TEY measurement registers electrons emitted by a sample as the result of X-ray photon absorption. The signal consists of photoelectrons and Auger electrons of all energies. Absorption of a single X-ray photon can generate several secondary electrons, because both photoelectrons and Auger electrons can generate the low energy secondary electrons through a process called thermalization in condensed matter solids [24]. Thus, TEY signal

Figure 2.19. Interaction of the incident X-ray beam with sample of the thickness $t$. 
consists mainly of electrons with low kinetic energies (below 20 eV). Such electrons have low mean free path in solid, which ensure that TEY XANES is the surface sensitive. It probes a near surface area, typically no more than 100 Å in depth [22]. The escape depth of the fluorescence photon is much larger than that of electron. Therefore, FLY reflects bulk absorption properties of the sample [22].

2.4 Superconducting Quantum Interference Device (SQUID) magnetometry

A superconducting quantum interference device (SQUID) combines the physical phenomena of flux quantization and the Josephson junction. In a closed superconducting loop, magnetic flux is quantized in the units of $h/2e = 2.07 \times 10^{-15}$ Wb [27]. A Josephson junction consists of two superconducting electrodes divided by an insulating layer. The supercurrent across the junction is:

$$I_s = I_c \sin \theta, \quad (2.19)$$

where $I_c$ is the maximal super-current, and $\theta$ is the phase difference of the superconducting wave functions of the two electrodes.

A SQUID works as a flux-to-voltage transducer. The principles of the method were invented in the middle 1960s and shortly after that appeared in laboratories for measurement of weak magnetic moments [28]. There are principal designs – direct current SQUID and radio frequency SQUID, consisting of two or one Josephson junctions, respectively (Fig. 2.20). Since then a number of improvements have been introduced. The method has become more sensitive, reliable, and quick-operating, with more sophisticated computer control which made acquisition completely programmed.

A SQUID system does not measure the magnetic moments directly but instead it reads the current excited in the superconducting loop (called a flux transformer) by the change of a magnetic flux threading the loop [29]. The actual SQUID sensor is placed away from the sample chamber sheltered in a niobium shield. The sensor is immersed in the liquid helium bath of the SQUID cryostat, whereas in the sample chamber the temperature can be increased up to 400 K (800 K in some models) during temperature-dependent experiments [27].
A modern commercial magnetic property measurement system MPMS-SQUID magnetometer boasts a high sensitivity (<1x10^-8 emu at zero magnetic field) which has minimal variation over the operational frequency range from 0.1 Hz to 1 kHz. It allows measuring very low magnetic response of thin films, nanoparticles, nanodot arrays and dilute magnetic semiconductor samples deposited on a substrate. The level of the magnetism in such system often is comparable with the sensitivity of the magnetometer which in realistic experimental conditions is dominated by artifacts of about 10^-7 emu [30]. At such low values of magnetic moments thorough cleaning and careful handling of samples become very important. Magnetic contaminations on the sample surface due to cutting and handling can lead to an overall ferromagnetic signal. Iron and its oxides were found responsible for the ferromagnetism of many commercial oxide substrates [31-35]. It should be noted that often the concentrations of the impurities are below detection level. Sometimes the contaminations reveal themselves by peculiar responses. Ney et al. judged the absence of true ferromagnetism using the temperature dependence of magnetization [30].

The pinned magnetic flux within the superconducting magnet (especially, at weak fields) can introduce distortion into measurements and result in “inverted” hysteresis observed for both net-diamagnetic and paramagnetic samples. Remanent field due to the trapped flux in the magnet can cause errors up to 1mT after large field changes. The magnet can be purified by sweeping the field several times with reduction of the field and use of the quench heater. It helps to reduce the trapped flux; however the method works only for operations at $H = 0$. 

Figure 2.20. Schematic diagram of (a) dc SQUID and (b) rf SQUID. Adopted from Ref. [28].
At high sensitivity of SQUID, the specimen itself can introduce artifacts into measured magnetic moments. When working with specimens consisting of nanostructures or thin layers on a relatively thick substrate, the absolute value of the magnetic moment can be of order of the system sensitivity. In such cases, special care should be taken during the experimental procedure and subsequent data analysis. For a composite sample consisting of a thin layer on a thick diamagnetic substrate, the diamagnetic component can be subtracted from the measured data. However the procedure is only adequate in the absence of paramagnetic impurities [29]. Sample size is usually limited to 5x5 mm\(^2\), and symmetrical form is preferable because the measurement procedure requires the use of corrections factors, which have been calculated for objects of relatively high symmetry (spheres, squares, disks, etc.). The sample should be carefully centered within the gradiometer coils because it can affect a measured value. The centering is usually ensured by the sample holder. But for samples on a bulky substrate or crystals implanted on one side, the position of the substrate center may not coincide with the actual sample. The use of a drinking straw as a holder itself can introduce an additional signal due to indentation on its walls which can be diamagnetic (accumulation of material of the straw) or paramagnetic (lack of material) [29].

In summary, the application of several complimentary methods allows a comprehensive analysis of the material properties. Most of photon and particle techniques available for material analysis are virtually non-destructive and extremely sensitive even to small changes in samples. The combination of the different methods allows to trace structural and chemical changes in result of low dose ion irradiation and see how it affects the material properties.
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Chapter 3. Overview of strontium titanate and graphite properties

Most of this thesis is related to the study of the structural, electronic and magnetic properties of strontium titanate single crystal and highly oriented pyrolytic graphite modified by the ion beam implantation method. Both materials have versatile technological applications, and have been widely investigated. Some of the relevant properties of these parental materials are reviewed in this chapter.

3.1 Strontium titanate: crystal structure and properties

Strontium titanate SrTiO$_3$ (or STO) is a technologically important material with exceptional chemical, thermal and radiation stability [1, 2]. It can be used in different areas such as gas sensors, photocatalysis, as substrate for high-T$_C$ superconductors, and radioactive waste storage [2-8]. The high crystal symmetry also makes SrTiO$_3$ a convenient playground for theoretical modeling [9, 10].

3.1.1 Crystal structure of strontium titanate

Strontium titanate is one of a large family of perovskite oxides with formula $A^{2+}B^{4+}O_3^2$ [11]. Pure parental material is diamagnetic and dielectric with high dielectric constant and indirect band gap of 3.25 eV which makes it a good insulator [12]. It has cubic structure with a lattice parameter of 3.905 Å, space group $Pm-3m$ (Fig. 3.1). It transforms into a tetragonal structure at temperatures below 105 K. For perovskites, the crystal symmetry is determined by the ratio of the ionic radii ($r_A$, $r_B$ and $r_O$) described by the Goldschmidt tolerance factor $t$ [13].

\[ t = \frac{r_A + r_O}{\sqrt{2}(r_B + r_O)} \]  \hspace{1cm} (3.1)

The closer the tolerance factor is to unity, the closer the structure is to the “ideal” cubic perovskite and the closer are the B-O-B bond angles to 180$^\circ$. For cubic SrTiO$_3$ $t$ is equal to 1.002. With deviation of $t$ from unity, lower symmetry is expected. For example, CaTiO$_3$ ($t = 0.97$) and BaNiO$_3$ ($t = 1.13$) have hexagonal structure. In some cases Jahn-
Teller distortion is observed. For instance, in LaMnO$_3$ ($t = 1.01$) the octahedra around Mn are rotated because of odd number of electrons on $e_g$ orbitals of Mn ions (Fig. 3.2) [13].

Figure 3.1. Cubic perovskite structure of $ABO_3$ compound: yellow, purple and blue spheres represent A ion, B ions and oxygen ions, respectively.

Figure 3.2. Deviation from ideal cubic structure of SrTiO$_3$ (tolerance factor $t = 1$) in other perovskite compounds due to differences in radii of A and B ions: hexagonal structure of BaNiO$_3$ ($t > 1$) and Jahn-Teller distortion in LaMnO$_3$ ($t < 1$) (modified from Ref. [13]).
Strontium ferrate, $\text{SrFeO}_x$ ($2.5 \leq x \leq 3$) with $t = 0.98$ has a tetragonal structure. It is an example of defect perovskite of which the structure is determined by oxygen vacancies because of mixed valences of iron ions. Some Fe ions in $\text{SrFeO}_x$ have oxidation state $+3$ and others $+4$, which lead to the formation of FeO$_5$ square pyramids [14]. Upon oxidation the tetragonal structure of defective $\text{SrFeO}_x$ is transformed to cubic perovskite structure [14].

Most studies of STO focus on properties of the low index surfaces. The most popular (001) surface features a number of morphologies, reconstructions and chemical compositions. If one looks down the <001> direction, STO crystal consists of alternating layers of TiO$_2$ and SrO. In principle, both arrangements can terminate the surface with equal probability [15, 16].

The top-most surface structure of STO is sensitive to the surface preparation. Thus argon sputtering or annealing at 830-1030°C can cause rearrangements of the surface with c(4×2) and (2×1) reconstructions [17, 18]. The surface reconstruction can be observed as an electron diffraction pattern which shows a combination of very bright bulk and relatively weak surface diffraction spots. To support the surface reconstruction a model was proposed where TiO$_6$ octahedra are tilted in the bulk layers underneath the surface. This model is in agreement with electron energy loss spectroscopy (EELS) study conducted by Zhu et al. [19] who showed that the topmost layer of STO is spaced at some distance from the crystal. Ti L$_{3,2}$-edge EEL spectra from different depth points inside the STO crystal are shown in Fig. 3.3(a). By collecting spectra at different locations of the sample with different thickness and assuming that the surface contribution is constant in all cases, they have been able to extract the signal from the surface. After extraction of surface and bulk contribution from the spectra, there is a clear peak shift (Fig. 3.3(b)). The authors have estimated the spacing between the topmost and subsurface layer to be (about 2.46 Å compare to bulk value of 1.9 Å) [19].
3.1.2. Defects and properties of strontium titanate

Properties of strontium oxide can be significantly modified by the presence of oxygen vacancies and doping. Numerous studies report the appearance of metallic conductivity, photoluminescence, semiconducting or even superconducting and magnetic properties of strontium titanate induced by doping with transition metals and defects of crystal structure [20-31]. Vacancies and their complexes are common defects in STO crystals. Most favorable defects are single and double oxygen vacancies (\(V_\text{O}\) and \(V_{\text{OO}}\)). Oxygen vacancies form the defect states within the band gap. As followed from analysis of the band structure and the density of states, presence of the vacancies shifts the position of the Fermi level towards the more energetic states and increases the electrical conductivity due to mobility of oxygen within the STO crystal through the vacancy sites [10, 32, 33].

Oxygen vacancies can be produced during thin film fabrication, by reduction annealing in high-vacuum or by ion irradiation. Experiment on Ar ion-bombarded STO crystal showed formation of a highly conductive layer not only at room temperature but also at cryogenic temperatures where thermal diffusion was suppressed [20]. However, the conductivity measured in the experiment was lower than predicted by calculations because of the clustering of the oxygen vacancies in strontium titanate. A recent study has indicated that that most of the oxygen vacancies in \(\text{SrTiO}_3\) are aggregated already at the amount of the vacancies \(\delta < 0.01\) [34]. The first-principles calculations conducted by Liao et al. [33] for a 40 atom supercell with two missing oxygen ions have demonstrated that

Figure 3.3. Ti L-edge Electron Energy Loss spectra of \(\text{SrTiO}_3\): (a) EEL spectra collected at different depth of \(\text{SrTiO}_3\) crystal; (b) the bulk and the surface contribution extracted from the experimental spectra. Adapted from Ref. [19].
chain alignment of oxygen vacancies is the most stable configuration. This tendency can reduce the electrical conductivity because the clusters of oxygen vacancies trap electrons.

Although \( V_o \) defects are responsible for the donor states in STO and able to give rise to conductivity, the free carrier concentration depends on the presence of other defects and doping [35]. In un-doped STO, the number of strontium vacancies can be comparable with the number of oxygen vacancies, and thus, they compensate the charge associated with the latter. In this case, defect states are mostly empty, and doping is required to fill the donor defect states to provide conductivity [10, 27]. In general, the concentration of defects depends on growth conditions [35].

3.1.3. Luminescent properties of strontium titanate

Another property closely related to the defect states is blue emission observed in doped STO at room temperature. Photoluminescence and cathodoluminescence studies show that pure and electron-doped STO can emit blue light at \( \sim 430 \) nm at room temperature when irradiated with \( \text{Ar}^+ \) ions [22, 23, 36]. Ion irradiation is known to produce oxygen vacancies and cause amorphization in the near-surface layer of the STO crystal. Electron doping can be achieved by ion doping (for example, substitution of \( \text{La}^{3+} \) on \( \text{Sr}^{2+} \) or \( \text{Nb}^{5+} \) on \( \text{Ti}^{4+} \) sites). Both processes lead to formation of defect states in the forbidden band of STO, which are responsible for the blue emission. When the temperature decreases below 160 K, a sharp band gap emission peak appears in STO spectra. With further decrease of temperature to 60 K, the broad defect peak gradually moves from blue to green (\( \sim 530 \) nm). The defect emission has been also found in other perovskite materials such as \( \text{KTaO}_3 \), \( \text{BaTiO}_3 \), \( \text{LiNbO}_3 \), and \( \text{LiTaO}_3 \) after irradiation with \( \text{Ar} \) ions [36, 37].

Blue emission has been also observed in homo-epitaxial thin films of \( \text{SrTiO}_3\delta \) grown in oxygen-deficient conditions by conventional pulsed laser deposition and by molecular beam epitaxy methods under oxygen deficient conditions [22, 36]. The growth conditions and, consequently, the distribution of defects in STO films affect their emission properties. Kan et al. [22] have observed blue emission from the STO films at
room temperature, whereas Xu et al. [25] have reported photoluminescence in the red and blue regions of the spectrum.

3.2. Graphite: structure, properties, applications

Carbon exists in various allotropic forms with $sp$, $sp^2$ and $sp^3$ hybridized bonding between atoms. Graphite is the most thermodynamically stable phase at ambient conditions. Perfect graphite consists of layers with a honeycomb structure. Within in-plane layers, carbon atoms are strongly bonded by $sp^2$ hybridized orbitals forming the hexagonal network ($\sigma$ states). The remaining out-of-plane $p_z$ orbitals provide weak bonding between adjacent layers ($\pi$ states). The layers can be stacked in hexagonal (ABA) or rhombohedral (ABC) arrangement (Fig. 3.4). The in-plane nearest neighbor distance is 1.421 Å, and the interplanar distance is 3.354 Å (for ABA arrangement, unit cell has an in-plane lattice constant 2.462 Å, and a c-axis lattice constant 6.708Å) [38].

![Graphite Structure](image)

Figure 3.4. Structure of graphite: (a) ABA (Bernal stacking) and (b) ABC (Rhombohedral stacking) arrangement [37].

Properties of graphite are determined by strong in-plane bonding between atoms. Its structural anisotropy produces likewise anisotropic lattice, transport, optical and thermal properties [38]. Electronic and transport properties are determined by two $\pi$-bands lying close to the Fermi level. Graphite has a relatively good electric conductivity within the plane of the layers. The high in-plane tensile strength of graphite is used in
applications of carbon fibers in construction materials. Graphite as well as all other pure carbon allotropes is diamagnetic.

Crystal defects of graphite affect its electronic, optical, thermal, mechanical and magnetic properties [38]. Some quantity of defects is usually always present in crystals or they can be deliberately introduced into the crystal structure, for example, by ion irradiation or chemical treatment. Scattering of electron waves on defects reduces the electrical and thermal conductivity of graphite. Dopant atoms can further modify the electronic structure of graphite. Defects can improve mechanical properties of graphite which has inherently low shear strength. The amorphous layer created by ion irradiation increases the surface hardness of graphite [38]. Defect sites can be chemically functionalized by adatoms and different functional groups.

3.2.1 Defects in graphite materials

As graphite properties strongly depend on defects, let us consider some possible configurations that can be observed in its structure. Graphite can form a variety of structural defects. Because of the weak bonding between graphene layers in graphite, it easily splits and shears along the layers, and stacking disorder is very common. As a result, ideal graphite single crystals are usually very small (with lateral dimensions on a millimeter scale and with thickness on the order of several 0.1 mm). Due to high interplanar distances in graphite structure, interstitial atoms can be easily accommodated between graphite layers, and such defects can be very mobile [39].

The single isolated layer of graphite is called graphene. It is regarded as a basic construction element for other carbon structures. Point defects are convenient to consider on the example of graphene structure. A number of point defects can be formed within a graphene sheet despite strong $sp^2$ in-plane bonds between carbon atoms. The native and physically introduced defects have been experimentally observed using transmission electron microscopy and scanning tunneling microscopy [40].

Point defects. As a result of the in-plane rotation of carbon bonds, four hexagons transform into two pentagons and two heptagons. The resulting configuration is known as Stone-Wales (SW) defect (Fig. 3.5) [40]. The defect is unique to graphene layers.
However, because of the high formation energy ($E_f = 5\text{eV}$ or $10\text{eV}$ if we consider that the transformation involves simultaneous movement of the two involved atoms), these defects have a low equilibrium concentration (at least at temperatures below $1000\ ^\circ\text{C}$).

Another point defect is a single vacancy $V_1$. One missing carbon atom leaves three unsaturated $\sigma$ bonds. Jahn-Teller distortion leads to the saturation of two dangling bonds towards the missing atom, forming a 5-membered ring and a nine-membered ring ($V_1(5-9)$) (Fig. 3.5(b)). The presence of an under-coordinated carbon atom results in a high formation energy, $E_f = 7.5 \ \text{eV}$, which is higher than in many other materials (compare for example, $E_f = 4 \ \text{eV}$ in Si). A single vacancy in a graphene sheet has a low migration barrier $E_m=1.3\text{eV}$ which leads to high mobility of the defects already at moderate temperature ($100\text{-}200\ ^\circ\text{C}$).

Two missing atoms produce the double vacancy. Figure 3.5(c) shows $V_2(5-8-5)$ defect. Actually several surface configurations are possible for double vacancies with very close formation energies from 7 eV to 8 eV. The activation barrier of migration of double vacancies is $\sim 7 \ \text{eV}$ (compare to 1.5 eV for single vacancy), which makes $V_2$ defects practically immobile [40].

![Figure 3.5. Point defects in a graphite layer: (a) Stone-Wales defect SW(55-77), formed by rotating a carbon-carbon bond by 90°; (b) single vacancy $V_1(5-9)$; (c) Double vacancy $V_2(5-8-5)$. Redrawn with permission from Ref. [40].](image)

**Nanoholes.** Due to the high mobility of single vacancies in a graphene sheet, there is a high probability for aggregation of the defects. The formation of nanoholes within a graphene layer is more energetically preferable than complex surface reconstructions. They are more stable than complex multi-vacancy defects [39]. Cui et al. [41] have calculated formation energies of nanosize holes with different numbers of missing carbon atoms. Figure 3.6 shows the formation energy per vacancy *versus* number of missing
carbon atoms, \( n \), considering the most compact form of the hole. The formation energy \( E_f \) decreases with increase of nanohole size, and there are local minima for \( n=4 \) and \( n=28 \). On the whole, a hole in graphene exhibits the complex behaviour of atoms at a boundary. Experiments show that carbon atoms have high mobility along the hole edges, and they tend to form a zigzag arrangement which is more stable compared to the arm-chair one \[42\].

Figure 3.6. Formation energy per vacancy as a function of the nanohole size. The size is measured as the number \( n \) of vacancies that constitute the nanoholes. Adapted from Ref. [41].

Adatoms on the graphene layer. Another point defect is carbon adatoms. There are two energetically favored positions: (a) bridge configuration (Fig. 3.7(a)), and (b) dumbbell configuration (Fig. 3.7(b)). Adatoms tends to migrate (the migration barrier is about 0.4 eV) along the surface hopping from one configuration to another.

Foreign atoms can be present on graphite surface as adatoms or substitute carbon atoms and be incorporated into graphene sheet. The weak van der Waals interaction leads to physisorption, stronger interaction – to covalent bonding. If foreign atom meets structural defects, it can form a substitutional impurity. The foreign atoms can be trapped by vacancy defects on the surface forming stable configurations. Possible configurations
of foreign adatoms built into a single vacancy and into a double vacancy are shown in Fig 3.7(c) and in Fig 3.7(d), respectively.

Figure 3.7. Atomic configurations of adatoms on the graphite surface. Carbon adatoms: (a) single carbon adatom in the bridge configuration; (b) single carbon adatom in the dumbbell configuration; (c) typical configuration of metal adatom adsorbed on single vacancy; and (c) typical configuration of metal adatom adsorbed on double vacancy. Side view shows that all the configurations are non-flat. The small dark circles denote carbon atoms; big (blue) lighter circles correspond to metal atoms. Redrawn with permission from Ref. [40].

3.2.2. Defects induced by ion irradiation.

Ion implantation is a convenient method to study defects and their influence on graphite properties, because the method allows some level of control of the concentration and distribution of defects [43-52]. Density functional theory (DFT) was used to study defects in 2D graphene sheet irradiated with noble gas ions (He, Ne, Ar, Kr, and Xe) in a wide range of energies (from 10 eV to $10^6$ eV) [44]. Calculation results showed that ion bombardment should produce mostly single and double vacancies, though the probability to create complex defects increased with increasing incident ion energy (E > 10 keV). However in graphite self-annealing effects must be taken into account because they lead to partial healing of irradiation damage. Ahlgren et al. [45] studied the possibility of
incorporating foreign ions of different energies into the plane of the graphene sheet. As it followed from classical molecular dynamics simulations and DFT total energy calculations there is a higher possibility for nitrogen (N) and boron (B) atoms to be incorporated into the graphene sheet or stay on the surface as an adatom than to create other defect combinations. The probability of ions to form a perfect substitution in a graphene sheet has a sharp peak in low energy range. Authors calculated that there is 55 % probability for N and 40 % probability for B to substitute carbon atoms in graphene sheet (Fig. 3.8(a)). The probability to form adatom defects on the graphene surface rapidly decreases with incident ion energy and becomes zero for the incident ions with energy higher than 70eV (Fig. 3.8(b)) [45].

![Graph](image)

Figure 3.8. Irradiation of graphene sheet with N and B ions: probabilities for different defect configurations as functions of the ion energy: (a) perfect substitution; (b) dopant as an adatom on top of the graphene sheet. Adapted from Ref. [45].

### 3.2.3. Catalytic properties of defective graphite

Defective carbon materials are interesting for their catalyst applications. Carbon-based materials are very attractive as a cheap and environmentally friendly replacement of costly platinum catalysts. They can be used in different fields including hydrocarbon conversion, chemical production, fuel cells, and solar energy in a variety of catalytic processes including gas phase, liquid phase, oxygen reduction, and photocatalytic reactions [53-56].

Catalytic activity of the surface defects can be increased by oxygen and nitrogen heteroatoms and functional groups. Heteroatoms (O, N, H, Cl, S etc.) can be intentionally
doped into carbon materials during fabrication by using appropriate precursors or by ion implantation. O function groups can be formed inadvertently when carbon material is exposed to the atmosphere. Chemical and thermal treatment can be used to change concentrations of the functional groups. Figure 3.9 shows nitrogen and oxygen groups that can be found on a carbon surface. They include carboxyl-, carbonyl-, ether-, and phenolic-type oxygen functionalities and doped N functionalities [52].

Figure 3.9. Nitrogen and oxygen groups on the surface of graphite [55].

These sites have different activity for surface reactions compared to a pure graphite surface. For instance, carboxylic acid groups have been identified as active sites for dehydration of alcohols [55, 57]. Basic sites, such as pyrone and chromene sites, can be used for NO oxidation [55]. N-containing groups in activated carbon have a high capacity for adsorption and further oxidation of SO₂ to SO₃ [58]. Nitrogen doped carbon materials can be used as non-Pt catalysts in fuel cell anodes [46, 59-61]. N is able to catalyze the oxygen reduction reactions through oxygen adsorption on the carbon atoms
adjacent to the nitrogen dopant in the carbon matrix. Calculations show that nitrogen doped into basal planes of graphite has higher activity than N in the edge of graphene layers because of the larger number of available doping sites [60].

In summary, the review of the recent research done in this field showed that properties of strontium titanate and graphite can be tailored by suitable doping and by careful structure control. Ion beam implantation is one of the methods routinely used not only to introduce doping but also to modify the crystal structure. The method allows convenient control of experimental parameters, and well-developed theoretical foundations enable simulations of the ion irradiation effect on the crystal structure. In strontium titanate, structural defects have been found to change electrical, magnetic and emission properties. The early theoretical predictions of defect-induced magnetism in both oxide and carbon based materials promote great interest to studies of influence of defects on their properties. Hence the next chapters of this thesis will be dedicated to the ion-beam modification of strontium titanate and graphite, and investigations of the structural and magnetic properties.
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Chapter 4. Surface modification of strontium titanate single crystals by Fe implantation

4.1 Introduction

Strontium titanates have recently attracted significant attention due to their outstanding electrical and ionic transport properties [1, 2]. Pure SrTiO$_3$ (or STO) has a perovskite crystal structure, and is a wide band semiconductor with an indirect band gap of 3.25eV. Many other structural and physical properties of strontium titanate were discussed in Chapters 1 and 3. When Ti is substituted by another transition metal, such as Fe, it can substantially change the transport properties of STO [3].

Fe-doped STO forms the solid solution series $\text{SrTi}_{1-x}\text{Fe}_x\text{O}_{3-\delta}$, $0 \leq x \leq 1$. $\text{SrTi}_{1-x}\text{Fe}_x\text{O}_{3-\delta}$ (or STF) is an interesting system covering the range of properties from large band gap semiconductor for low $x$, to a good electronic and ionic conductor for high $x$ [4-8]. The Fe-rich phase maintains both the good electronic and the ionic conductivity typical for strontium ferrate, and the Ti-rich phase represents an acceptor-doped large band gap insulator. $\text{SrFeO}_{3-\delta}$ has several ordered phases, which can accept cubic, tetragonal or Brownmillerite structure depending on the amount of oxygen vacancies [9-11]. Fe substitution for Ti stabilizes the perovskite phase, and mixed compound $\text{SrTi}_{1-x}\text{Fe}_x\text{O}_{3-\delta}$ can retain a cubic perovskite structure in a wide range of $x$ [12]. This structural stability in reducing environments even at elevated temperature in combination with good conductivity, both ionic and electronic, makes $\text{SrTi}_{1-x}\text{Fe}_x\text{O}_{3-\delta}$ an attractive material for various applications, including gas sensors [1, 13, 14], oxygen permeation membranes [4, 7], fuel cell electrodes [15, 16], catalysts [17], resistive switching memory [18-20] and spintronics [6, 21].

Iron can accept two different oxidation states in STF (Fe$^{3+}$/Fe$^{4+}$). Substitution of Fe$^{3+}$ on the titanium site, which has a Ti$^{4+}$ state, requires oxygen vacancies to be an integral part of the perfect $\text{SrTi}_{1-x}\text{Fe}_x\text{O}_{3-\delta}$ lattice to keep charge neutrality. If one uses...
stoichiometry $SrTi_{1-x}Fe_{x}O_{3-x/2}$ then half of the $Fe^{3+}$ ions should have mobile oxygen vacancies $V_{O}^{**}$ (where $V_{O}^{**}$ stands for an oxygen vacancy with double positive charge in Kröger-Vink notation) [3, 22]. Therefore, one can expect to have three types of coordination around oxygen sites: (i) $Fe-O-Fe$; (ii) $Ti-O-Ti$; and (iii) $Ti-O-Fe$. As a result, iron can be in 4-, 5-, and 6-coordination in $SrTi_{1-x}Fe_{x}O_{3-x/2}$ with different defect energies of the oxygen vacancies corresponding to these configurations [23].

The electronic structure of pure $SrTiO_3$ is determined by the hybridization of Sr 3$d$, Ti 3$d$ and O 2$p$ states. The top of the valence band is dominated by O 2$p$ states with mixture of Sr 3$d$ and Ti 3$d$, and the bottom of the unoccupied conduction band consists mainly of Sr 3$d$ and Ti 3$d$ orbitals [24, 25]. Defects in $SrTi_{1-x}Fe_{x}O_{3-\delta}$ narrow slightly the band gap and raise the Fermi level into the conduction band, which ensures the conductivity of the material [24-26].

![Figure 4.1 Strontium titanate band structure calculated for 40 atom supercell for pure STO and STO with oxygen vacancies. Modified from Ref. [24].](image)

With an increase of iron content in $SrTi_{1-x}Fe_{x}O_{3-\delta}$, Fe ions cannot be considered as an impurity. The contribution from Fe 3$d$ states appears in the band structure of the system. Rothschild et al. [3] proposed that the top of the valence band is formed by the mixtures of Fe 3$d$ and O 2$p$ states, and the bottom of the conduction is assigned to Ti 3$d$ with mixture of Fe 3$d$ states.
Several recent studies have indicated that the properties of \( \text{SrTi}_{1-x}\text{Fe}_x\text{O}_{3-\delta} \) depend on both the Fe doping concentration and on the oxygen content as well as on the oxidation state and the local symmetry of Fe atoms. Careful control of the doping and defect concentrations will open possibility to tune the material properties and to induce new properties such as magnetism.

In present study ion beam implantation method with following recrystallization annealing was used to modify properties of STO single crystals. Several low doses of Fe ion were chosen to be consistent with the typical levels of Fe contaminations for commercially available un-polished single crystal STO samples, as measured by particle-induced X-ray emission spectroscopy [27]. Using several complimentary analysis methods, the study aims to clarify the effect of Fe irradiation on the STO structure, the oxidation state and local coordination of the implanted Fe as well as the correlation between the Fe doping and the induced magnetic properties. The detailed understanding of transition metal doping and defects in STF system is important for practical applications of STF mixed oxide system such as gas sensors, oxygen permeation membranes and solid oxide fuel-cells [1, 2, 4, 14-16].

4.2 Fabrication of Fe doped strontium titanate samples

4.2.1 Ion beam implantation

Strontium titanate (STO) crystals were commercially acquired from MTI corporation (\( \text{SrTiO}_3(001) \ 5 \times 5 \times 0.5 \text{mm}^3 \), two sides polished). \( \text{SrTiO}_3 \) single crystals were grown by the Verneuil process (flame fusion) [28, 29]. The principle of the process involves melting a finely powdered substance using an oxyhydrogen flame, and crystallizing the melted droplets into a boule. The MSDS datasheet for STO crystals from the manufacturer indicated bulk impurity levels less than 100 parts per million (ppm) with metallic impurities less than 50 ppm. STO crystals were implanted with 30 keV \( \text{Fe}^+ \) ions at several doses. To avoid channeling, implantation was conducted at 7° off the surface normal (Fig. 4.2(a)). During implantation the chamber pressure was no more than \( p= 5 \times 10^{-8} \) Torr. The implantation stage was air cooled during the sample fabrication to minimize recrystallization processes and prevent possible diffusion and segregation of
iron. According to the thermocouple reading, the sample temperature was typically close to 25-30°C and never exceeded 50°C. Several sets of samples were prepared with implantation doses of $2 \times 10^{14}$ Fe/cm$^2$, $8 \times 10^{14}$ Fe/cm$^2$, $1 \times 10^{16}$ Fe/cm$^2$ and $2 \times 10^{16}$ Fe/cm$^2$ labeled as STO-Fe2e14, STO-Fe8e14, STO-Fe1e16 and STO-Fe2e16, respectively. The doses were chosen to be below concentrations at which individual metallic Fe crystals can be formed in the host material. Formation of metal clusters during ion irradiation depends on the parameters of the ion beam and the host material as well as post-implantation treatment. For instance, for 40 keV Fe implanted STO, metallic Fe cluster has been reported at implantation dose of $7.5 \times 10^{16}$ Fe/cm$^2$ [21]. In our studies, implanted STO samples were then annealed for 2 h in oxygen atmosphere at 350°C. The temperature was chosen to heal irradiation damage and to prevent formation of additional oxygen vacancies, and also to avoid diffusion of implanted iron and phase separation [30-33]. Implanted and annealed samples were marked as STO-Fe2e14-350C, STO-Fe8e14-350C, STO Fe-1e16-350C, and STO-Fe2e16-350C.

4.2.2 SRIM calculations of extended damage

According to SRIM simulation, 30 keV implanted Fe is in the near-surface layer of ~50 nm thick with a maximum concentration at ~17 nm (Fig. 4.2 (b)). Defects produced during implantation were mostly oxygen vacancies located in the ~40 nm layer in the near-surface area with maximum distribution at ~10 nm. SRIM calculations tend to overestimate the irradiation damage, giving in this case ~ 440 vacancies per each incident ion Fe ion incident to the surface. In practice self-healing processes lead to partial recombination of the defects produced.
4.3 PIXE analysis of STO samples

PIXE spectra were acquired at the Tandetron facility at the University of Western Ontario. 1 MeV H\(^+\) particles were used to collect PIXE spectra from STO samples. The spectra were acquired with a liquid nitrogen (LN2) cooled high-purity Ge detector (resolution 135 eV at 5.9 keV) and a 5 mm diameter Be entrance window 13 µm in thickness positioned at the angle of 90° relative to the incident beam. The acquisition doses were typically 40 µC.

PIXE analysis showed that virgin STO crystals have a low concentration of impurities. Our PIXE spectrum from a virgin (before Fe implantation) STO crystal revealed the presence of K, Ca and Mn contaminations (Fig. 4.3). The Fe K\(_\alpha\) peak is clearly noticeable in the PIXE spectrum of the STO-Fe2e16 sample after implantation (Fig. 4.3). However Fe peaks are not noticeable in spectra of samples with lower
implantation doses (STO-Fe2e14 and STO-Fe8e14) due to the high level of Ti pile-up (Figs. 4.4(a,b)).

The pile-up distortion of PIXE spectra is a result of the finite processing time of Ge detector. At high counting rates, pair of X-ray photons that arrives within the processing time of the electronic system is registered as a single event. It results in a continuum to the right of the main peaks. The continuum is terminated at an energy close to double the energy of the main peak which corresponds to the perfect overlapping of two emitted X-ray photons [34]. The special techniques (such as, the electronic pile-up rejector and the beam deflector technique) have been developed to reduce the pile-up intensity but it is impossible to remove it completely [35-37].

![Figure 4.3. (a) PIXE spectra of un-implanted STO crystal and Fe implanted sample STO-Fe2e16. (b) Magnified portion with Fe Kα and Mn Kα peaks](image)

![Figure 4.4. (a) PIXE spectra of Fe implanted samples STO-Fe2e14, STO-Fe8e14 and STO-Fe2e16. (b) Enlarged image of Fe Kα and Mn Kα peaks](image)
Comparison of PIXE spectra of implanted and annealed samples with highest implantation dose demonstrates that intensity of Fe Kα peaks do not change after annealing at 350°C (Figs. 4.5(a,b)). The visible decrease on Mn Kα peak intensity for STO-Fe2e16-350C sample (Fig. 4.5(b)) is caused by deviation in the impurity concentration in different STO crystal substrates prior to implantation treatment. The difference in Mn Kα peak intensity measured in different STO crystal was ~20%.

Figure 4.5. (a) PIXE spectra of Fe implanted sample STO-Fe2e16 and implanted and annealed samples STO-Fe2e16-350C. (b) Magnified portion with Fe Kα and Mn Kα peaks.

The standard sample with 58 mg/cm² or 6.3×10¹⁷ Fe/cm² in Al was used to estimate the atomic density of Fe and other transition metal impurities in the STO samples (Table 4.1). The atomic densities of Mn and Fe in STO and STO-Fe2e16 samples were estimated using the standard sample with known atomic density of Fe and equation (2.13) \( N_x t = \frac{Y_x \sigma_{ss} A_{ss}}{Y_{ss} \sigma_x A_x} (N_{ss} t) \), where \( N_x t \) is the areal density, \( \sigma_x \) is the ionization cross section, \( Q \) is the fluorescent yield, \( A_x \) is the attenuation factor, and \( Y_x \) is the intensity of the element x in PIXE spectrum. The subscript SS is referring to the standard sample. The values of the ionization cross section \( \sigma_x \) and the X-ray attenuations of the elements in Al and Be filters \( A_{Al} \times A_{Be} \) indicated in Table 4.2.
The accuracy of the quantification in PIXE always depends on the depth of the
element and how uniform its distribution is a function of depth. The probing depth of the
method is on the order of several tens of microns. The intensity of X-rays emitted from
the elements inside the target attenuates on the way out. The attenuation depends on the
wavelength of X-ray photons as well on the depth from where they have been emitted. If
the element is distributed inhomogeneously inside the target, it complicates the analysis.
In general the uncertainty of the calculated atomic densities in the PIXE method is always
higher compared to RBS. The calculated value of the atomic density of Fe $2.4 \times 10^{16}$
atoms/cm$^2$ is within 20% of the implantation dose. PIXE results showed that amount of
Ni and Mn impurities is the same order of magnitude as the implanted Fe. Fe has a
Gaussian-like distribution in STO in a ~50 nm layer in the near-surface area (SRIM
simulation) whereas Ni and Mn impurities may be uniformly spread in the first several
microns of the top crystal layer. Since the probing depth of PIXE is several µm, the local
concentration of Fe in the implanted layer is considerably larger than that of Ni or Mn.

Table 4.1. Values of the atomic densities of elements in the standard sample 58 mg/cm$^2$
Fe in Al, unimplanted STO crystal and Fe implanted sample STO-Fe2e16.

<table>
<thead>
<tr>
<th>Sample</th>
<th>Element</th>
<th>Channels (keV)</th>
<th>Integrated Area A</th>
<th>Atomic Density ($10^{16}$ atoms/cm$^2$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>58 mg/cm$^2$ Fe in Al</td>
<td>Fe</td>
<td>6.18-6.70</td>
<td>30335</td>
<td>63±3</td>
</tr>
<tr>
<td>STO</td>
<td>Mn</td>
<td>5.70-6.18</td>
<td>818</td>
<td>1.5±0.1</td>
</tr>
<tr>
<td></td>
<td>Ni</td>
<td>7.22-7.78</td>
<td>390</td>
<td>1.1±0.1</td>
</tr>
<tr>
<td>STO-Fe2e16</td>
<td>Mn</td>
<td>5.70-6.18</td>
<td>1107</td>
<td>2.0±0.1</td>
</tr>
<tr>
<td></td>
<td>Ni</td>
<td>7.22-7.78</td>
<td>467</td>
<td>1.4±0.1</td>
</tr>
<tr>
<td></td>
<td>Fe</td>
<td>6.18-6.70</td>
<td>1183</td>
<td>2.4±0.1</td>
</tr>
</tbody>
</table>
Table 4.2. Values of the ionization cross section and the X-ray absorption in Al and Be filters [38].

<table>
<thead>
<tr>
<th></th>
<th>$\sigma_x$</th>
<th>$A_{Al} \times A_{Be}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ni</td>
<td>9.738</td>
<td>0.664</td>
</tr>
<tr>
<td>Co</td>
<td>12.890</td>
<td>0.605</td>
</tr>
<tr>
<td>Fe</td>
<td>17.142</td>
<td>0.530</td>
</tr>
<tr>
<td>Mn</td>
<td>22.792</td>
<td>0.449</td>
</tr>
</tbody>
</table>

4.4 RBS analysis of strontium titanate samples

Rutherford Backscattering analysis was performed to estimate the irradiation damage and the distribution of the implanted iron. RBS spectra of STO samples were collected using 0.5 MeV and 3.03 MeV He$^+$ ion beams in random (5° off the normal to the SrTiO$_3$ (001) surface) and aligned to the <001> direction geometry. The energy of the He$^+$ ion beam of 0.5 MeV was chosen as a compromise to provide a good separation of the surface peaks from Sr and Ti and a reasonably short time acquisition in the channeling RBS experiment. It is experimentally easier to find the channeling minimum at lower incident energy, at which the width of the channeling minimum is broader. The sample aligning procedure itself is more time consuming than the data acquisition time. The non-Rutherford cross section for oxygen at 3.03 MeV (sensitivity enhancement by a factor of ~14) allowed as to see the oxygen peak more clearly and also resolve Fe and Ti peaks.

For quantitative analysis, a Sb-implanted standard sample with a known Sb content of $4.93 \times 10^{15}$ Sb$^+$ ions/cm$^2$ located 23 nm below the surface was measured to calibrate collected spectra using SIMNRA simulations.

RBS spectra of STO samples collected in random geometry with 0.5 MeV He$^+$ are shown in Figure 4.6. Vertical arrows show the positions of the Sr, Ti, and O surface peaks and the position of Fe peaks in the implanted samples. There is little difference between the STO, STO-Fe2e14, STO-Fe8e14 spectra, however there is a noticeable change in the intensity for Fe and Sr peaks for the STO-Fe2e16 sample.
Figure 4.6. RBS spectra of virgin STO crystal and STO samples implanted with different Fe doses (STO-Fe2e14, STO-Fe8e14, and STO-Fe2e16) collected in random geometry.

SIMNRA simulation allows us to calculate the contributions from the individual elements in the targets. Figure 4.7 presents RBS spectra of virgin STO and STO-Fe2e16 acquired in random geometry with 0.5 MeV He\(^+\) beams. All three features due to Sr, Ti and O can be fitted well using stoichiometric SrTiO\(_3\) composition. The peak from the implanted Fe layer is overlapping with the Ti features at the surface which makes it difficult to discern the Fe peak (Fig. 4.7(b)). Note that the simulated curve for Sr yield is significantly higher than experimental data if we use exact SrTiO\(_3\) stoichiometry. This effect is mostly pronounced for the sample with the highest implantation dose STO-Fe2e16, also noticeable for STO-Fe1e16-350C, and was not detected for lower Fe concentrations: 8×10\(^{14}\) and 2×10\(^{14}\) Fe/cm\(^2\).
Figure 4.7. RBS spectra collected in random geometry with 0.5 MeV He\(^+\) beams: (a) STO and (b) STO Fe2e16 with element contributions calculated in SIMNRA program.

When single crystals are irradiated with an ion beam, it produces disordering (amorphization) and recrystallization in crystal structure. A change in the ion scattering yields is anticipated in the channeling (aligned) geometry. However, the decrease in the ion yields in the random geometry was unexpected; therefore we took special care to make sure that it is reproducible by repeating these RBS measurements several times (during several different days) with different samples.

Figure 4.8 compares RBS spectra of STO samples with two highest implantation doses (STO-Fe1e16, STO-Fe2e16) and following crystallization anneal (STO-Fe1e16-350C and STO-Fe2e16-350C) collected in random geometry (Fig. 4.8 (a)). Spectra of a virgin STO crystal are shown for the reference. A slight decrease in the Sr peaks is noticeable at the surface of the samples (Fig. 4.8 (a) insert). The decrease of Sr yield after implantation and post-implantation annealing for near-surface region was quantified (see Table 4.3). In comparison to virgin STO crystal, implanted sample, STO-Fe2e16, lost ~9% in the integrated area of the surface Sr peak, and STO-Fe2e16-350C lost ~11%. Similar trends were observed in the RBS spectra of STO-Fe1e16 and STO-Fe1e16-350C (Fig. 4.8 (b)). The mechanism of Sr loss from near-surface region will be discussed further below, in section 4.6.
Figure 4.8. RBS spectra of (a) STO, STO-Fe2e16 and STO-Fe2e16-350C samples; and (b) STO, STO-Fe1e16 and STO-Fe1e16-350C samples collected in random geometry with 0.5 MeV He\(^+\) beams.

Table 4.3. Change in the integrated area of Sr peak for STO samples after implantation and post-implantation annealing.

<table>
<thead>
<tr>
<th>Sample</th>
<th>Counts integrated for channels [630—680]</th>
<th>Loss of Sr compared to unimplanted (virgin) STO (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>STO</td>
<td>14856</td>
<td>0</td>
</tr>
<tr>
<td>STO-Fe2e16</td>
<td>13579</td>
<td>9%</td>
</tr>
<tr>
<td>STO-Fe2e16-350C</td>
<td>13247</td>
<td>11%</td>
</tr>
<tr>
<td>STO (10×10)</td>
<td>14884</td>
<td>0</td>
</tr>
<tr>
<td>STO-Fe1e16</td>
<td>14129</td>
<td>7%</td>
</tr>
<tr>
<td>STO-Fe1e16-350</td>
<td>13235</td>
<td>10%</td>
</tr>
</tbody>
</table>

RBS spectra collected with a 500 keV He\(^+\) ion beam aligned along the STO [001] axis are shown in Figure 4.9 for virgin STO crystal, STO-Fe2e16 and STO-Fe2e16-350C samples. Three surface peaks from Sr, Ti and O can be distinguished in the channeling spectrum of virgin STO. The ion yield in the channeling spectrum from virgin STO...
sample is much lower than the yield in spectrum from the same sample collected in random geometry. The ratio of ion yield in the channeling spectrum to the random spectrum yields, or the minimum yield $\chi_{\text{min}}$, is ~6±1% for the virgin STO crystal. It proves an excellent crystallinity of the crystal prior to ion implantation.

![RBS spectra of STO, STO-Fe2e16 and STO-Fe2e16-350C samples collected in channeling geometry with 0.5 MeV He$^+$ beams.](image)

Figure 4.9. RBS spectra of STO, STO-Fe2e16 and STO-Fe2e16-350C samples collected in channeling geometry with 0.5 MeV He$^+$ beams.

Distinct peaks of strontium, titanium and oxygen can be observed corresponding to the top surface layer of the STO sample. Iron implantation caused considerable irradiation damage to STO crystal. As we use a channeling geometry, we do not detect subsurface atoms in their ideal lattice positions. However atoms in disordered regions or even amorphous regions will be visible to the ion beam. Therefore, we see a systematic increase in the detected ion yields for the implanted sample (STO-Fe2e16), both in the top-surface layer yields, and in the bulk of the STO sample. Crystallinity of the samples improved after annealing in oxygen. However it does not reach the initial (prior-to-implantation) value. The RBS spectrum for the STO-Fe2e16-350C sample shows that the minimum yield $\chi_{\text{min}}$ is 26±1% from the random RBS spectrum of virgin STO. Post-implantation annealing only partially healed the irradiation damage and improved crystal structure.
RBS spectrum collected at 3.03 MeV ion beam energy in random geometry for the STO-Fe2e16 sample is presented in Figure 4.10. Sr, Ti, and O features were fitted using the stoichiometric SrTiO₃ composition. At this energy the Fe peak and Ti peak from the surface are well resolved, and we can estimate that Fe areal density is $2 \times 10^{16}$ atoms/cm². The energy 3.03 MeV corresponds to the non-Rutherford cross section for O. As a result, the surface peak from O is noticeably intensified as compared to that of a RBS spectrum collected at 0.5 MeV (Fig. 4.7).

![Figure 4.10. RBS spectrum of STO-Fe2e16 sample collected at random geometry with 3.03 MeV He⁺ beam.](image)

4.5 XPS analysis of STO samples

XPS analysis of STO samples were performed at Surface Science Western center at the University of Western Ontario with a Kratos Axis Ultra spectrometer. A monochromatic Al Kα source (15 mA, 14 kV) with a photon energy 1486.7 eV was used in all of XPS measurements presented here. Instrument pressure during the spectra acquisition was better than $8 \times 10^{-10}$ Torr. Charge neutralization was performed for all analyses by monitoring of the C 1s peak for adventitious carbon using the Kratos charge neutralizer system. The C 1s peak position was set to 285 eV. High-resolution spectra were obtained using an analysis area of $\sim 300 \mu \text{m} \times 700 \mu \text{m}$ and either a 10 eV or 20 eV pass
energy which corresponds to a Ag 3d\textsubscript{5/2} FWHM of 0.47 eV and 0.55 eV, respectively [39-41].

To perform depth resolved analysis, surface of the samples was sputtered with Ar\textsuperscript{+} ion beam. Sputtering rates were calculated based on an Al\textsubscript{2}O\textsubscript{3}/Al standard (1.32 nm/min). Analyses were carried out on the surface and at 10, 20, 30 and 40 nm depths on virgin STO, Fe-implanted STO-Fe2e16 and implanted and annealed STO-Fe2e16-350C samples.

Spectra were analyzed using CasaXPS software [42]. All spectra are replotted as a function of binding energy. High-resolution XPS spectra were measured for Sr 3d, Ti 2p, Fe 2p, C 1s, and O 1s peaks. Spectra were charge corrected to the Ti 2p3/2 peak for Ti(IV) (SrTiO\textsubscript{3}) set to 458.1 eV (based on a SrTiO3 standard sample). Ti 2p, Fe 2p and O 1s fitting is carried out using Gaussian-Lorentzian profiles according to the procedure described elsewhere [39, 40].

4.5.1 Ti 2p peaks

The Ti 2p\textsubscript{3/2} and Ti 2p\textsubscript{1/2} peaks are located at 458.1 eV and 463.82 eV (Fig. 4.11(a)), respectively, for all samples, and well in agreement with reported values for Ti(IV) state, assigned in agreement with the NIST database [41]. These peak positions and line splitting are consistent with the values reported for the SrTiO\textsubscript{3} in the literature [43, 44], however there is a decrease in peaks intensities following implantation (Fig. 4.11(b)).

Figure 4.12 presents the Ti 2p spectrum of a STO crystal after sputtering of 10 nm layer demonstrating asymmetric shape caused by the lower binding energy contributions, corresponding to Ti(III) and Ti(II). This is expected due to the different sputtering rates for different elements. Light elements, such as oxygen or carbon, are removed more easily during sputtering process. Therefore, sputtering leaves the STO surface in an oxygen depleted condition, which is reflected in XPS spectra by the presence of different oxidation states for Ti. Similar trends were observed for other implanted and sputtered STO samples.
Figure 4.11. (a) Ti 2p peaks in XPS spectra of un-implanted STO crystal; (b) comparison of un-implanted STO, implanted STO-Fe2e16 and implanted and annealed STO-Fe2e16-350C samples collected at the surface.

Figure 4.12. XPS 1s Sr peaks of STO crystal collected after sputtering of 10 nm layer.

4.5.2 Sr 3d peaks

Sr 3d peaks of virgin STO were fitted with Sr 3d_{3/2} and Sr 3d_{5/2} peak components as shown in Figure 4.13 (a). However Sr 3d spectra of implanted and oxygen annealed samples (STO-Fe2e16 and STO-Fe2e16-350C) exhibited high binding energy (HBE) contributions. The spectra were fitted by two Gaussians doublets separated by ~1 eV (Fig. 4.13(b) and (c)). Therefore, Sr exists in two different chemical environments on the surface in these samples.
Chemical shifts of Sr 3d peaks are detected in STO, STO-Fe2e16 and STO-Fe2e16-350C spectra on the surface, reflecting changes in the local chemical environment for Sr after Fe implantation. We also note that there is a significant decrease in Sr peak intensities, consistent with our RBS results. Upon Fe implantation Sr 3d peaks showed a shift toward higher binding energy. In the implanted and annealed sample (STO-Fe216-350C), Sr 3d peaks moved back to lower binding energies (though still higher than the initial value registered for virgin STO crystals). The position of the more intense Sr 3d_{5/2} peak was at ~132.67 eV, ~133.06 eV, and ~132.80 eV for STO, STO-Fe2e16 and STO-
Fe2e16-350C samples, respectively (see Table 4.4). Annealing in O$_2$ decreased the relative intensity of HBE components comparing to Sr 3d peaks from surface oxide SrO.

After Ar sputtering, Sr 3d peaks were observed at higher binding energy (see Fig.4.14 showing spectrum of STO after sputtering of 10 nm layer). Positions of Sr 3d$_{5/2}$ and Sr 3d$_{3/2}$ peaks become 135.0 eV and 133.3 eV, respectively, for all of STO samples after sputtering, regardless of previous treatment of the samples or of the sputtered depth (Fig.4.14). Note that this is the opposite trend to the reduction effects observed for Ti 2p peaks. After sputtering the intensities of the Sr peaks increased due to removal of carbon and oxygen containing functional group on the surface (as we will show below).

![Figure 4.14. Sr 3d peaks in XPS spectra of STO crystal after sputtering of 10nm layer.](image)

<table>
<thead>
<tr>
<th>Sample</th>
<th>Sr 3d$_{3/2}$ (eV)</th>
<th>Sr 3d$_{5/2}$ (eV)</th>
<th>Sr 3d$_{3/2}$ HBE (eV)</th>
<th>Sr 3d$_{5/2}$ HBE (eV)</th>
</tr>
</thead>
<tbody>
<tr>
<td>STO</td>
<td>134.41</td>
<td>132.67</td>
<td></td>
<td></td>
</tr>
<tr>
<td>STO-Fe2e16</td>
<td>134.81</td>
<td>133.06</td>
<td>135.71</td>
<td>133.96</td>
</tr>
<tr>
<td>STO-Fe2e16-350C</td>
<td>134.55</td>
<td>132.80</td>
<td>135.45</td>
<td>133.70</td>
</tr>
<tr>
<td>STO after sputtering</td>
<td>135.00</td>
<td>133.30</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
4.5.3. Fe 2p peaks

As predicted by SRIM simulation, 30 keV Fe\(^+\) is implanted below the surface of STO crystal in a layer less then \(~50\) nm, with the maximum at \(~17\) nm, and extremely small Fe concentrations on the surface. No Fe peaks are detected in the XPS spectra of implanted samples collected at the surface before sputtering. Fe 2p peaks can be detected only after sputtering of the 10 nm layer. Fe 2p spectra collected after sequential sputtering at different depth of the two implanted samples are presented in Figure 4.15(a). The intensity of the Fe peaks became negligible at a depth of 40 nm. No Fe peaks were detected at a depth of 50 nm. Similar to Ti, because of the preferential sputtering, all Fe is reduced to the oxidation state Fe\(^0\).

The depth distributions of the implanted Fe were derived from the intensity of XPS Fe peaks, and it is in agreement with SRIM simulation, most of Fe was found on the depth of 20 nm below the samples surface (Fig. 4.15(b)). No significant diffusion of the implanted Fe is detected after annealing to 350°C.

![Figure 4.15](image-url)  
(a) XPS Fe 2p peaks for STO-Fe2e16 sample collected at 10 nm, 20 nm, 30 nm and 40 nm depth after sputtering.  
(b) Depth distribution of implanted Fe derived from the intensities of Fe 2p XPS peaks.
4.5.4 O 1s peaks

The O 1s peak of a SrTiO$_3$ crystal can have several contributions from oxygen that belongs to (a) SrTiO$_3$, (b) hydroxide and/or defective oxides, and (c) to water and/or organic compounds on the surface. Accordingly, the O 1s peak of the virgin STO crystal was fitted with three components, with the most intensive peak at ~ 529.2 eV originating from the regular oxygen sites in SrTiO$_3$, and two weaker peaks at ~ 530.9 eV from the hydroxide/defective contributions and at ~ 532.0 eV from water/organic contributions (Fig. 4.16(a)).

The spectra for implanted STO-Fe2e16 and implanted and annealed STO-Fe2e16-350C samples showed that the oxide peaks decreased and the water/organic oxygen peaks increase compared to the un-implanted STO sample (Figs. 4.16(b), (c) and (d)). Studies of the interaction of water with pure SrTiO$_3$(100) surfaces have shown that that defect-free surfaces do not interact with water at temperatures below 200 K [45]. However H$_2$O readily adsorbs on the STO surface defects (for example, created by sputtering). The implanted and annealed STO-Fe2e16-350C sample had the less intense water/organic oxygen since it was annealed in oxygen (Fig. 4.16(b-c)). Positions of O 1s peaks moved to the higher binding energies after implantation (see Table 4.5).

Table 4.5 Position of O 1s peaks for STO samples, eV.

<table>
<thead>
<tr>
<th>Sample</th>
<th>O 1s Oxide (eV)</th>
<th>O 1s Defective Oxides, Hydroxide (eV)</th>
<th>O 1s Water, Organic oxygen, (eV)</th>
</tr>
</thead>
<tbody>
<tr>
<td>STO</td>
<td>529.20</td>
<td>530.90</td>
<td>532.00</td>
</tr>
<tr>
<td>STO-Fe2e16</td>
<td>529.56</td>
<td>531.19</td>
<td>532.28</td>
</tr>
<tr>
<td>STO-Fe2e16-350C</td>
<td>529.55</td>
<td>531.20</td>
<td>532.28</td>
</tr>
<tr>
<td>STO after sputtering</td>
<td>529.75</td>
<td>531.12</td>
<td></td>
</tr>
</tbody>
</table>
No difference was observed between the O 1s spectra of STO, STO-Fe2e16 and STO-Fe2e16-350C samples collected after sputtering (Fig. 4.17). All spectra collected after sputtering displayed only the SrTiO$_3$ oxide and defective oxide contributions. Even though there are slight variations ($\pm 5\%$) in the peak intensities, the position of the O 1s peaks were the same ($\sim 529.75$ eV and $\sim 531.1$ eV for oxide and defective oxide contributions, respectively) in all XPS spectra acquired at different sputtering depths (20 nm, 30 nm and 40 nm) for all SrTiO$_3$ samples. Therefore, only O 1s spectra of STO samples collected after sputtering of the 10 nm layer are shown in Figure 4.17.
4.5.5 C 1s peaks

Strong carbon peaks are present in XPS spectra collected on the surface of all our strontium titanate samples. Carbon contamination is inevitable when samples are exposed to atmosphere [46, 47]. C 1s XPS spectrum of STO-Fe2e16 samples is presented in Figure 4.18(a). The spectrum was fitted with several components from different carbon functional groups (Fig. 4.18(a)). The most intensive peak in the spectrum belongs to alkyl-type carbon with sp³ hybridization (C-C and C-H bonds) [48]. Additional peaks above it are ascribed to alcohol (C–OH) and/or ester (C–O–C), to carbonyl (C=O) and to carboxyl (O-C=O) functionalities.

Figure 4.18(b) compares C 1s peak for virgin STO crystal, implanted STO-Fe2e16 and implanted and annealed STO-Fe2e16-350C samples. C peak is significantly higher for the STO-Fe2e16 and STO-Fe2e16-350C samples compared to the virgin STO crystal (Fig. 4.18(b)) due to a large number of defects on the surface of implanted samples. Carbon-containing molecules were more readily absorbed on the defect sites on the surface of implanted samples. Studies of STO surface with defects created by sputtering have shown that CO and CO₂ can adsorb on defect sites even at room temperature. The surface reactions have led to dissociation of the molecules with further formation of SrCO₃ [46, 49, 50]. The increase of carboxyl (O-C=O) component is clearly seen in STO-
Fe2e16 spectrum. After oxygen annealing the carboxyl component became less intense (Fig. 4.18(b)).

![Figure 4.18. C 1s peaks in XPS spectra of (a) STO crystal, collected at the surface; (b) comparison of STO, STO-Fe2e16 and STO-Fe2e16-350C samples following Fe implantation and anneal.](image)

After sputtering, the intensity of C 1s peaks goes down almost to the XPS limit of detection level, as evident from XPS spectra for STO shown in Figure 4.19. Sputtering removes carbon functional groups from the surface of the STO samples, and because it was done inside XPS apparatus in ultra-high vacuum, there was no formation of adventitious carbon adsorbate layer on the sputtered surfaces of STO samples. C 1 s spectra of STO-Fe2e16 and STO-Fe2e16-350C after sputtering are identical to the virgin STO samples indicating that carbon environment is only different on the surfaces.
4.6 Discussion

The distribution of implanted Fe predicted by SRIM simulation was confirmed by XPS analysis. The step-by-step sputtering of STO-Fe2e16 surface showed that Fe could be found in the 40 nm deep layer with maximum at ~20 nm depth in agreement with SRIM predictions. Annealing at 350°C did not cause any significant diffusion of the implanted Fe.

Unfortunately, Ar sputtering itself introduced considerable damage to the STO surface. Thus, there was preferential sputtering of O as the lightest constituent of STO. As a result it did not allow taking advantage of the XPS capacity to show the oxidation states of elements in the bulk of STO. As one can see from Ti 2p peaks after sputtering up to 50% of Ti was reduced from Ti⁴⁺ to Ti³⁺ and Ti²⁺ (Fig. 4.12). For the same reason the oxidation state of implanted Fe were Fe⁰ as identified from Fe 2p XPS peaks (Fig. 4.15).

Notably, Fe implantation also increased the reactivity of STO surface [2, 43, 45, 46, 50]. Different carbon and oxygen groups from the ambient atmosphere were adsorbed on the defect sites created by ion irradiation. It can be seen from the increase of O 1s and C 1s peaks intensity in XPS spectra of STO-Fe-2e16 and STO-Fe-2e16-350C samples (Figs.4.16 and 4.18). The position of the peaks indicated the possible formation of alcohol(C–OH) and/or ester (C–O–C), carbonyl (C=O) and carboxyl (O-C=O) functionalities. The thermal treatment changed the amount of different functional groups.
but did not remove them completely. Ar sputtering conducted in vacuum cleaned STO surface of carbon contaminations, which lead to a decrease of C 1s peaks intensity (Fig.4.19). The sputtering also removed any traces of water molecules absorbed on the STO surface.

The high binding energy components were observed in Sr 3d peak in addition to the main components due to strontium titanate for STO-Fe2e16 and STO-Fe2e16-350C samples (Fig.4.13). At the same time the shift of the main components of Sr 3d peaks to higher binding energy due to SrO was noticed in the STO-Fe2e16 and STO-Fe2e16-350C XPS spectra.

Depending on the samples treatment, the Sr 3d peak shift has been ascribed to hydroxyl species Sr-COH [49, 51], SrOx layers [52] or strontium carbonate SrCO3, formed due to the reaction of SrTiO3 surface with CO and CO2 [43, 44]. Pilleux et al. have observed the Sr 3d peak shifts from 132.7 eV for as-grown STO films on Ti foil to 133.0 eV for Ar sputtered surface. The authors explained it by the presence of hydroxyl groups adsorbed on the surface prior to Ar ion irradiation. In a more recent study of SrTiO3(001) surface, the Sr peak shift was explained by the change in the Madelung potential due to oxygen vacancies formed by ion irradiation [49, 53, 54]. The electrostatic potential of the cationic sites diminishes and the atomic screening of the core hole increases with a decrease of the coordination number of a metal atom. These effects should effectively decrease the binding energy in the metal atom. However when the coordination number of a metal atom decreases, the negative Madelung potential at the cationic sites and the polarization screening of the final state become lower as well. These processes result in increase of the binding energy in the metal atom.

These considerations can explain our experimentally observed increase of the Sr binding energy in Fe-implanted STO crystal and, likewise, the presence of Sr 3d doublets in the spectrum of implanted and annealed samples. The appearance of HBE components in STO-Fe2e16 and STO-Fe2e16-350C Sr 3d spectra can be ascribed to SrCO3 formed due to reactions with CO and CO2 on STO surface [43, 46, 50], while shift of the main component of Sr 3d peaks to higher binding energy can be explained by the decrease of the Madelung potential (see Table 4.4).
Decrease of intensity of the Sr edge in a near-surface layer affected by implantation was noticed in RBS spectra collected in random geometry. The effect was proportional to the implantation dose and to the post-implantation annealing. Thus, the most profound change in the Sr content on surface was observed for STO implanted with highest dose STO-Fe2e16 (9 %) and STO-Fe2e16-350C (11 %). Surface reactions involving CO and CO2 from the ambient atmosphere can explain the unexpected loss of Sr on the surface after Fe implantation and subsequent thermal treatment.

There were several reports of the surface instability and phase separation for SrTiO3 under the influence of ion and electron irradiation and thermal treatment [55-58]. However, in several studies there were reports on a possible Sr segregation (as the opposite of Sr loss observed in our case), either as SrO or reconstructed Sr excess phases SrO-n(SrTiO3). For instance, Sabathier et al. [56] have identified Sr2TiO4 and TiO2 phase separation induced by 320 keV Pb2+ ions irradiation.

SrO can desorb from the SrTiO3 (001) surface in vacuum at temperatures as low as 450-500°C, leading to some loss of Sr from the surface [59]. SrO desorption was also observed by Shin et al. [55] in epitaxial SrRuO3/SrTiO3 films with desorption peak at 480°C, accompanied by surface roughening. The authors have emphasized the role of hydrocarbon contaminations as one of conditions for SrRuO3 surface roughening and decomposition into SrO and Ru phases [55]. Decrease of Sr content accompanied with Fe segregation at the surface as a result of oxygen annealing has been also reported in Fe-doped STO thin films [58]. However the driving force of the transformation was unclear.

As a separate argument, the Sr loss in Fe-implanted SrTiO3 observed in the present experiments can be due to relative decrease of Sr content as the result of different near-surface layer formation. As follows from our XPS results, defects created by ion irradiation are active sites for reaction of CO, CO2 and H2O with the STO surface. The new phase which probably contains strontium carbonate and strontium hydroxide has lower density than STO. As a result, the surface layer of STO-Fe2e16 and STO-Fe2e16-350C as measured by RBS analysis appears as Sr deficient. The dependence of Sr loss effect on the implantation dose is clearly connected to the different concentration of defects produced during ion irradiation.
In summary, the effect of the ion beam irradiation on STO crystal structure is clearly observed in RBS spectra. Fe implantation caused disordering in Sr and Ti sublattices. Annealing in O$_2$ at 350°C only partially healed the irradiation damage. Ion irradiation and post-implantation annealing caused relative decrease of Sr content in the near surface area. XPS analysis showed that ion irradiation and post-implantation annealing increased the surface reactivity. In presence of oxygen vacancies, strontium carbonate SrCO$_3$ formed on the STO surface in result of the reaction with the gases from the ambient atmosphere.
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Chapter 5. Local structure analysis of Fe-implanted STO by X-ray absorption near edge structure spectroscopy

In Chapter 4, we summarized our results from Rutherford backscattering spectrometry with an unusual loss of Sr during implantation and post-implantation anneals at high temperatures in an oxygen environment. Sr loss is dependent on the Fe implantation dose and most noticeable at the highest implantation doses and after 350°C anneal. Local chemical environments of implanted and annealed samples were evaluated with X-ray absorption near edge structure (XANES) spectroscopy. While XPS allows us to monitor changes on the surface, XANES gives us additional information about structural changes within the whole layer thickness affected by implantation. Due to the chemical selectivity of X-ray absorption spectroscopy, we can characterize the local surrounding of Ti, Fe and O atoms independently. XANES is particularly suitable to study ion-irradiated systems, which can be highly disordered or even amorphous, since no-long-range crystal order is necessary to get information about local coordination and ordering.

5.1 X-ray absorption near edge structure experimental procedure

X-ray absorption near edge structure spectroscopy is a powerful analytical method. It provides information about the oxidation state and local symmetry of the absorbing atom using bright, tunable and highly collimated synchrotron X-rays.

XANES experiments were conducted at the Canadian Light Source (CLS) (Saskatoon, Canada) and at the Advanced Photon Source (APS) at the Argonne National Laboratory (Argonne, IL, USA). Both are insertion devices based on the third generation electron storage rings. CLS has a circumference of 171 m and operates at 2.9 GeV with a storage beam current 200–300 mA. APS has a larger diameter of the storage ring (approximately 1100 m) operating at 7 GeV.

O K-edge, Ti L$_{3,2}$-edge and Fe L$_{3,2}$-edge XANES experiments were performed at the CLS at the high resolution Spherical Grating Monochromator (SGM) beamline which
uses a 45 mm planar undulator and three gratings covering an X-ray photon energy range from 250 to 2000 eV. It provides resolving power greater than 5000 E/ΔE at energies below 1500 eV and better than 10000 E/ΔE at the O K-edge. The photon energy was calibrated at the C K-edge at 284.2 eV.

Ti K-edge and Fe K-edge were measured at the APS at the PNC/XSD beamline (20-BM). The beamline uses a Si double-crystal monochromator to cover a photon energy range of ~ 5-25 keV and offers resolving power greater than 7000 E/ΔE. The double-crystal monochromator photon energy was calibrated at the Fe K-edge threshold of an iron foil at 7110.6 eV.

The absorption spectra were collected in total fluorescence yield (TFY) and total electron yield (TEY) at the CLS. XANES spectra were collected in TFY mode using a Si drift fluorescence detector. TEY is more surface sensitive than TFY due to the short escape depth of electrons in matter (for the same reason which explains the surface sensitivity of XPS method). In XANES of STO samples, the use of total fluorescence yield and total electron yield allows discerning the bulk and surface signals, respectively. However, significant charging of STO samples during acquisition caused distortion to XANES spectra collected in TEY mode in some cases.

All XANES spectra were normalized to the intensity of the incident beam I₀, measured as the current emitted from a refreshing gold mesh simultaneously with spectrum acquisition. Continuous background was subtracted from data as an extrapolated linear curve fitted in the pre-edge area. In some cases it was impossible (or impractical), and the spectra were normalized to unity by the intensity of the first sharp intense peak (traditionally referred as the “white line”). For a consistent data processing and better comparison of spectra they were normalized to unity above absorption edge (~40 eV above the white line). For better interpretation of XANES spectra at the Fe K-edge, FEFF9 calculations were performed using Density Functional Theory (DFT) together with the Generalized Gradient Approximation (GGA). The calculations are based on the Real Space Multiple-Scattering (RSMS) formalism which takes advantage of the close connection between XAS and electronic structure [1-4].
5.2 Ti K-edge XANES

Ti K-edge XANES spectra of the Fe-doped STO samples exhibit a pattern typical for the STO cubic perovskite structure (Fig. 5.1). The main x-ray absorption occurs due to the dipole-allowed excitation of the 1s electron to the states with p character [5]. White line intensity (the sharp spike at the threshold) decreased slightly in spectra of STO-Fe2e16 and STO-Fe2e16-350C samples comparing to un-implanted STO crystal. The influence of the iron implantation and the post-implantation annealing is mostly noticeable in the pre-edge area (Fig. 5.1, inset). For perovskite structure, a group of four feature A1,2 and B1,2 can be distinguished in the pre-edge area of the Ti K-edge XANES which have dipole and quadrupole origin [5, 6]. The pre-peaks A1,2 are known to be sensitive to displacements of the absorbing atoms from the centrally-symmetric position relative to neighbouring atoms for perovskites [7]. In STO-Fe2e16 and STO-Fe2e16-350C, iron implantation and subsequent annealing leads to an increase in the intensity of the A1,2 features compared to the un-implanted STO. Our observations of growth of the A1,2 pre-edge peaks intensity resulting from Fe doping is consistent with the findings of Ghaffari et al. [8] and Vracar et al. [5] who investigated SrTi1-xFexO3-δ powders (0 ≤x ≤1).

Figure 5.1. Ti K-edge XANES spectra of virgin STO, STO-Fe2e16 and STO-Fe2e16-350C samples. Inset shows enlarged pre-edge features.

5.3 Ti L-edge XANES
Ti L$_{3,2}$-edge XANES of STO samples are shown in Figure 5.2. The Ti L$_{3,2}$-edge spectra are dominated by dipole transitions between Ti 2$p$ and Ti 3$d$ levels. The position and shape of the L-edge resonances are sensitive to the local electronic structure, symmetry and the oxidation state [9]. The L$_{3,2}$ edges of 3$d$ metals are dominated by very intense “white line” features due to p-d dipole transitions into the unoccupied d states. This transition is governed by a combined effect of the dominant crystal field splitting, band formation, spin orbit coupling and final state exchange interaction [9, 10]. Crystal field splitting of the d states can be observed as a splitting of the “white line” feature related to the t$_{2g}$ and e$_g$ final states in the octahedral field as is the case in STO.

Ti L$_{3,2}$-edge spectra collected in TFY mode clearly reflect the influence of ion implantation (Fig. 5.2(a)). There is a noticeable broadening and shift of the e$_g$ peaks in the spectrum of the implanted STO-Fe2e16 sample suggesting local distortion. The e$_g$ peak position are 461.2 eV and 460.5 eV for un-implanted STO and STO-Fe2e16 sample, respectively. During ion irradiation, a large amount of defects, mainly oxygen vacancies, was produced in the STO crystal [11]. To compensate for this, Ti ions move away from the oxygen vacancies and increase the effective Ti-O distance, and therefore e$_g$ peaks shift to lower energies [12]. This is accompanied by a distortion of the O$_h$ symmetry locally as has been shown the case in the Ti L$_{3,2}$ edge of TiO$_2$ rutile and anatase [13].

In the spectrum of the annealed STO-Fe2e16-350C sample, the peak narrows and the position of e$_g$ peaks moves back toward that of the un-implanted STO crystal. This indicates that oxygen anneal removes most of the oxygen vacancies but not completely.

Spectra collected in TEY mode display the shift of e$_g$ peaks for STO-Fe2e16 and STO-Fe2e16-350C samples indicating that the oxygen vacancies in the near-surface area of the samples remained even after annealing in the oxygen atmosphere (Fig. 5.2(b)).
Figure 5.2. Ti L$_{3,2}$-edge XANES spectra of virgin STO, STO-Fe2e16 and STO-Fe2e16-350C samples: (a) collected in total fluorescence yield; (b) collected in total electron yield.

5.4 Fe K-edge XANES

Fe K-edge XANES spectra were collected for STO samples with the highest Fe dose. No iron peaks were detected in STO samples prior to implantation. Figure 5.3 shows the Fe K-edge XANES of the implanted STO-Fe2e16 and annealed STO-Fe2e16-350C. For comparison, the spectra of iron foil and iron oxide FeO$_3$ are also presented for comparison.

Figure 5.3. Fe K-edge TEY XANES spectra of STO samples: (a) implanted sample STO-Fe2e16; (b) implanted and annealed sample STO-Fe2e16-350C. Iron foil and iron oxide FeO$_3$ spectra are shown for comparison.

There is a distinct difference between the Fe K-edge spectra of STO-Fe2e16 and STO-Fe2e16-350C. The spectrum of STO-Fe2e16 has a shoulder at ~7112 eV in the pre-
edge region which indicates that in the as-implanted sample iron is in the Fe$^0$ oxidation state and is metallic (Fig. 5.3(a)). The spectrum of the STO-Fe2e16-350C has a sharp pre-edge peak at \( \sim 7113 \) eV, demonstrating that iron becomes Fe$^{3+}$ after annealing in oxygen atmosphere (Fig. 5.3(b)). The broadening and disappearance of the oscillations above the absorption edge strongly suggest that implanted iron does not have long-range order in either of the samples.

In 3d metals, the pre-edge feature in the K-edge range is attributed to the \( s-d \) quadrupole transition due to \( d-p \) mixing. The pre-edge peaks provides information about oxidation state and the local coordination geometry of the metal atom (e.g. tetrahedral versus octahedral) [13, 14]. A comparison with the Fe$_2$O$_3$ standard spectrum (Fig. 5.3(b) inset) shows that the pre-edge feature of STO-Fe2e16-350C is more intense and moves to a lower energy, presenting further evidence that the Fe sites of STO-Fe2e16-350C increasingly deviate from the centrosymmetric \( O_h \) geometry [14, 15].

### 5.5 Fe L-edge XANES

Fe L$_{3,2}$-edge spectra of STO samples implanted with different Fe doses are shown in Figure 5.4. Note that Fe concentration was below the detection level in STO-Fe2e14 and STO-Fe2e14-350C samples. However for higher implantation doses, iron peaks were clearly present in Fe L$_{3,2}$-edge spectra.

As I mentioned before, L$_{3,2}$-edge spectra of the transition metals are sensitive to the local electronic structure, symmetry and the oxidation state [9]. The shape of the Fe L$_{3,2}$-edge spectra confirms the conclusion about the iron oxidation state before and after annealing deduced from the Fe K-edge XANES. The lack of splitting of the “white line” feature of Fe L$_{3,2}$ absorption peaks showed that iron is in the metallic state Fe$^0$ in the as-implanted strontium titanate samples, STO-Fe8e14 and STO-Fe2e16 (Fig. 5.4(a)). After annealing in oxygen atmosphere at 350°C, the Fe L$_{3,2}$ absorption peaks of the STO-Fe8e14-350C and STO-Fe2e16-350C sample change into doublets, characteristic of Fe$^{2+}$ /Fe$^{3+}$ states [16].
Figure 5.4. (a) Fe L$_{3,2}$-edge XANES spectra of STO implanted with different Fe$^+$ doses; (b) Fe L$_{3,2}$-edge XANES spectra of STO implanted with different doses and annealed, collected at the total fluorescent yield.

The Fe L$_{3,2}$-edge XANES spectra are easier to analyze using the example of STO samples with the highest implantation dose (Fig. 5.5). Fe L$_{3,2}$-edge spectra of STO-Fe2e16 and STO-Fe2e16-350C were collected in the total fluorescent and in the total electron yields where latter is more surface sensitive compared to the former. TFY and TEY Fe L$_{3,2}$-edge spectra of STO-Fe2e16 are identical. However, the intensity ratios of the doublets are different in TFY and TEY spectra of STO-Fe2e16-350C. The intensity distributions of these doublets show that the first near edge peak of TEY is higher than that of TFY spectra. This feature is characteristic of Fe$^{2+}$ and indicates that the iron oxidation state in the annealed sample of STO-Fe2e16-350C corresponds to dominantly Fe$^{2+}$ on TEY spectrum and Fe$^{3+}$ on TFY spectrum [17]. Since TEY is more surface sensitive compared to the TFY, this corresponds to higher oxygen deficiency near the surface area of STO crystal compared to its bulk. This is a fairly unusual observation since STO-Fe2e16-350C was annealed in an oxygen atmosphere.
Figure 5.5. Fe L\textsubscript{3.2}-edge XANES spectra of STO-Fe\textsubscript{2e16} and STO-Fe\textsubscript{2e16-350C} collected in total fluorescence yield and in total electron yield.

5.6 O K-edge XANES

Figure 5.6(a) shows O K-edge TFY spectra of STO samples implanted with different Fe doses. O K-edge XANES of virgin STO had four sharp features (A-D) typical for strontium titanate crystal with well-defined cubic crystal structure [18, 19]. In STO there is a tightly bonded octahedral arrangement of O atoms around the Ti atom ($TiO_6^-$ cluster). The O-K edge fine structure is produced by O 1s→2p transitions and is proportional to the unoccupied O p-density of states in the presence of a core hole. In comparison to virgin STO crystal, absorption features became wider and less intense as Fe implantation dose increased from $2 \times 10^{14}$ to $2 \times 10^{16}$ Fe ion/cm$^2$, when irradiation damage created distortion in $TiO_6^-$ octahedral geometry.

O K-edge spectra of STO samples implanted with different Fe doses and annealed in oxygen were almost identical implying that there was similarity in local structure of all implanted and annealed samples (Fig. 5.6(b)).
Figure 5.6. O K-edge XANES spectra collected in total fluorescence yield of: (a) STO samples implanted with different Fe$^+$ doses, and (b) STO samples implanted and annealed in oxygen atmosphere at 350°C.

Figure 5.7(a) presents the O K-edge TFY spectra of virgin STO, STO-Fe2e16 and STO-Fe2e16-350C samples. As can be seen from the comparison of implanted and unimplanted STO crystals, Fe implantation at $2 \times 10^{16}$ ion/cm$^2$ dose introduces some degree of disordering into the STO crystal structure, though annealing at oxygen at 350°C healed the implantation damage. However, the comparison of O K-edge TFY spectra of virgin STO and STO-Fe2e16-350C samples showed that there was little difference between their crystal structure. This is consistent with our RBS results reported in Chapter 4. Electron energy loss near-edge structure (EELNES) study of SrTiO3 crystals have shown that peaks B and C reflect the changes in the local atomic and electronic structure [20]. The calculations showed that in presence of grain boundaries, dopants and defects relative intensity of the features changed as compared to the peak. In particular the study demonstrated that the shape of peak B with prominent shoulders on both sides and decrement of its intensity corresponded to oxygen vacancies in STO structure.

Unfortunately, there was significant charging of the STO sample surface during spectrum acquisition, which made XANES spectra collected in total electron yield mostly useless for analysis. Although the edge peaks were at the same energy on TFY and TEY O K-edge spectra, the rest of the TEY features were completely distorted (Fig. 5.7(b)).
5.7 Comparison of experimental data and FEFF calculations.

As was demonstrated by O K-edge, Ti K-edge and Ti L-edge XANES spectra of STO samples, Fe ion irradiation resulted in dis ordering and defects in STO crystals. Though annealing in O\textsubscript{2} atmosphere improved crystal structure, there were significant differences observed between XANES spectra of virgin STO and STO-Fe\textsubscript{2e16-350C}. It shows that thermal treatment the system did not restore it to initial state but a new phase was formed in the ion implanted area.

Fe K-edge and Fe L-edge spectra indicated that the oxidation state of implanted Fe changed after O\textsubscript{2} anneal at 350°C from metallic Fe\textsuperscript{0} state to Fe\textsuperscript{3+} state (with Fe\textsuperscript{2+} state in the near-surface region).

The studies of \textit{SrTi\textsubscript{1-x}Fe\textsubscript{x}O\textsubscript{3-\delta}} system have shown that Fe can accept the oxidation states between Fe\textsuperscript{2+}, Fe\textsuperscript{3+} and Fe\textsuperscript{4+}. Dulov et al. \cite{21} have studied the phase composition of strontium titanate implanted with iron using Mossbauer spectroscopy. They have identified Fe\textsuperscript{3+} states in their STO samples and observed the formation of α-Fe metallic nanoparticles of ~ 5nm size in STO already at implantation dose 7.5\times10\textsuperscript{16} Fe ions/cm\textsuperscript{2}. Apparently in the case of the lower implantation dose used in my study, Fe did not aggregate to nanoparticles. The mixture of Fe\textsuperscript{3+} and Fe\textsuperscript{4+} states has been also observed in \textit{SrTi\textsubscript{1-x}Fe\textsubscript{x}O\textsubscript{3-\delta}} powder samples studied by Mössbauer spectroscopy \cite{22}. In powder
samples of $SrTi_{1-x}Fe_xO_{3-\delta}$ solid solutions studied by the electron paramagnetic resonance method, Fe oxidation states were +2, +3 and +4 [23]. These discrepancies can be explained by different experimental conditions.

To further investigate the local symmetry of iron in STO samples, computer simulations were performed for several model compounds including $SrFeO_3$, $Sr_2Fe_3O_{25}$, $Sr_2Ti_5Fe_7O_{23}$, $Sr_5Ti_3Fe_8O_{23}$, $FeO$, $Fe_2O_3$, $Fe_3O_4$, and Fe foil. The XANES spectra were calculated self-consistently by the Real Space Multiple Scattering program of FEFF9 [1-3]. The clusters of 40 atoms (or 8 unit cells) with the following group symmetry were used for simulations of $SrTi_{1-x}Fe_xO_{3-\delta}$. The cluster assumed a cubic perovskite structure where some of Ti atoms were replaced by Fe atoms. The experimental and calculated Fe K-edge XANES are displayed in Figures 5.8 and 5.9.

The experimental Fe K-edge XANES of Fe foil follows the calculated spectrum of the Fe $bcc$ structure with peaks A, B, C, D, E, and F coincided closely (Fig. 5.8). However the experimental Fe K-edge spectrum of STO-Fe2e16 is much smoother indicating the absence of long-range ordering of Fe in the implanted STO sample.

As shown in Figure 5.9(a), the shape of the Fe K-edge XANES of the annealed sample STO-Fe2e16-350C differs from both FeO and Fe$_2$O$_3$ standards, but follows that of Fe$_3$O$_4$, implying the presence of two oxidation state Fe$^{2+}$ and Fe$^{3+}$. However, analysis of
the pre-edge area (Fig. 5.9(b)) demonstrates the difference in the local structure of Fe in STO-Fe2e16-350C and all measured standard oxide samples.

Additional information about local chemical environment can be obtained from FEFF calculations. The Fe K-edge XANES spectrum of the annealed sample STO-Fe2e16-350C (Fig. 5.9(c)) closely follows those of the \( \text{SrFeO}_{3-\delta} \) and \( \text{SrTi}_{1-x} \text{Fe}_x \text{O}_{3-\delta} \) calculated for 40-atom (or \( 2\times2\times2 \) lattice cell) supercell by FEFF program [1-4]. It should be noted that SrFeO\(_3\) structure does not correspond to the experimental XANES of STO-Fe2e16-350C. The peaks B, C, and D which can be observed in the calculated spectra of \( \text{SrFeO}_{3-\delta} \), \( \text{SrTi}_{3} \text{Fe}_5 \text{O}_{23} \) and \( \text{SrTi}_{3} \text{Fe}_5 \text{O}_{23} \) are not very pronounced in the experimental Fe K-edge XANES of STO-Fe2e16-350C. Fe ions are distributed more randomly in STO-Fe2e16-350C sample, in other words there is no relationship in Fe positions in neighboring cells.

Close examination of the pre-edge area showed that the best agreement is with the XANES of \( \text{Sr}_8 \text{Ti}_3 \text{Fe}_5 \text{O}_{23} \) cluster where there is more Fe than Ti (Fig. 5.9(d)). Thus iron and titanium can occupy the same crystallographic site in STO-Fe2e16-350C sample. Position of the pre-edge feature A for STO-Fe2e16-350C sample is moved to higher energy (~7113 eV) compare to those of the \( \text{SrFeO}_{3-\delta} \) and \( \text{SrTi}_{3} \text{Fe}_5 \text{O}_{23} \) (~7112.7 eV) clearly indicating that there is distortion of \( O_h \) symmetry at the Fe site, and there is a presence of vacancy within the structure [24]. Another cause of the detected differences arises from the choice of the 40-atom cell in FEFF calculations. Previous studies have shown that such cell is possibly too small to correctly reflect the screening of the periodically repeated oxygen vacancies [25].

A certain amount of oxygen vacancies should still exist, even after heating, to maintain charge neutrality due to the different oxidation states of titanium (Ti\(^{4+}\)) and substituting iron (Fe\(^{3+}\)). The studies of \( \text{SrTi}_{1-x} \text{Fe}_x \text{O}_{3-\delta} \) structure have shown that oxygen vacancies can demonstrate short-range ordering, and no evidence for long-range ordering has been found [26-28]. As a result the channeling RBS method evaluates the implanted area in the STO-Fe2e16-350C sample as a rather disordered region (see Chapter 4).
In summary, the results obtained by XANES spectroscopy revealed the structural and chemical transformation of STO crystals following Fe ion irradiation and post-implantation annealing in oxygen atmosphere. The effect of Fe implantation on crystal structure was clearly seen in O K-edge and Ti K- and L-edge spectra. With increase of implantation dose, amount of oxygen vacancies and the disordering in STO structure increased. Anneal in O$_2$ at 350°C improved crystallinity of implanted samples. Fe K- and L-edge XANES spectra revealed the oxidation state and the local structure of the implanted iron. Iron was in metallic state (Fe$^0$) in as-implanted samples. Annealing in O$_2$
led to oxidation of iron. Comparison of Fe L-edge XANES spectra collected in TEY and TFY showed the difference in Fe oxidation state in the bulk and the surface area. After annealing, iron was in the Fe$^{3+}$ state in bulk of the STO samples; in the surface area the oxidation state of iron was Fe$^{2+}$. The finding indicated that there were more oxygen vacancies at the surface even after annealing in oxygen atmosphere. The smoothed shape of Fe K-edge XANES as compared to the spectrum of the standard Fe foil showed absence of the long-range ordering of iron in as-implanted STO samples. As followed from comparison of Fe K-edge XANES with results of the FEFF simulations, annealing caused Fe to incorporate in the STO structure, substituting Ti and forming clusters of $Sr_8Ti_3Fe_5O_{23}$.
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Chapter 6. Analysis of N- and O- implanted highly oriented pyrolytic graphite

6.1 Introduction

The role of defects in determining the electronic structure of graphite is crucial to our understanding of many important properties, including enhanced catalytic activity and defect-induced magnetism [1-7]. The work presented here was inspired by several independent studies where defect-induced ferromagnetism was observed in various graphite materials, such as H\(^+\) and C\(^+\) implanted graphite, carbon nanofoams and graphene [6, 8-10]. These studies suggest some inherent ferromagnetic behaviour of graphite modified by ion beams. Additionally, it is promising to find a route alternative to Hummers’ method to produce N-doped graphite [11]. Recent experimental results proved that N-doped graphite has a higher catalytic activity than pristine graphite, which can be used in proton-exchange membrane fuel cells [12, 13]. Therefore, structure and properties of highly oriented pyrolytic graphite (HOPG) samples were modified by N\(^+\) and O\(^+\) ion implantation and analyzed by the ion beam analysis techniques, X-ray absorption near edge structure method, and superconducting quantum interference device (SQUID), to probe magnetic response. Structural properties of graphite as well as the most common defects in graphitic materials were discussed in Chapter 3. The present chapter focuses on structural modifications in graphite related to the ion-beam modification process, while Chapter 7 summarizes resultant magnetic properties. We found that the origin of the ferromagnetic signal in these samples was dominated by transition metal impurities, distributed somewhat randomly in the depth of the graphite. Results of PIXE analysis for N- and O-doped graphite samples are presented here, as well.

6.2 Optimization of implantation parameters for low energy N and O implantation

Highly oriented pyrolytic graphite (HOPG) was implanted with N\(^+\) and O\(^+\) ions at the Tandetron facility, the University of Western Ontario. HOPG crystal was split into
~1mm thick layers. HOPG substrates were annealed in vacuum at 450°C before ion implantation to remove residual oxygen content. Implantation parameters were optimized to have O and N distributions in near-surface layers. Even at the lowest incident energy achievable at the Tandetron (25-50 keV), N and O implantation profiles would be relatively deep, and incident ion beam currents are too low, therefore implantation with N and O ions was performed through an Al mask (2.46 μm thick) in front of the HOPG piece. The incident energies for N and O beams were determined with SRIM. SRIM simulation takes ion beam straggling in the Al foil into account which slowed the incident ions, so they arrived at the graphite surface with a wide distribution in energy. Based on the simulated results, a 2.46 μm thick Al foil reduces the initial ion energies of 2.65 MeV N⁺ and 2.78 MeV O⁺ to energy distributions ranging from 0 to ~100 keV for N⁺ and O⁺, and transmitting ~50% of the ions. SRIM simulation for 2.65 MeV N⁺ irradiated HOPG presented in Figure 6.1 shows that the implanted ions and the produced vacancy defects were distributed in ~300 nm thick near-surface layer (with maxima at ~100 nm). Similar distribution of implanted ions and produced defects was predicted by SRIM for 2.78 MeV O⁺ irradiated HOPG. Transmission coefficient of the Al foil was calibrated by the independent RBS measurement. Al contaminations on the HOPG surface from the Al mask recoils were ≤5×10¹³ atoms/cm².

HOPG samples implanted with 2.65 MeV N⁺ ions at doses of 2×10¹⁵ and 1×10¹⁶ ions/cm², and 2.78 MeV O⁺ ions at doses of 2×10¹⁵, 5×10¹⁵ and 1×10¹⁶ ions/cm² were prepared. These ion implanted doses were transmitted through the Al foil. The samples were denoted HOPG-N2e15, HOPG-N1e16, HOPG-O2e15, HOPG-O5e15 and HOPG-O1e16, respectively. After implantation, samples were annealed in vacuum on the implantation stage at 50°C and 100°C to partially heal the irradiation damage. The vacancy defect migration energy in graphene layer is ~1 eV, which results in significant migration already at 100-200°C [10, 14]. The higher temperature can cause irreversible change in modified graphite structure [6, 10].
6.2.1 RBS spectra

RBS spectra were recorded at the Tandetron facility using 4 MeV He$^+$ ion beams for HOPG samples implanted with N$^+$ and O$^+$ ions, 3.03 MeV He$^+$ ion beams for HOPG samples implanted with O$^+$ ions and 3.7 MeV He$^+$ for sample implanted with N$^+$, all 5° off the normal to sample surface. 3.03 MeV and 3.7 MeV He$^+$ ions were chosen to take advantage of the non-Rutherford scattering cross sections to increase the sensitivity to surface oxygen and nitrogen, respectively. At these energies, the O cross section increase by a factor of 14-15, and N cross section increase by 5-7 times, while quantification uncertainty becomes worse [15].

RBS spectra of virgin HOPG and HOPG annealed at vacuum at 450°C collected with 3.03 MeV He$^+$ beams are presented in Figure 6.2. There was significant amount of oxygen in virgin HOPG crystal. It can be seen that, O content decreased by ~5 times in graphite annealed in vacuum (HOPG-450) but still can be detected by RBS. We note that a small amount of oxygen is always present at the surface due to exposure to the ambient environment.
Figure 6.2. (a) RBS spectra for virgin HOPG and HOPG annealed in vacuum at 450°C collected with 3.03 MeV He+ beams; (b) Magnified oxygen peak.

RBS spectra detected with 3.03 MeV He+ ion beams for O implanted HOPG samples showed an increase in O content after implantation compared to un-implanted HOPG-450 (Fig. 6.3). However the ion yield coming from the bulk of HOPG were low, and simulated spectra did not reveal unambiguously the difference between samples with different O implantation doses. Total O areal density is estimated to be 2.3×10^{16} atoms/cm^2 in HOPG-O1e16 sample, as compared to the pre-implantation value of 1.5×10^{16} atoms/cm^2 in HOPG-450.

Figure 6.3. (a) RBS spectra recorded with He+ beam at energy 3.03 MeV for HOPG-450, HOPG-O1e16 and HOPG-O5e15 samples; (b) Magnified oxygen peak.

For N implanted samples, RBS spectra were recorded with 3.7 MeV He+ beams. Figure 6.4(a) shows the experimental RBS data for HOPG-N1e16 and the simulated by
SIMNRA program spectra for elements. Figure 6.4(b) presents N distribution in HOPG-N1e16 and HOPG-N2e15 samples. There were lower N content seen in HOPG-N2e15 comparing to HOPG-N1e16 sample (Fig. 6.4(b)). However low ion yield of N peaks as against C peak and overlapping with peaks from carbon isotopes (\(^{13}\)C, \(^{14}\)C) made it ambiguous to determine real distribution of the implanted nitrogen, or at least N distribution deeper in the sample. Overall N areal densities were estimated to be \(5 \times 10^{15}\) atoms/cm\(^2\) and \(1.5 \times 10^{16}\) for HOPG-N2e15 and HOPG-N1e16 samples, respectively.
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**Figure 6.4.** (a) RBS spectrum recorded He\(^+\) beam at energy 3.7 MeV for N irradiated sample HOPG-N1e16; (b) Magnified peaks from N for HOPG-N1e16 and HOPG-N2e15 samples.

RBS analysis did not show any noticeable change of the O and N content in the implanted HOPG samples after annealing them in vacuum at 50\(^\circ\)C and 100\(^\circ\)C, though it has been shown that the higher temperature can cause irreversible change in graphite structure [6, 10].

6.2.2 **PIXE spectra of HOPG samples**

PIXE spectra of graphite samples were recorded at the Tandetron facility as was described in Chapter 4, chronologically after the SQUID measurements to be presented in Chapter 7 were completed. Though the PIXE method has limited sensitivity to light elements, it is suitable for trace element analysis in a carbon matrix. PIXE spectra recorded with 1 MeV and 2 MeV H\(^+\) particles for selected HOPG samples are presented in Figures 6.5 and 6.6, respectively. Higher H\(^+\) energy provided higher intensity of X-ray
characteristic peak but in the same time it resulted in higher background level. The spectra revealed the presence of metallic impurities, such as Al, Ca, Ti, Cr, Fe, Ni and Cu, in different concentrations in all the analyzed graphite samples. This information has some bearing on the magnetism analysis. The amounts of transition metals, including Cr, Ti, Fe and Ni, are changing randomly from one sample to another; there is no correlation with implantation dose. However we often see dependence between the amount of magnetic impurities and the observed magnetic response, as will be discussed in the next chapter.

Figure 6.5. PIXE spectra of selected HOPG samples recorded with 2 MeV H\(^+\) ions.

Figure 6.6. (a) PIXE spectra of selected HOPG samples recorded with 1 MeV H\(^+\) ions; (b) Enlarged image of Cr, Fe and Ni peaks for HOPG, HOPG-N5e15 and HOPG-O5e15 samples.
Metallic particles are known impurities in HOPG crystals used for monochromators [16, 17]. Fe was the most prevalent impurity in all our HOPG samples. PIXE spectra of selected HOPG samples recorded with 1 MeV H\(^+\) ions were used to calculate the atomic density of Fe in different graphite samples (with the standard sample 58 mg/cm\(^2\) Fe in Al with known composition and the use of equation (2.13) as was described above in Chapter 4. Results are presented in Table 6.1. The concentration of Fe differed from sample to sample which was caused by non-uniform distribution of impurities in the original HOPG crystal. A similar result was reported recently by Venkatesan et al. [17] who found different concentrations of metallic clusters in HOPG crystals as the crystal was cleaved in the depth.

Table 6.1. Values of the atomic densities of Fe in the standard sample 58 mg/cm\(^2\) Fe in Al and HOPG samples.

<table>
<thead>
<tr>
<th>Sample</th>
<th>Element</th>
<th>Channels (keV)</th>
<th>Integrated Area A</th>
<th>Atomic Density (10(^{14}) atoms/cm(^2))</th>
</tr>
</thead>
<tbody>
<tr>
<td>58 mg/cm(^2) Fe in Al standard sample</td>
<td>Fe</td>
<td>6.18-6.70</td>
<td>30335</td>
<td>6300±300</td>
</tr>
<tr>
<td>HOPG virgin</td>
<td>Fe</td>
<td>6.18-6.70</td>
<td>692</td>
<td>42±2</td>
</tr>
<tr>
<td>HOPG-450</td>
<td>Fe</td>
<td>6.18-6.70</td>
<td>159</td>
<td>9.0±0.5</td>
</tr>
<tr>
<td>HOPG-N1e16</td>
<td>Fe</td>
<td>6.18-6.70</td>
<td>142</td>
<td>8.3±0.4</td>
</tr>
<tr>
<td>HOPG-N1e16-100</td>
<td>Fe</td>
<td>6.18-6.70</td>
<td>181</td>
<td>11.0±0.5</td>
</tr>
<tr>
<td>HOPG-N5e15</td>
<td>Fe</td>
<td>6.18-6.70</td>
<td>652</td>
<td>37±2</td>
</tr>
<tr>
<td>HOPG-O1e16</td>
<td>Fe</td>
<td>6.18-6.70</td>
<td>140</td>
<td>8.0±0.4</td>
</tr>
<tr>
<td>HOPG-O1e16-100</td>
<td>Fe</td>
<td>6.18-6.70</td>
<td>111</td>
<td>6.3±0.3</td>
</tr>
<tr>
<td>HOPG-O5e15</td>
<td>Fe</td>
<td>6.18-6.70</td>
<td>232</td>
<td>13.0±0.6</td>
</tr>
</tbody>
</table>
6.3 X-ray absorption near edge structure

C K-edge and O K-edge XANES spectra were measured at the Canadian Light Source (CLS) (Saskatoon, Canada) at the high resolution Spherical Grating Monochromator (SGM) beamline. The spectra were collected in total electron yield (TEY) and total fluorescence yield (TFY). X-ray photon energy was calibrated at the C K-edge. All spectra were normalized to the intensity of the incident beam $I_0$, and a continuous background was subtracted from data in same manner as for XANES measurements of strontium titanate samples.

6.3.1 Carbon K-edge XANES of HOPG samples

C K-edge XANES spectra of un-implanted HOPG (virgin and annealed at 450°C) are shown in Figure 6.7. All C K-edge XANES spectra were normalized by energy by the position of the $\pi^*$ peak and by intensity to unity at energy above the absorption edge (at 320 eV).

C K-edge TEY spectra of all HOPG samples before implantation had a sharp peak at 285.5 eV assigned to C 1s $\rightarrow$ $\pi^*$ transitions due to excitations of $C=C$ bonds ($sp^2$). Two peaks at 291.15 eV and 292.8 eV are attributed to excitation C 1s states to unoccupied $\sigma^*$ orbitals of tetrahedral $C-C$ ($sp^3$). Since these peaks are due to excitonic resonances, they are very narrow owing to a long lifetime of bound excitons. Double $\sigma^*$ peaks are observed because they result from partial overlapping of $p_{x,y}$ and $p_z$ orbitals along the c-axis of structurally non-equivalent C atoms which belong to A or B sites in graphite crystal. The $\sigma^*$ peaks are sensitive to long range order, and are observed in highly crystalline graphite samples with good alignment between the graphene planes [8, 18-21].

The relative intensity of the $\pi^*$ vs. $\sigma^*$ peaks depends on the orientation of the graphitic plane with respect to the direction of the incident X-ray beam which is linearly polarized in the plane of the electron orbit of the synchrotron. The $\sigma^*$ peak dominates at normal incidence, and the $\pi^*$ peak is more prominent at grazing incidence [12, 22]. The relative intensity of $\pi^*$ vs. $\sigma^*$ depends on the alignment between basal plane of
graphite. The $\pi^*$ peak decreases in samples with low crystallinity [12, 23]. Thus, C K-edge XANES can be used to probe the crystallinity of graphite.

Three absorption features, A, B and C, were observed in the area above $\sigma^*$ peaks. In the spectra of HOPG-450, peaks A, B, and C were at 297.5 eV, 303.5 eV, and 307.3 eV, respectively. For virgin HOPG, peaks A and B were observed at same energies but feature C was detected at lower energy (306.4 eV).

![Graph showing C K-edge TEY spectra](image)

Figure 6.7. C K-edge TEY spectra of un-implanted graphite samples: virgin HOPG and annealed at 450°C; C K-edge TFY spectrum of HOPG annealed at 450°C is also shown. The flattened out spectral feature in TFY results from saturation (sample is optically thick).

After implantation with N and O ions, the intensity of $\pi^*$ and $\sigma^*$ peaks decreases dramatically, and the absorption features A, B and C became smooth as the implantation doses increased (Figs. 6.8 (a) and (b)). Some spectral features in this area can be seen only in C K-edge XANES of HOPG-N2e15 (the samples with the lowest implantation dose) (Fig. 6.8 (a)).

In the intermediate region between $\pi^*$ and $\sigma^*$ resonances, three features D$_1$, D$_2$ and D$_3$ appeared in spectra of ion irradiated HOPG samples (Fig. 6.8(c)). Note that there is no significant difference between samples implanted with N and samples implanted with O. Most intensive peak D$_2$ was observed at ~289.0 eV HOPG-N5e15, HOPG-N1e16, HOPG-O5e15 and HOPG-O1e16. The D$_2$ peak was noticeably lower in sample with the lowest implantation dose, HOPG-N2e15, than in HOPG samples implanted with higher doses and shifted to lower energy. D$_1$ and D$_3$ peaks were observed at ~286.9 eV
and ~290.3 eV, respectively, in the C K-edge spectra of HOPG-N5e156, HOPG-N1e16, HOPG-O5e15 and HOPG-O1e16.

![Graphs showing C K-edge TFY spectra of HOPG samples implanted with different doses of (a) N and (b) O; (c) Enlarged graph demonstrates adsorption features in the intermediate region between C $\pi^*$ and $\sigma^*$ resonances. Spectrum of un-implanted HOPG is shown for comparison.](image)

Figure 6.8. C K-edge TEY XANES spectra of HOPG samples implanted with different doses of (a) N and (b) O; (c) Enlarged graph demonstrates adsorption features in the intermediate region between C $\pi^*$ and $\sigma^*$ resonances. Spectrum of un-implanted HOPG is shown for comparison.

The appearance of C K-edge TFY spectra of HOPG samples varies distinctly from TEY spectra (Figs. 6.7 and 6.9(a)). TFY spectra of HOPG samples before and after implantation showed dramatic decrease of $\sigma^*$ peak intensity. The HOPG samples are not single crystals but agglomerates of small graphite crystals oriented in one direction. TFY spectra are bulk sensitive and probe much thicker layer comparing to TEY mode. The difference between TEY and TFY can reflect the fact that the latter is averaged over a big
number of individual crystallines with some degree of misalignment between them. Unfortunately, the TFY features are somewhat obscured due to the thickness saturation effect, which hampers more detailed interpretation.

Figure 6.9 (a) demonstrates C K-edge TEY and TFY spectra of HOPG-N1e16 as an example. TFY spectra of all implanted HOPG samples had a shoulder at ~284.6 eV, peaks at ~286.0 eV and ~290.1 eV, and a gradual rise at energy above ~292 eV. Small pre-edge peak at ~282.3 eV appeared in the spectra of implanted samples (Fig. 6.9(b)). The pre-edge feature has been observed in HOPG after ion irradiation and attributed to defect induced states just above the Fermi level [6, 12, 24].

Annealing in vacuum at 50°C and 100°C did not change the appearance of C K-edge spectra. All absorption peaks were observed at the same positions, though the intensity of D_{1-3} peaks changed slightly with annealing temperature, as can be seen in C K-edge TEY spectra of HOPG-N1e16 and HOPG-O1e16 (Fig. 6.10 (a) and (b)). However there was not any definite pattern in these changes, which probably reflected minor variations between samples. Notably, spectral features of O- and N-implanted samples are identical. In order to see if there is any difference between the two types, we looked closely at the O and N K-edge.
6.3.2 O K-edge XANES of HOPG samples

O K-edge spectra were normalized to unity by the intensity of the highest peak at 540 eV. Figure 6.11 shows O K-edge XANES of virgin HOPG and annealed at 450°C HOPG-450 samples. O K-edge XANES in TEY and TFY modes have a sharp peak at ~531 eV and a broader peak at ~539.2 eV. Typically, the peak at ~531 eV has been assigned to O 1s → \( \pi^* \) excitation of COOH or C=O groups, whereas a broad peak at ~539 eV has been attributed to the \( \sigma^* \) excitation of various C–O function groups [25-28].

Figure 6.11 O K-edge XANES of un-implanted samples: virgin HOPG and annealed HOPG 450 collected in total electron yield.
O K-edge XANES spectra collected in TEY mode of HOPG implanted with N and O are presented in Figure 6.12(a). \(\pi^*\) and \(\sigma^*\) peaks both shifted to higher energies. Samples HOPG-N5e15, HOPG-N1e16 and HOPG-O5e15 had \(\pi^*\) and \(\sigma^*\) peaks at \(~532.75\) eV, and \(~540.75\) eV, respectively. \(\sigma^*\) peak in HOPG-O1e16 spectrum shifted to \(~541.1\) eV. An additional peak at \(~536.0\) eV that appeared in the intermediate area between \(\pi^*\) and \(\sigma^*\) peaks can be assigned to O 1s transitions to \(\sigma^*\) O–H moieties [26]. A shoulder at \(~531.5\) eV observed in the implanted HOPG samples. The assignment of the shoulder differs in literature from \(\pi^*\) states of \(C = O\) to the \(\pi^*\) state of \(C – O\) from the epoxide [29, 30].

![Figure 6.12 O K-edge XANES of HOPG samples implanted with N and O at different doses: collected in (a) total electron yield and (b) inverted fluorescence yield.](image)

Annealing in vacuum at 100°C did not affect significantly the surface condition of the implanted HOPG samples. The position of the absorption peaks in O K-edge TEY XANES spectra of HOPG-N1e16 and HOPG-O1e16 did not change with annealing as can be seen in Figures 6.13 and 6.14. O K-edge TFY XANES spectra were identical for all graphite samples (Figs. 6.12-14) which proves that ion implantation affected only the near-surface area of the HOPG crystals.
6.3.3 XANES at N K-edge

N K-edge XANES spectra are shown in Figure 6.15. There are two weak inverted peaks at ~399.3 eV and ~400.6 eV in spectra of HOPG-N1e16 samples (Fig.6.15). Same spectra were observed for HOPG-N2e15 samples. The absorption features at N K-edge were very weak because of low concentration of N in graphite matrix and did not reveal any interesting information. In the soft X-ray energy range, photon energy is completely absorbed by material, and the elements of HOPG samples are competing for it. At N K-edge (~400eV), the attenuation length (which is the thickness of the material at which the intensity of the transmitted X-rays reduces in $e$ times) in C is at least $10^3$ times
shorter than in N. Due to the difference in the attenuation length in carbon and nitrogen (Fig. 6.16), in N-doped graphite samples soft X-rays were absorbed mostly by carbon. As a result at low level of N doping, it is difficult to register absorption at the N K-edge. As a result N K-edge spectra on N irradiated HOPG did not reveal any interesting information.

Figure 6.15 N K-edge XANES spectra of N-doped HOPG samples at doses of $2 \times 10^{15}$ and $1 \times 10^{16}$ ions/cm$^2$. 
Figure 6.16 Attenuation length of soft X-rays absorbed by C and N [31].

6.4 Discussion

Implantation of HOPG samples with N and O ions led to formation of defects in the near surface area of graphite samples. RBS spectra clearly showed the increase of N and O content followed implantation. Low temperature annealing in vacuum at 50°C and 100°C did not lead to obvious redistribution of implanted ions. However low scattering cross sections for light elements and overlapping of O, N, C and its isotopes peaks gave higher uncertainty with quantitative conclusions of RBS analysis.

The presence of metallic impurities (mostly Fe) was detected by the PIXE method. Metallic pellets (up to 5µm in diameter) are possible contaminations in HOPG crystals of ZY-grades used for monochromators [16, 17]. However, Fe was found by neither XANES nor RBS analysis. The lack of Fe and other transition metal peaks in RBS spectrum indicated that these impurities are distributed uniformly in depths up to microns. There are no segregation effects on the surface. Defects produced by ion irradiation increased the surface reactivity. As followed from the XANES analysis, the resonances corresponding to different carbon and oxygen functional groups appeared in C K-edge spectra of the ion irradiated HOPG samples in the energy region between $\pi^*$ and $\sigma^*$ resonances of pure graphite. The intensity of the resonances depended slightly on the implantation doses, i.e. on the degree of irradiation damage. There was no noticeable difference between HOPG implanted with N and HOPG implanted with O. It proved the defect origin of the observed changes. It is likely that defects produced by the ion
implantation process react with various oxidizing moieties in ambient atmosphere. Only the sample with lowest implantation dose HOPG-N2e15 stood out. Apparently the irradiation damage was insignificant in this samples compared to the other HOPG samples implanted with higher doses of N and O ions.

Additional features in the intermediate region between $\pi^*$ and $\sigma^*$ resonances are due to defects, different functional groups ($C-OH$, $C-C$, $COOH$ or $C=O$) and/or surface contamination [25, 29, 32, 33]. Studies have shown that there is a weak dependence on the orientation of the incident beam indicating that these electronic states have an isotropic character [18, 22, 29]. In purely crystalline graphite the area between $\pi^*$ and $\sigma^*$ resonances is usually monotonic. Table 6.2 presents a possible assignment of spectral features observed in C K-edge XANES of N and O implanted HOPG samples.

Table 6.2 Assignments of peaks observed in C K-edge XANES spectra of HOPG samples

<table>
<thead>
<tr>
<th>Peak</th>
<th>Assignment</th>
<th>Ref.</th>
</tr>
</thead>
<tbody>
<tr>
<td>pre-edge $\sim$282.3 eV</td>
<td>surface defects, dangling bonds in amorphous carbon</td>
<td>[6, 12]</td>
</tr>
<tr>
<td>D$_1$ 286.9 eV</td>
<td>$\pi^<em>$ C-O of hydroxyl group $\pi^</em>$ C-OH of phenol</td>
<td>[26, 29, 30, 34]</td>
</tr>
<tr>
<td>D$_2$ 289.0 eV</td>
<td>$\pi^<em>$ C=O of acrylic group $\sigma^</em>$ C-O of epoxide group</td>
<td>[25, 26, 29, 30, 34]</td>
</tr>
<tr>
<td>D$_3$ 290.3 eV</td>
<td>$\pi^<em>$ C=O carboxylic group $\pi^</em>$ C=O carbonyl group diamond-like bonds in amorphous carbon (due to mix of sp$^2$ and sp$^3$ bonds)</td>
<td>[26, 29, 34, 35]</td>
</tr>
</tbody>
</table>

Studies of graphene and graphene oxide assign the peak at $\sim$287 eV to $\pi^*$ states of $C-O$ bonds derived from hydroxyl groups [26, 29, 33, 34]. The feature was also ascribed to the contribution from $C-H$ $\sigma^*$ band and from $O-C=O$ band [27]. Feature at $\sim$288 eV is assigned to $C-O$ $\sigma^*$ of epoxides [6, 26, 29, 33]. Peaks in the
region 288.8—290.3 eV are attributed to $\pi^*$ band of carboxylic acid and carbonyl moieties [4, 26, 29, 34]. The feature at ~289 eV was also observed in amorphous carbon due to diamond-like bond with a mixture of $sp^2$ and $sp^3$ [36, 37].

O K-edge XANES also demonstrated effect of ion irradiation of HOPG. In ion implanted HOPG samples additional peaks which could be ascribed to $C = O$, $C - O$ and $O - H$ moieties were detected in O K-edge TEY spectra.

Low temperature annealing in vacuum at 50 and 100°C did not lead to change in surface condition of HOPG implanted with N and O ions. Spectra of implanted and annealed HOPG samples showed adsorption peaks in the same positions (see for example, Figs. 5.8 and 5.12). Comparison between TFY spectra at O K-edge showed that in the bulk all HOPG samples had practically same structure before and after implantation. However TFY spectra at C K-edge revealed defect states appeared after implantation. Additional pre-edge peak at ~282.3 eV due to defects appeared in the spectra of implanted samples (Fig. 5.8(b)).

In summary, HOPG samples were implanted with N and O ions to modify the near-surface area of HOPG samples. The produced irradiation damage was confined to the near-surface layers of HOPG (of ~300 nm in thickness) for both ions. Comparison of TEY and TFY XANES spectra at C K-edge and O K-edge showed that the effect of ion irradiation was mostly restricted to the HOPG surface, e.g. the first ~5nm. Defects (vacancies) produced by ion irradiation increased the surface reactivity. Exposed to the ambient atmosphere, defective graphite surface reacted with the gas molecules giving rise to the formation of new oxygen functional groupson the HOPG surface. The effect showed dependence on the implantation dose but there was not significant difference noticed between O and N irradiated HOPG samples.
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Chapter 7. Defect induced magnetism

7.1 New materials for spintronics

The emerging technology of spintronics is looking for ways to utilize an electron charge, and an electron spin as conventional information carriers in electronic devices. Such devices promise to increase integration densities, speed up data processing, and decrease power consumption compared to the conventional semiconductor electronics. Materials suitable for spintronic applications besides being ferromagnetic must be compatible with conventional materials used in electronics, and be functional at room temperature. Doping of oxides and semiconductors with transition metals (TM) is one of the promising methods to create new spintronic materials. Dietl et al. [1] in their theoretical work showed several promising scenarios for tailoring magnetic and spin-related phenomena in semiconductors. These theoretical calculations explain ferromagnetic ordering with the focus on Mn-doped semiconductors. The result of the calculations demonstrated that at least two p-type semiconducting materials, GaN and ZnO, containing 5% of Mn doping and $3.5 \times 10^{20}$ holes per cm$^3$, can have Curie temperatures above 300 K. A high Curie point, $T_C$, is the main condition to makes these materials suitable for spintronic applications (Fig. 7.1).

Figure 7.1. Values of Curie temperature calculated for various oxide materials containing 5% of Mn doping and $3.5 \times 10^{20}$ holes per cm$^3$. Adapted from Ref. [1].
Studies of weak magnetism of oxide and carbon materials have shown that they can demonstrate magnetic properties even in the absence of TM doping. The magnetism has been induced by defects. The phenomenon has been called $d^0$-magnetism [2].

This chapter gives a brief introduction to the magnetic properties of materials, and explains the basic ideas of $d^0$-magnetism. The experimental results of magnetic properties measurement of SrTiO$_3$ and highly ordered pyrolytic graphite modified by ion beams are then presented. The details of structural analysis of these materials were discussed in detail in previous chapters 4, 5 and 6.

7.2 Types of magnetism

Magnetism of materials is connected to the intrinsic property of electrons – to the angular momentum or the spin which can accept two states, pointing up or down. Only electrons with opposite spins can occupy the same electron level in an element. In elements with a filled electronic shell such arrangement results in zero net orbital motion. However in elements with a partially filled electronic shell, electrons can accept (spontaneously or due to an applied external magnetic field) a configuration where the electrons are aligned in the same direction creating a macroscopic magnetic moment (Fig. 7.2). Spontaneous alignment happens only in ferromagnetic elements. Among all the elements of the periodic table only a few are truly ferromagnetic: 3d transition metals Fe, Co and Ni (at room temperature), and 4f rare-earth Gd (just below room temperature). Their alloys and compounds form a wide family of magnetic materials. One of the few naturally occurring ferromagnetic oxides is magnetite Fe$_3$O$_4$.

All materials can be divided into paramagnetic, diamagnetic, ferromagnetic and antiferromagnetic depending on their response to an applied external magnetic field. The magnetization, $M$, in para- and diamagnetic materials depends linearly on the applied magnetic field, $H$:

$$M = \chi H,$$  

(7.1)
Figure 7.2. 3d electron level of Fe$^{0}$ ([Ar] 3d$^{6}$4s$^{2}$): (a) “high” spin configuration, (b) “low” spin configuration.

For a diamagnetic material, the magnetic susceptibility $\chi$ is negative and independent of temperature; for a paramagnetic material, $\chi$ is positive and decreases as $1/T$ with temperature.

In a ferromagnetic material there is a non-linear dependence on an applied magnetic field (Fig. 7.3). If there is no initial magnetic moment, magnetization increases with magnetic field to the saturation value. As the applied magnetic field decrease to zero and then to negative values, the magnetization curve outlines a characteristic hysteresis. An important parameter of a ferromagnetic material is the Curie temperature, $T_c$. The magnetic moment of a ferromagnetic material decreases with temperature, and can be destroyed completely at $T > T_c$.

In ionic materials different types of ions can form sublattices with different magnetic moments, which can partially compensate each other resulting in nonzero net magnetic moment. Such materials are referred to as ferrimagnets. Ferrimagnets have analogous properties to ferromagnetic material (spontaneous magnetization, hysteresis, Curie temperature); however, their magnetic ordering has different mechanism. When magnetic moments of sublattices in ionic materials have equal values but different directions, they completely cancel each other producing the antiferromagnetic materials. The magnetic susceptibility of antiferromagnets increases linearly with temperature up to the Néel temperature, $T_N$. At $T > T_N$ they become paramagnetic.
7.3 Origin of magnetism in dilute magnetic materials

Magnetism of dilute magnetic materials can originate from different mechanisms. In the traditional dilute magnetic semiconductors and oxides, the doping of a host with transition metal ions has been used for development of new magnetic materials. A schematic representation of a diluted magnetic semiconductor (DMS) is shown in Figure 7.4 [3]. A number of different semiconductors have been used as a host: common Si, II-IV (such as CdTe, ZnSe) or III-V semiconductors (such as GaAs, InAs). However, ferromagnetism in these systems is often observed at low temperatures only, with the Curie temperatures below 100 K. Promising results have been observed for ZnO and TiO$_2$ doped with different transition metals including V, Cr, Mn, Fe, Co, and Ni [4-10]. Following that success, several theories have been developed for the explanation for the origin of ferromagnetism in DMS based on exchange models (both direct and carrier mediated) and double exchange model [11, 12]. In the dilute magnetic semiconductors and oxides, magnetic ions are spatially straddled, and direct exchange is inefficient. In such systems, magnetic ordering can be mediated by intermediate anions (indirect superexchange model), by free electron gas (carrier-mediated exchange model), or by both (double exchange theory).

Figure 7.3. Dependence of magnetization, $M$, on an applied magnetic field, $H$, in ferromagnetic material.
Another field is emergent magnetism, the phenomenon where magnetic ordering appears in nanostructures of materials that are nonmagnetic in the bulk, and generally in any material that is not a traditional d-band magnet [13]. Magnetism at the interfaces of thin films or multilayers is one of the interesting phenomena possible in oxide materials. The difference in the lattice parameters causes strain, broken crystal symmetry, and rotation of oxygen octahedra, and often electronic reconstruction is required to restore local charge neutrality. The disturbances of symmetry can produce the magnetic, charge or orbital ordering which extends in just several atomic layers [14].

7.3.1 Exchange in insulators

(a) In the direct exchange model, the direct exchange interactions of spins \( s_i \) of localized electrons in insulators can be described by the Heisenberg Hamiltonian:

\[
H_{ex} = -\sum_{ij} J_{ij} s_i \cdot s_j,
\]

(7.2)

where \( J_{ij} \) is the exchange integral.

In order to result in a magnetic state, spins must interact between themselves effectively. The exchange integral \( J_{ij} \) can be positive (when the spins align parallel) and negative (when two electrons localized on the neighboring atoms are aligning antiparallel). In a solid with unpaired electrons both situations are possible. Typically in a
solid, the coupling can result in parallel alignment of spins (if electrons belong to a free atom) or antiparallel (for electrons localized on the neighboring atoms). More often the antiparallel alignment dominates leading to antiferromagnetism.

\(b\) Superexchange is an indirect exchange occurring in ionic solids such as oxides and fluorides where bonding orbitals are formed by 3d electrons in transition metal atoms and 2p valence electrons in diamagnetic oxygen or fluorine. Magnetic interactions between transition metal ions can be mediated by the intermediate anions. The size of the exchange integral depends on: the d electron configuration of the transition metal, on metal-oxygen orbital overlap, and on the metal-oxygen-metal bond length and angle. These dependences are summarized in the semi-empirical Goodenough–Kanamori–Anderson rules, as follows [10]:

1. 180° exchange between half-filled orbitals is strong and antiferromagnetic;
2. 90° exchange between half-filled orbitals is ferromagnetic, and rather weak;
3. Exchange between half-filled orbitals and empty orbitals of different symmetry is ferromagnetic, and rather weak.

Figure 7.5 demonstrates superexchange interaction involving half-filled Mn\(^{2+}\) ions and O\(^{2-}\) ions in MnO. When the 2p electron with ↓ spin is transferred to Mn on the left, a 2p hole of O can be filled by an electron from the Mn on the right provided it also has ↓ spin [10].

![Diagram of superexchange interaction](image)

Figure 7.5. Superexchange interaction between d shells via O\(^{2-}\) ions. Redrawn in the style of Ref. [11].
7.3.2 Carrier-mediated exchange

The carrier-mediated exchange model requires involvement of the free carriers into magnetic interactions between localized magnetic moments. The model can be described in three limiting cases: the Ruderman–Kittel–Kasuya–Yosida (RKKY) interaction, Zener carrier-mediated exchange, and Zener double exchange. In the RKKY model the interaction is described quantum mechanically by

\[ J(R) = \frac{m^* k_F^4}{\hbar^2} F(2k_F R) \]  

(7.3)

where \( m^* \) is the effective mass, \( k_F \) is the Fermi wavevector of the electron and \( F(x) \) is the oscillating function:

\[ F(x) = \frac{x \cos x - \sin x}{x^4} \]  

(7.4)

The oscillating nature of RKKY interaction arises from the wave nature of “free” conducting electrons. They rearrange themselves to minimize their energy after scattering on an atom, causing charge and spin density to oscillate around the scattering center. The Zener model explains ferromagnetic ordering by the lowering of the carrier energy in the result of the redistribution between spin subbands which are split apart by the exchange interactions [15]. One of variants of this model is the Zener double exchange model proposed for a particular case of the doped perovskite structure manganites \( \text{La}_{1-x}\text{A}_x\text{MnO}_3 \), involves the ability of a TM ion to adopt different valences. As in the superexchange model, magnetic coupling between neighboring TM ions with \((n-1)\) and \(n\) valency (for example, Mn\(^{3+}\) and Mn\(^{4+}\)) is mediated by oxygen atoms but with involvement of free carriers [15].

The difference with the super-exchange model consists in that the indirect coupling between two atoms occurs through the outer electronic states of TM atoms themselves rather than through the electronic state of an intermediate atom [12].
7.3.4 \(d^0\) magnetism theory

The exchange models require the existence of a high concentration of free carriers, electrons and holes, which is often not applicable to DMSs. These models do not provide a satisfactory explanation for the magnitude of magnetism in dilute oxides. In oxide materials doped with transition metals, room-temperature ferromagnetism has been observed at doping concentrations below percolation level [16-23]. Typically, in these studies the transition metal dopant concentration has not exceeded 5%-10%. At such low concentration, the TM ions are too scarce to interact with each other (directly or through intermediate oxygen atoms) and cannot provide significant ferromagnetic moment. In the same way these theories cannot explain magnetism observed in carbon materials where d-electrons are absent. Furthermore, magnetic properties strongly depend on the state of TM doping ions in the host oxide crystal. Studies of oxides and carbon materials have shown that maximum magnetism can be observed in a narrow range of TM doping and/or defect concentration [24, 25].

\(d^0\) magnetism model considers the lattice defects as a cause of ferromagnetic response [26, 27]. The theory was suggested by Coey [28] for explanation of magnetism observed in graphite and other materials composed only of light elements such as boron nitride.

If there is a sufficient density of such defects, an impurity band is formed in the band gap. Magnetic ordering is provided by spontaneous spin-splitting of the band (Fig. 7.6). In a slightly different scenario magnetic moment is associated with the molecular orbitals localized in the vicinity of the defects. As a result, a long-range ferromagnetic exchange is mediated by the interactions between the orbitals localized in the vicinity of the defects.

For the case of dilute ferromagnetic oxide materials \(d^0\) theory was modified into the charge transfer theory. Typically, oxides contain intrinsic defects: oxygen vacancies and metal interstitials. Charge transfer ferromagnetism requires three main components to produce magnetic ordering: (i) a defect-based band with a high density of states in the
vicinity of the Fermi level; (ii) a proximate charge reservoir to or from which electrons can be easily transferred; and (iii) an effective exchange integral $J$ associated with the defect states [29].

The impurity band should not be conductive itself. If the localization length is greater than the distance between magnetic centers, a ferromagnetic state with high Curie temperature can be formed as a result. When the $3d^\uparrow$ and $3d^\downarrow$ states mix up with the spin-split impurity band, they give rise to ferromagnetic interactions (Fig. 7.6) [30].

Figure 7.6 Spin-split impurity band mediate ferromagnetic state. (a) Spontaneous spin-splitting; (b) spin-splitting due to magnetic defects or impurities; (c) population of unoccupied d band by overlap with an impurity band, which lead to spin-splitting of the latter. Reprinted with permission from Ref. [29].
Transition metal doping is not a main cause of magnetism in dilute oxides. TM ions with the variable valence, that can exist in different states such as Ti$^{3+}$/Ti$^{4+}$, Mn$^{3+}$/Mn$^{4+}$, Fe$^{2+}$/Fe$^{3+}$, Co$^{2+}$/Co$^{3+}$, or Cu$^{+}$/Cu$^{2+}$, act as a charge reservoir. Provided the exchange integral is large enough, the energy gain from the exchange splitting compensates the energy cost of the electron transferring from the charge reservoir. Electrons are transferred between the charge reservoir and the impurity band, until the density of states $D(E_F)$ in the defects band increases to the point where the Stoner criterion is satisfied: $JD(E_F)>1$ (Fig. 7.7).

Figure 7.7. Schematic of charge transfer mechanism. Electrons transfer to or from the charge reservoir to the impurity band leading to spontaneous ferromagnetic splitting. Reprinted with permission from Ref. [30].

7.4 Role of defects on boundaries and interfaces

In contrast to the classical Stoner ferromagnets with uniform magnetization, in dilute oxides (or any material that is not a traditional d-band magnet) only regions containing defects become ferromagnetic while the rest of the material stays nonmagnetic in the bulk. This so-called emergent magnetism, confined to defects located in thin films and in grain-boundary regions, has been found in a variety of materials including graphite and graphene, metal oxides and nanocrystals of nonmagnetic metals like Au [11, 28, 30, 31]. The defect states can be associated with the surfaces of randomly distributed nanoparticles, with spinodal decomposition of the material, with grain boundaries or with surfaces or interfaces of thin film (Fig 7.8) [30].
Progress in synthesis methods allows fabricating magnetic structures with atomic or molecular precision including nanoparticles, core-shell structures, nanowires, nanotubes, thin-film and multilayer structures [32]. However experimental success in reaching high Curie temperatures reproducibly in such systems is still moderate. Research in the area of dilute magnetic materials suffers from the lack of reproducibility because usually defects are not in thermodynamic equilibrium, and their concentration and distribution evolves irreversibly upon heating. Thus, vacancies can migrate through the crystal forming clusters, or get pinned on the crystallographic steps or by foreign adatom [31, 33].

7.5 Magnetism in oxide materials

Numerous studies report magnetic properties of strontium titanate induced by doping with transition metals and defects. Ferromagnetic properties have been found in strontium titanate doped with Mn, Fe, Co, and Nb [34-37]. The magnetic properties have been observed at low level TM metal doping below the percolation level. Magnetism has been also detected in strontium titanate without the TM doping [38-41]. Despite the vast variety of systems and different fabrication methods applied, based on these studies most of the authors have agreed that the origin of magnetism in strontium titanate is mostly due to oxygen vacancy defects.

Dulov et al. [35] studied Fe implanted STO crystals using Mössbauer spectroscopy. Several diluted phases of strontium titanate with substitution of Ti$^{4+}$ ions by
Fe$^{2+}$ or Fe$^{3+}$ were identified. However the authors found that most of the implanted iron in their high-fluence implanted STO ($1.5 \times 10^{17}$ Fe ion/cm$^2$) was in $\alpha$-Fe nanoclusters which defined the magnetic behavior at room temperature.

Zhang et al. [42] found a positive correlation between ferromagnetism and doping concentration in Co-doped SrTiO$_3$ nanofibers in the 50-300ºK temperature range. In their experiment, Co was incorporated into STO structure in Ti sites without any phase separation of metallic Co or Co oxide. Ferromagnetism of Co:SrTiO$_3$ nanofiber samples were related to oxygen vacancies because their magnetic moments increased considerably upon annealing in H$_2$.

Zeng et al. [24] studying magnetism of iron doped LiNbO$_3$ observed the highest magnetic moment for 1 % Fe doping substituting on Li sites. Further increase of Fe concentration led to significant decreasing of the magnetic moment due to the formation of FeO$_x$ clusters.

Numerous studies have mentioned defect induced ferromagnetism in pure strontium titanate crystals. Strong ferromagnetism was observed in laser annealed undoped STO crystals [39]. The researches ascribed it to coupling between spin polarized oxygen vacancies and localized Ti 3d electrons. Rice et al. observed a persistent ferromagnetic state created in strontium titanate under laser irradiation [40]. Xu et al. studied STO films grown by the molecular beam epitaxy method on (100) STO substrates. They found ferromagnetic behavior in the films that was not observed in the bulk crystal [41]. The authors explained it by the presence of oxygen vacancies in the epitaxial films.

Great attention has recently been attracted by the LaAlO$_3$/SrTiO$_3$ interface. The unusual properties of the heterostructure related to polarity discontinuity in the interface area resulting in nontrivial local atomic and electronic structure. An STO crystal consists of alternating non-polar layers of SrO and TiO$_2$, whereas LaAlO$_3$ consists of polar positively charged (LaO)$^+$ and negatively charged (AlO$_2$)$^-$ layers. This leads to the appearance of a two-dimensional electron gas (2DEG) in the interface between TiO$_2$-terminated STO and LaAlO$_3$ as well as non-zero magnetic moment [43-46]. It was found
that the interface of LaAlO$_3$/SrTiO$_3$ has metallic behavior in the presence of oxygen vacancies. Although origin of the magnetism is still under debate, most authors ascribe it to electrons in Ti 3d $t_{2g}$ orbitals. Similar properties are possible for other heterostructures, such as SrTiO$_3$/SrRuO$_3$ and TiO$_2$/SrTiO$_3$ [47, 48].

7.6. Defect induced magnetism in graphite materials

Graphite-based materials have attracted a great deal of attention due to their unique structural, mechanical, electronic and thermal properties. Pure carbon materials (including graphene and graphite) are not ferromagnetic by themselves. However, weak ferromagnetism was found in carbon-based materials, and in many cases ferromagnetic properties were observed in high-temperature experiments [25, 49-52]. The possible combination of magnetic and semiconducting properties in graphite materials makes them the promising candidates for semiconductor spintronics technology. The interest in graphite magnetism is increasing even though experimental results are suffering from poor reproducibility.

Numerous studies indicate defect-related magnetism in graphite. Calculations show that the ground state of a single vacancy in graphene layer has a magnetic moment of 1.04 $\mu_B$ formed by an unsaturated $sp^2$ dangling bond [53]. The studies also show that the magnetic moment can depend on the type of ions used for ion beam modification of graphite structure. For example, in the case of a proton beam, a hydrogen atom can be absorbed directly into the vacancy, forming a metastable configuration with a magnetic moment of 2.3 $\mu_B$. Two H atoms absorbed on a vacancy create a stable configuration with a magnetic moment of 1.2 $\mu_B$ localized on the dangling $sp^2$ bond. Another stable configuration can be formed when a hydrogen atom is pinned by a carbon adatom. This C-H group has a magnetic moment of 0.9 $\mu_B$ [53].

Spin-polarized density functional theory (DFT) calculations on graphene fragments and nanoribbons show that magnetic moments reside mainly on the zigzag edges; the armchair-edged nanoribbons stay non-magnetic [54, 55]. Calculations conducted for multiple vacancies (nanoholes) in the graphene layer revealed that such
holes with the zigzag edges can possess high stability and have magnetic state with a finite-energy band gap [56]. At the same time the electronic properties of a single C vacancy in a well-decoupled graphene layer differ significantly from the electronic properties of a graphene layer on a metal substrate. Thus, a study conducted by Ugeda et al. [57] discarded the possibility to induce magnetism in the latter systems. A recent study of graphene nanoribbons has reported paramagnetic centers associated with the zigzag edges and vacancy defects [58, 59].

There are many researches who work on the connection between the concentration of defects in graphite and its magnetic properties. Ion irradiation produces multiple vacancies in graphite [25, 50, 60, 61]. The implanted atoms (neutralized ions) can stay between carbon layers or substitute for one of the C atoms. However, experimental results on ion irradiated highly oriented pyrolytic graphite (HOPG) vary from each other. Horne et al. [61] found ferromagnetic properties in HOPG samples both virgin and implanted with Fe, F and B ions. Nevertheless they did not detect a correlation between ferromagnetism and implantation doses and did not observe a clear influence of Fe implantation on ferromagnetism. Yang et al. [50] observed an increase in total magnetic moment of graphite implanted with 70 eV C\(^+\) ions due to vacancies. Similar conclusions were made for 2.25 MeV proton irradiated graphite. The authors noted the possibility to create ferromagnetic areas with sharp borders by introducing defects into HOPG [60].

In a recent research, highly oriented pyrolytic graphite samples were irradiated by C\(^+\) ions in a four-step implantation process which produced a 160 nm layer of uniformly distributed vacancies [25]. Using the combination of X-ray absorption near edge structure spectroscopy and bulk magnetization measurements, the authors established a clear correlation between implantation dose (or disorder extent) and magnetic moments. At first the magnetic moment increased with implanted dose. However, as the implantation dose farther increased, the defect concentration became so high that it destroyed magnetic ordering, and the magnetic moment decreased (Fig. 7.9). A pre-edge peak in the XANES spectrum at ~ 283 eV was ascribed to vacancy defects formed under irradiation conditions. The defect-induced electronic states at the Fermi level were identified as the origin of ferromagnetism in the HOPG samples.
Figure 7.9. (a) C K-edge XANES spectra of HOPG and (b) corresponding magnetic hysteresis loops at each of the four steps of C\(^+\) ion implantation: 1) 70 keV and 1×10\(^{15}\) ion/cm\(^2\); 2) 50 keV and 3×10\(^{14}\) ion/cm\(^2\); 3) 30 keV and 3×10\(^{14}\) ion/cm\(^2\); and 4) 15 keV and 2×10\(^{14}\) ion/cm\(^2\). Reprinted from Ref. [25].

7.7 SQUID measurements for STO and HOPG samples: experimental details

In this work, the magnetic properties of STO and HOPG samples were measured with a Quantum Design MPMS XL-5 SQUID magnetometer, at the Department of Physics, Dalhousie University. Samples were handled with special care to avoid any contact with metal tools. During measurements, the samples were placed in a clear plastic straw and oriented such that the magnetic field was applied along the STO[100] direction and along the graphene planes of the HOPG pieces (within an experimental resolution of ±3%). The field dependence of the magnetic moment M(H) was done at 5°K and at 300°K.

The temperature dependence of magnetization was measured as the remanent magnetic moments. The samples were saturated in a 5T magnetic field at low temperature (T=5°K). After setting the magnetic field to zero, the SQUID magnetometer was reset to remove any remaining magnetic flux trapped in the coils. The remanent moment was then measured up to 400°K while warming the sample.
7.7.1. Magnetism of Fe implanted STO samples

The measured magnetic moments M(H) showed both linear diamagnetic and nonlinear ferromagnetic behavior. (Fig.7.10). Since only a near-surface layer of STO crystal substrate is affected by Fe implantation, all magnetic moment presented here are shown as they were measured (without dividing on the sample volume or mass), since all samples had the same dimensions. Such procedure allowed comparing between virgin STO and implanted STO samples.

The susceptibility $\chi$ of STO crystals was calculated from the slopes measured by making linear fits in the higher field regions ($-5000 \leq H \leq -2000$ and $2000 \leq H \leq 5000$ G). There is a slight deviation in the slopes which reflect the value of the magnetic susceptibility $\chi$. The average value of susceptibility was $-0.88 \times 10^{-7}$emu/Oe·cm³ and $-1.02 \times 10^{-7}$emu/Oe·cm³ at 5 K and at 300 K, respectively, which is within 2% of the published values [62].

To reveal the non-linear hysteresis part and to quantify saturation moments for implanted and un-implanted samples, the linear diamagnetic contribution was subtracted from the M(H) curves. Magnetic moments as a function of applied field M(H) measured at 5°K for several STO samples are presented in Figure 7.11(a). Notably, un-implanted
STO crystal had a weak magnetic moment. Previous studies showed that surface contaminations are often responsible for the magnetism of strontium titanate crystals, in the presence of ferromagnetic impurities. The studies showed that when magnetic impurities were deleted by the surface polishing, the initial magnetic moment of several oxide substrates decreased significantly [63, 64].

The effects of oxygen vacancies on the ferromagnetism in rutile TiO$_2$ have also been demonstrated based on first-principles local density approximation (LDA+$U$) calculations [65]. Their results show that the magnetic moment depend on the oxygen vacancies concentration $x$, and predicted the ferromagnetism in rutile TiO$_{2-x}$ with $x > 0.0417$. Oxygen vacancies not only modulate the valence of neighboring transition metal elements but also cause a change of the band structure of the host oxides [66]. Therefore one can achieve ferromagnetism by increasing vacancy concentrations above a certain threshold, while still keeping ordering within the crystalline lattice of the host material. And experimentally, oxygen anneal typically decreased magnetic moment in contrast to vacuum anneal [65].

Our strontium titanate crystal was annealed in pure oxygen for 2 hours to reduce oxygen vacancies that can be initially present on the surface. The magnetic moment of STO-350 after subtraction of the diamagnetic contribution was considerably lower than that of un-implanted STO (Fig. 7.11(a)).

![Magnetic moment (M) vs. field (H) curves of un-implanted STO and STO-350, Fe implanted samples STO-Fe2e16 and STO-Fe2e16-350C, and Si implanted STO after subtraction of diamagnetic contribution.](image)

Figure 7.11 Magnetic moment (M) vs. field (H) curves of un-implanted STO and STO-350, Fe implanted samples STO-Fe2e16 and STO-Fe2e16-350C, and Si implanted STO after subtraction of diamagnetic contribution.
To further explore the role of oxygen vacancies in the magnetic properties, STO substrate was implanted with non-magnetic silicon ions. The M(H) curve for STO-Si sample after subtraction of the diamagnetic contribution is also presented in Figure 7.11. The Si implantation led to reduction of the magnetic moment by approximately a factor of two compared to the sample before implantation. Though the implanted layer in STO-Si sample was thicker than that in the Fe ion implanted samples, the dose of $2 \times 10^{16} \text{Si ion/cm}^2$ produced comparable level of damage ($\sim 1.6 \times 10^{19} \text{V}_o/\text{cm}^2$) but with non-magnetic ions. These vacancies are abundant, however they are not well ordered, and do not contribute to the magnetic moment. Additionally, the Si-implanted sample exhibited no ferromagnetic hysteresis loop (Fig. 7.11(b)), and the saturation of M(H) of STO-Si sample is reached at high values of magnetic field of 15 kOe, suggesting soft-ferromagnetic behavior.

Implantation of a high dose of iron ($2 \times 10^{16} \text{Fe}^+ \text{ion/cm}^2$) resulted in a magnetic moment with a ferromagnetic hysteresis loop due to the oxygen vacancies and presence of Fe atoms (Fig. 7.11(b)). Remarkably, the STO-Fe8e14 sample with a medium implantation dose of Fe has a lower magnetic moment compared to un-implanted STO crystal (Fig. 7.12(a)). Ion implantation introduces disordering to the crystal structure. The disordering destroyed the initial magnetic moment of the un-implanted strontium titanate crystals, and the dose of Fe doping in STO-Fe8e14 sample has been too low to produce magnetic phases, which could increase the magnetic moment.

Post-implantation annealing in oxygen of sample STO-Fe2e16-350C led to a decrease in the magnetic moment to zero (Fig. 7.11(a)). Post-implantation annealing in oxygen contributes to two different effects. First, it partially heals oxygen vacancies produced during ion implantation. Second, annealing should reduce ferromagnetic domains due to Fe$^0$. According to XANES results the iron oxidation state changed from Fe$^0$ to Fe$^{3+}$ with iron substituting for Ti ions in the STO crystal structure. The process destroys the ferromagnetic order, and the implanted and then annealed STO-Fe2e16-350C sample becomes purely diamagnetic.
Figure 7.12 (a) Magnetic moment (M) vs. field (H) curves of un-implanted STO and STO implanted different Fe doses after subtraction of diamagnetic contribution; (b) enlarged part with ferromagnetic hysteresis.

Experimental research conducted on commercially available oxide substrates showed that surface contamination on the surface is often the most probable explanation for the observed ferromagnetic behavior in many cases [63, 67]. Metal particles are often left on the surface when single-crystals are cut into separate pieces. In the work by Yee et al. several commercial substrates (including intrinsically diamagnetic or paramagnetic) were examined [68]. All unpolished crystals used in the research (Al2O3, LaAlO3, SrTiO3, TiO2, and ZnO) have showed initial magnetic moment due to excess iron, possibly in the form of a mixture of Fe, Fe3O4, and/or γ-Fe2O3. The magnetic moment of the crystals has been reduced considerably when crystal surfaces were polished and cleaned of metallic contaminations [31]. A series of studies show chemical and/or structural segregation of the transition metal dopants into non DMS phases [69-72]. So, special care was taken to handle the STO samples with Teflon tweezers to avoid additional metal contaminations on the surface.

The remanent magnetization curves for selected STO samples are presented in Figure 7.13. No phase transitions were found in any of the samples. They show monotonic behaviour typical for diamagnetic materials with small paramagnetic contribution at very low temperatures.
7.7.2. Magnetic properties of N and O implanted HOPG.

The magnetic measurements of graphite samples were conducted as was described above. The magnetic moments are presented as they were measured without dividing by the sample volume because HOPG samples had irregular shapes and their volumes (or masses) can be estimated only with high uncertainty.

The field dependence of the magnetic moment was measured for three graphite samples, virgin HOPG, HOPG-N5e15 and HOPG-O5e15. The magnetic moments of HOPG samples were diamagnetic in general (Fig. 7.14(a)). Difference in the M(H) dependence slopes was probably reflecting the different dimensions of the tested samples. In the low magnetic field, a ferromagnetic–like hysteresis was observed on M(H) dependences. Magnetic moments of the HOPG samples after subtracting a linear diamagnetic contribution are presented in Figure 7.14(b). They demonstrated roughly the same value of magnetization. As followed from PIXE analysis the tested samples had high contents of iron impurities. It indicated that the most probable origin of magnetism in the tested HOPG samples were the metal impurities. Distortion of hysteresis curves seen in Figure 7.14(b) were connected to the difficulties of measuring weak small magnetic moments on a strong diamagnetic substrate [73].
The remanent magnetic moments of HOPG samples were measured in the range from 5°K to 400°K as was described above for STO samples. The magnetic moments of all HOPG samples decreased monotonically with temperature (Fig. 7.15). The temperature dependence did not reveal any phase transformations.

Figure 7.14. Magnetic moment of HOPG samples: (a) before and (b) after subtraction of the diamagnetic contribution. Inserts show enlarged image of hysteresis part.

Figure 7.15. The temperature dependence of the remanent magnetic moments of HOPG samples.
Metal inclusions have been found in widely used HOPG of ZY-grades. [74-76] Sepioni et al. (74) studied ZYA-, ZYB-, and ZYH-grades from different manufacturers and found particles of ~ 5 µm in diameter containing Fe, Ni, Ti, Cr and V. There is also a different concentration of these metal inclusions at different depths of the HOPG crystal. Venkatesan et al. found more impurities in the middle part of a HOPG crystal when it was cleaved on several layers [77]. This shows that the quality (purity) of the initial oxide and graphite substrate is very important for magnetic studies.

In summary, the magnetic measurements showed that STO and HOPG samples were mostly diamagnetic. The unimplanted STO crystals demonstrated weak ferromagnetic moments due to vacancy states on the surface. Iron implantation at the highest implantation dose used in this research (2×10^{16} ion/cm^2) increased the magnetic moment. The oxidation state of iron doping was Fe^0 directly after implantation. Annealing in O_2 atmosphere, which removed oxygen vacancies and oxidized iron to Fe^{2+/3+} state, destroyed this magnetic ordering. Lower implantation doses of Fe decreased the magnetic moments as the ion irradiation perturbed the initial magnetic ordering observed in the unimplanted STO crystals. Ferromagnetic contribution to the magnetic moments observed in HOPG samples was chiefly due the metal inclusions. The temperature dependence of the magnetic moments of the STO and HOPG samples did not show any phase transitions.
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Chapter 8. Conclusions

Recently, numerous studies have shown that the properties of strontium titanate and carbon-based materials can be controlled by suitable doping and structure modification. In this thesis, properties of strontium titanate (STO) and highly oriented pyrolytic graphite (HOPG) were modified by the ion beam implantation method. Both materials have immense potential for applications in different areas, including spintronics, catalysts or gas sensors. Doping and structural defects affect such important characteristics as conductivity, catalytic activity, luminescent and magnetic properties of STO and HOPG [1-9]. For example, in STO, which is a high-κ dielectric in the pure state, the defect states increase the ionic and electronic conductivity [1, 2]. In carbon materials on the other hand, defects can limit the conductivity, inducing semiconductor properties [10, 11]. The possibility of defect-induced ferromagnetism was theoretically predicted in SrTiO₃ and graphite material [6-8, 12, 13]. However, the experimental results suffer from poor reproducibility due to the very unpredictable behaviour of defects in real crystals. The comprehensive study conducted in this thesis helped in the better understanding of how doping and defects affect local structure and magnetic properties of these materials.

Several complementary experimental techniques, including PIXE, RBS, XANES and XPS, were applied to study the influence of ion irradiation on the structural and magnetic properties of SrTiO₃ and HOPG. The used methods provided very important and comprehensive information about chemical composition, oxidation state and distribution of impurities.

One part of the thesis was devoted to Fe-doped strontium titanate. Comparison of random and channeled RBS spectra showed that though oxygen annealing improved the crystal structure of STO, it did not return to its initial state, and a new phase was formed in the near-surface layer.

Analysis of Fe-doped STO showed that as implanted iron had Fe⁰ oxidation and exhibited ferromagnetic behaviour. O₂ annealing at 350°C changed the iron oxidation to Fe³⁺ and frustrated the ferromagnetic response. XANES spectra collected in TEY and
TFY detection modes are able to probe different depths, which allows us to distinguish the surface and the bulk signals. It was detected that on the surface of the implanted and annealed samples the oxidation state of iron was $\text{Fe}^{2+}$. This showed that despite the oxygen annealing, such defects as oxygen vacancies tend to collect in the surface area. The spectra analysis indicated that the annealing caused Fe to incorporate into the STO structure and substitute for Ti. Calculations conducted using the FEFF9 program suggested that the best model for Fe implanted and annealed STO samples is the formation of $\text{Sr}_8\text{Ti}_3\text{Fe}_5\text{O}_{23}$ clusters.

The XPS analysis showed an increase of chemical reactivity of the STO surface after ion irradiation and post-implantation anneal. The increase of C and O peaks on the Fe-implanted STO surface indicated that the defective STO surface reacted more easily with the gases of the ambient atmosphere. The changes revealed by XPS spectra implied formation of strontium carbonates and strontium hydroxide on the STO surface.

Ion irradiation and heat treatment also led to Sr loss in the surface area as evident from RBS analysis. The effect was dependent on the implantation dose and was the most noticeable for the samples with the highest implantation dose used in this study ($2\times10^{16} \text{Fe}^+\text{ions/cm}^2$). The proposed explanation of Sr loss is that in the presence of irradiation defects and carbon contamination, rather unstable phases containing $\text{SrO}$, $\text{SrCO}_3$ and $\text{Sr(OH)}_2$ could be formed on the STO surface. $\text{SrO}$ can desorb from the surface, leaving a Sr-depleted layer, while $\text{SrCO}_3$ and $\text{Sr(OH)}_2$ have lower physical densities compared to $\text{SrTiO}_3$, leading to reduced areal densities for Sr in the layer affected by the implantation process, as measured by RBS.

As found in our PIXE analysis, the HOPG used in this study contained metallic impurities which could be potentially responsible for the magnetic moments of the graphite samples. However Fe concentrations were below detection limits of RBS and XANES. To overcome the low sensitivity of the RBS method to light elements, we used non-Rutherford cross sections to detect changes in oxygen and nitrogen contents by RBS analysis of HOPG samples implanted with O and N ions. Our distributions of implanted N and O were in agreement with the SRIM simulation. The annealing at 100°C in vacuum did not lead to the redistribution or loss of implanted O and N.
For HOPG implanted with O and N, ion irradiation also led to enhanced surface reactivity. The XANES C K-edge spectra clearly demonstrated the appearance of new absorption features due to various functional groups on the surface. The position of the adsorption peaks allowed their identification as carbonyl, carboxyl, hydroxyl and epoxide groups. There was dependence on the implantations dose; however no considerable difference was found between HOPG irradiated with N and O. These results indicated that N is weakly physisorbed in graphite and detected functional groups are the products of reactions between the surface defect sites and ambient gases (O₂, H₂O, CO₂).

The connection between the ion implantation and the induced magnetic properties was investigated by SQUID analysis. There was a correlation found between the observed magnetic moments and the implantation treatment of STO crystals. The STO crystal showed ferromagnetic properties before iron implantation due to the presence of defect (and probably contaminations) on the surface. The low dose Fe implantation actually led to decrease of the magnetic moments because the ion irradiation destroyed the initial defect-related magnetic ordering. Yet the highest implantation dose (2×10¹⁶ Fe⁺ ions/cm²) result in an increase of the measured magnetic moment due to higher concentration of oxygen defects and the presence of Fe atoms. This level of Fe implantation would be suitable for fabrication of spintronic devices and can be explored further.

However thermal anneal in oxygen destroys the magnetic ordering. Oxygen annealing healed oxygen vacancies and at the same time led to a change in the oxidation state and the local structure of the implanted iron. In annealed samples Fe built into the STO crystal structure substituting on Ti sites, and as was mentioned above the oxidation state changed from Fe⁰ to Fe³⁺. Therefore, the magnetic moments of STO depend not only on the doping dose, but also on the oxidation state of the dopant and on the defect concentration. The XANES results for Fe-implanted STO provided information about the change in oxidation state and local structure of Fe atoms. However they did not rule out the clustering of dopant. EXAFS study can help to determine the distances between the Fe atoms in the implanted samples. In future work, more systematic study with a higher range of Fe implantation doses can clarify the dependence between the magnetism observed in STO and the Fe doping concentration.
The loss of Sr on the STO surface after ion implantation also requires more consideration, as it is related to the potential use of these materials in gas sensor applications. Probable reactions on the Fe-doped STO surface should be considered to determine the driving force for the decrease of Sr content. It can be interesting to examine the surface morphology, (or example by using atomic force microscopy.

SQUID results from the HOPG samples showed that the metallic inclusions in graphite are likely to overshadow the effect of ion irradiation, and the measured magnetic moments were correlated with the impurity concentrations detected by PIXE.

SQUID is an extremely sensitive method, and in the area of low magnetic moments the purity of the original samples is very important. Even though extreme care was taken during the handling of the STO and HOPG samples, the surface contaminations cannot be completely overruled out. Thus, in ideal situations, when several analytic methods in different locations were used, it would be advisable to prepare a separate set of samples for magnetic measurement to avoid any contamination. To study magnetism in graphite, a new source (manufacturer) of HOPG samples needs to be considered in the future, and careful analysis (including PIXE) need to be conducted to make sure that no significant level of ferromagnetic impurities is present prior to the ion beam implantation experiments. If in the future experiments we confirm that a ferromagnetic response can be produced by ion implantation experiments in the absence of transition metal impurities by SQUID magnetometry, we can study this phenomenon further. It would be interesting to test depth distribution of defects with scanning tunneling microscopy to identify different defect configurations and their magnetic signatures.
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