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Chapter 1. Introduction 4

Figure 1.1: Lateral view of human skull

Figure 1.2: Frontal view of human skull
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1.2.2 Material Properties and Structure of the Human Skull

The mechanical properties of the human skull have been studied intermittently since the early

1970s, and conclusions on the structure and its behaviour under loading are briefly summarized

in this section. The cranial bones are considered to be a sandwich structure, consisting of an

inner and outer layer of cortical bone sandwiching a porous, lightweight, trabecular layer called

the diploë (Martini et al., 2006). This sandwich structure combined with differing properties of

the calcified suture lines where the individual cranial bones come together render the skull non-

homogeneous and anisotropic (Misra and Chakraborty, 2005). The mechanical properties of

the cranial structure have been studied in a number of projects, the results of which have been

found to vary due to a few factors that will be discussed later (Misra and Chakraborty, 2005).

That being said, unembalmed post mortem human specimens are typically considered as a

composite material of transverse isotropy (Misra and Chakraborty, 2005) with the following

properties. The radial compression modulus is 0.4-2.6 GPa, a tangential compression modulus

of 2.6-5.6 GPa, and a tangential tension modulus of 5.4-8.8 GPa with a Poissons ratio of 0.19-

0.22 (Misra and Chakraborty, 2005; McElhaney et al., 1970).

Factors that can affect the values previously described include age and gender as well

as specimen preparation techniques such as embalming or drying of the skull (Misra and

Chakraborty, 2005). Age generally decreases the modulus and stress of bone by 20-30% be-

tween the ages of 20 and 80 (Yamada, 1970) however a few recent studies have found little

statistical significance correlating age to weakened cranial biomechanical properties (Raymond

et al., 2009a; Yoganandan et al., 1991; Rhee et al., 2001). Gender is another factor with varying

reported significance; a 2009 study found no statistical significance between the parietal bones

of men and women (Raymond et al., 2009a), but a 1968 study by Gadd suggested women

have weaker facial bones (Hampson, 1995). Low concentrations of formaldehyde used in an

embalming process has been found to minimally affect the mechanical properties (McElhaney

et al., 1970; Delye et al., 2007) whereas bone drying is found to have a more drastic impact

on the mechanical properties of bone in general. Specifically, as bone dries, strain to failure
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decreases (Reilly and Burstein, 1974) and the elastic modulus is around 20% higher (Franke,

1956).

Strain rate can also affect the modulus and strength values as it is a widely accepted fact that

the human skull responds viscoelastically to loading (Robbins and Wood, 1969; McElhaney

et al., 1970; Misra and Chakraborty, 2005; Motherway et al., 2009). Stiffness and strength is

found to increase with loading rate (Motherway et al., 2009) which is a significant observation

in the context of impact testing, as different impact speeds are often tested. This viscoelasticity

may also contribute to the varying recorded values of mechanical properties such as force

to fracture which can differ by as much as 6000N between quasi-static (0.002m/s) and rapid

(7.5m/s) loading conditions (Yoganandan et al., 1995).

1.2.3 Head Impacts and Associated Injuries

Head and facial impact injuries are known to have a number of detrimental effects including

mortality, disability, as well as financial and resource costs on healthcare (O’Riordain et al.,

2003). These injuries, often the result of motor vehicle accidents, falls, and assaults, can cause

serious health risks by inducing brain injuries such as haematomas, contusions and diffuse ax-

onal (concussion) injuries (O’Riordain et al., 2003). Research attempting to study these injuries

must simulate the impact conditions of these clinically realistic events, the characteristics of

which will be discussed in this section.

Much research has been done in attempt to characterize the impact conditions based on the

either the severity of injury or the type of injury sustained and although there is still much de-

bate among researchers as to the ideal way of classifying impacts and head tolerances (Melvin

et al., 1993) an idea of the types of impacts generally studied and their real world effects can

be obtained from these classifications.

Generally, closed head impacts are characterized by the impact acceleration, and the im-

pact duration (McLean and Anderson, 1997). These quantities are the result of several notable

inputs, such as the weight and size of the impactor, the velocity at impact, the impact stiffness
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and the constraint of the specimen (Melvin et al., 1993). Short impacts are commonly called

ballistic impacts and occur when a projectile of low mass strikes the skull with a high velocity,

causing a propagating strain wave front through the head (Brands, 2002). These wave fronts

are hypothesized to be a significant factor in many head injury mechanisms, but this has not

been adequately confirmed in the literature (Brands, 2002). These short impulsive impacts

have also been shown to excite the skull to vibrate transiently at its natural frequencies (Will-

inger et al., 1994; Khalil and Viano, 1979; Gurdjian et al., 1970), causing the skull to deform

according to mode shapes (Khalil and Viano, 1979). Activities that can induce short impacts

can include slips and falls where the head rapidly connects with stiff ground, or during sporting

events where a ball or other projectile at high speed contacts the head. This type of impact has

also been reported to occur when police use non-lethal ballistic missiles in law enforcement

(Raymond et al., 2009b).

Long impacts are generally caused by lower velocity impacts with large masses and can

be further lengthened by decreasing the impact stiffness through the use of padding. These

impacts do not excite vibrational modes of the skull and are instead hypothesized to cause

deeper tissue injuries caused by brain shear due to the inertial forces arising with the longer

impacts (Willinger et al., 1995). Head impacts as a result of car accidents generally fall in this

category as there is significant padding in the car interior slowing the impact and increasing

it’s duration.

Overall, the head can experience a large variety of impact conditions depending on the

circumstances of the accident. From an experimental design standpoint, this means that the

researcher must consider the impact most relevant to the question at hand, and develop proce-

dures to ensure the desired impact conditions are met.
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1.3 HEAD IMPACT APPARATUSES

1.3.1 Review of Apparatuses Used in Previous Studies

The validity of head impact studies depends heavily on the apparatus used to deliver the impact,

as the goal of trauma biomechanics is to relate the input energy created by the apparatus to the

output kinematics observed (Hardy, 1993). Thus in order to accurately reproduce and study the

injury inducing impact, the apparatus must be designed to accomodate the impact particulars.

Several varied approaches have been used in the past to simulate the head impacts described in

Section 1.2.3 including drop tests, pneumatic and hydraulically driven impact devices as well

as a few other apparatus designs. In this section I will discuss the details of these tests as well

as review the advantages and disadvantages of these methodologies.

Vertical Drop Testing Apparatuses

Drop and guided fall tests are the most frequently used testing method for head impact studies

(Verschueren et al., 2007), and it was also one of the first testing methods to be used in head

impact biomechanics. Generally, the drop test consists of an instrumented specimen that is

constrained to a vertical drop track. The specimen is then raised to a desired height or energy

level and left to drop onto an instrumented surface.

The earliest example, like that used by Gurdjian in as early as the 1950s, was simply a free

fall drop of a skull coated in a strain-sensitive lacquer, without even the use of a force plate or

vertical track (Gurdjian et al., 1949). With these methods, Gurdjian qualitatively studied linear

skull fractures and concluded that fractures initiated at the locations of maximum outbending.

By the 1970s this methodology was improved to include a vertical guide track in a study by

Hodgson (Hodgson et al. 1970 as cited in Verschueren et al. (2007)).

Yoganandan et al. in a 1991 study used a vertical guided fall testing system that was 7.6

m high with a carriage designed to fix intact cadaver heads at any superior/inferior and medial

lateral orientations to impact the specimens at a specific site. This carriage was supported



Chapter 1. Introduction 9

by bearings and guided by a vertical monorail with two side outrigger mechanisms to prevent

rotation of the carriage about the vertical axis. This device was capable of delivering controlled

impacts at speeds of up to 12 m/s. An accelerometer mounted on the skull along with a load

cell and a potentiometer placed under the impact surface provided the force and deformation

information of the impact, gathered at a sampling rate of 8000Hz. Impact velocity was also

collected in this study (Yoganandan et al., 1991). This setup is a typical example of a modern

drop testing setup, and as it is a setup similar to those used by other notable head impact studies

of the 21st century (Rhee et al., 2001; Vander Vorst et al., 2004).

Generalizing the following Table 1.1, which is a summary of drop and guided fall im-

pact apparatuses, the modern drop tower is a well tested methodology for head impact testing.

Recorded impact velocities generally range between 0-10 m/s with the lower velocities used

in sub-fracture testing, the higher ones recorded in tests studying fracture. Load cells and ac-

celerometers are instruments found in nearly all cases giving convenient and well established

access to impact biomechanics such as the force and time history for various impacts. The

apparatus is relatively simple to design and construct as gravity is used as the source of input

energy. However apparatuses of this nature have certain established disadvantages as well.

First of all, some of the biomechanical information of interest is inferred assuming idealized

conditions. For example, none of the apparatuses discussed calculated the velocity directly,

and measured it only through the assumption that a perfect free-fall occurred. Considering the

potential energy losses due to friction in the vertical track the velocities reported may have

extra associated uncertainty. Deformation is another variable that is not easily measured by

these devices. Reported values are generally either the displacement of the impact surface or

the deformation obtained by double integrating the accelerometer curve. In the former case,

this displacement is not an accurate portrayal of the local deformation experienced by the spec-

imen. Double integration also has flaws as it is known to amplify measurement errors arising

from accelerometer drift and also has depends on assumed initial conditions (Slifka, 2004).

The biomechanical event simulated by these devices has also been called into question by Ver-
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Source Description Measured Variables:
values (instrumenta-
tion)

Calculated Variables:
values (method)

Gurdjian et
al. 1949

Skull coated with a
stresscoat lacquer is
dropped to free fall
onto slab of 160lb steel

weight of head; height
of drop: 101-244cm

energy absorbed to
fracture: 45-100J
(calc using weight
and height); impact
velocity: 4-7m/s (free
fall eq with height)

Hodgson et
al. 1970

Guided fall device impact force; linear
head acceleration
(accelerometer)

——-

Yoganandan
et al. 1991

7.6m monorail device
with carriage to fix
specimen

head acceleration (tri-
axial accelerometer);
impact force (load
cell); surface deforma-
tion (potentiometer)
*sampled at 8000Hz

impact velocity: 0-
12m/s (from dropped
height)

Rhee et al.
2001

Same as Yoganandan et
al. 1991

head acceleration (tri-
axial accelerometer);
impact force (load cell)

impact velocity: 2-7m/s
(from height dropped)

Vander
Vorst et al.
2004

Free fall drop test with
flat durometer impact
targets

impact force (load cell);
impat duration: 3-9ms
(load cell) *sampled at
12.5kHz

impact velocity: 2-
10m/s (from height
dropped)

Yoganandan
et al 2004

Same as Yoganandan et
al. 1991

head acceleration (ac-
celerometer); impact
force (load cell); im-
pact duration: 8ms
*sampled at 12.5kHz

impact velocity: 5-8m/s
(from height of drop);
deformation of skull
(double integration of
accel curve); energy
absorved to fracture
(integration of force-
deflection curve); HIC
(from head acceleration
and impact duration)

Table 1.1: Drop tower impact apparatuses in previous studies
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schueren et al. (2007) who suggests that the excess weight of the carriage or the specimen-track

fixture can cause a crushing event upon impact, squeezing the specimen between the impact

surface and the moving part of the drop tower (Verschueren et al., 2007). This issue can be

eliminated in the free fall techniques of Gurdjian (1949) and Vander Vorst (2004) however

lacking constraints on the specimens orientation can lead to uncertainty of the impact site.

Pneumatic and Hydraulic Impact Apparatuses

Another class of impact testing apparatuses are those that involve pneumatic or hydraulic

propulsion. These tests tend to consider much higher impact velocities and smaller impact

durations and are most often found in studies concerning blunt ballistic impacts. However,

there exist a few examples that utilize the lower speeds and longer impact durations compara-

ble to those of the guided fall tests discussed in the previous section.

One of the earliest ballistics tests was for a study done in 1967 by Hodgson (Hodgson,

1967). This test setup consisted of an entire cadaver specimen constrained to a swinging chair

and a pneumatic piston device. This device accelerated solid metal impactors between 2 and

16 pounds through an air cylinder driven with compressed air. The impactor is instrumented

with an accelerometer to obtain the force history data, and a set of magnetic probes at the end

of the air cylinder are used to calculate the impactor velocity. The cadaver is also instrumented

with an accelerometer opposite the impact site to measure head acceleration. This pneumatic

cannon was capable of producing impacts with variable speeds (0.5-8.5m/s) by adjusting the

weight of the impactor and the pressure of the air cannon, as well as variable impact times

(2-25ms) by adjusting the padding on the impactor end effector.

More modern examples of a ballistic impactor can be found in studies by Viano et al. (2004)

and Raymond et al. (2009). Both of these devices consisted of a projectile accelerated through

a cylinder by a pressure vessel. These projectiles weighed anywhere between 25-30g (Viano

et al., 2004) or 103g (Raymond et al., 2009b,a) and were instrumented with an accelerometer

to obtain impact force in both cases. Both setups also included a high speed camera to record
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the kinematics and in the case of Viano, this data is also used to calculate the deformation at

maximum force.

The ballistics tests are a useful methodology for studying high speed, blunt impacts, such

as those found in cases of less-lethal law enforcement ballistics (Raymond et al., 2009a) or

blunt shrapnel injuries in a military context. These high speed, short duration impacts would

also be useful for studying the vibrational response of an impact to a specimen, as this type

of impact will be closest to that of a delta function assuming no mechanical damage is issued

upon impact. Despite these advantages, the repeatability of ballistic test devices often decrease

as impact velocity is lowered. For example, in 2009 a Raymond et al. study found relative

standard deviations of 4% for impact speeds of 35m/s, but a relative standard deviation of 13%

was found when the impact speed was reduced to 20m/s, suggesting that these devices are

not ideally suited for studying lower speed impacts (Raymond et al., 2009b). These devices

are also much more complicated and costly to design and build especially if a high level of

precision was desired for a range of different impact speeds.

Hydraulic and pneumatically driven impactors have also been used to test at lower speeds

ranging from a quasi-static loading rate to impact speeds comparable to those of the aforemen-

tioned drop towers. A 1969 study simulated impacts with a pneumatically powered Instron

machine (Melvin et al., 1969) and in 1995 Yoganandan et al. describes a study using and a

hydraulic piston impactor (Yoganandan et al., 1995). Characteristic of both these designs is

that the impact is induced by the cylinder itself rather than a separate, moveable mass. This

design provides the advantages of being a more controllable and repeatable system, and is also

capable of directly measuring the local deformation via the piston position. Unfortunately, due

to the pneumatic/hydraulic nature of the pistons driving force, the rebound of the piston off the

specimen is hindered, leading to longer impact times, making it a poor choice in the study of

specimen vibrational responses. Another disadvantage to note in the 1995 Yoganandan et al.

setup is his use of a rigid specimen constraint. Contrary to the guided fall device setups which

used no constraints or the minimally constrained, invertedly hung specimen used in the ballis-
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tics tests, Yoganandan fixed his specimens rigidly at the distal end with a U-shaped clamped

bracket with screws tightening into the auditory meatii. Although this setup provides some

advantage of precisely defining the impact site, the stress distribution is not comparable to a

clinically realistic neck constraint.

Other Notable Devices

Recently, a few other notable impactor designs have been developed, including a double pen-

dulum testing device, a horizontal impact simulation and a variation on the drop tower design.

The double pendulum apparatus was designed in 2007 by Verschueren et al to eliminate

the difficulties in measuring local deformation and to accurately simulate inertial effects of a

body undergoing head impacts (Verschueren et al., 2007). This device consists of two aligned

pendulums, one made of steel weighing 14.3kg that is raised and dropped to strike a blow

on the inverted specimen fixed to the second aluminium pendulum. This device can measure

impact force with a force sensor on the impacting pendulum as well as the local deformation

with a laser displacement sensor attached to the impactor pendulum arm combined with a

reflective device mirrored onto the specimen supporting pendulum (Verschueren et al., 2007).

The researchers concluded that as long as vibrational effects captured by the displacement laser

were minimal, accurate local deformation measurements could be made (Verschueren et al.,

2007). Furthermore because each pendulum arm was over 1m long, and that the specimen was

fixed via a steel strut and resin through the foramen magnum, this device is well equipped to

simulate a more clinically realistic impact condition in the context of neck stiffness and inertial

effects. However, it should also be noted that the authors themselves concluded based on high

speed video and additional displacement lasers that neither inertial effects of the body nor the

neck force acting on the head have an effect on the fracture tolerance of the head (Verschueren

et al., 2007). This suggests that the additional weight and structure characteristic of this device

is not necessary for simulating clinically realistic fracture tests. Furthermore, these inertial

effects make it a poor device for simulating the short duration impacts necessary for studying
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the vibrational effects, as the pendulums momentum increases the impact duration to over 8ms.

A testing device designed by Hardy et al. in 2007 consists of horizontally accelerating an

inverted specimen fixed onto a subassembly carriage on horizontal rails. The acceleration of

the carriage is driven by a pneumatically controlled piston and the impact occurs when the

specimen-carriage subassembly connects with a stationary target (Hardy et al., 2007). Thus,

this device is comparable to both the pneumatic driven impactors of Yoganandan et al. (1995)

and the guided fall apparatuses. For example, the impact speeds tested were similar to those

of the guided fall devices at 3-4m/s but the potential crushing effects of drop test devices are

mitigated because the effects of gravity are removed. That being said, the repeatability issues

associated with the use of a pneumatic device still stand as do the difficulties in obtaining a

short impact time and data for a vibrational response study.

The last device to be reviewed is a device similar to the guided fall apparatuses discussed

in the first section. However, instead of fixing the specimen on a moveable carriage, the drop

tower apparatus designed by Kroman et al. in 2011 consists of a free falling mass onto a

stationary specimen. Specifically, an 8.58kg weight instrumented with a load cell is dropped

from 1.96-2.82m and allowed to contact the specimen (Kroman et al., 2011). This specimen

is loosely supported by wooden beam design to fail at the slightest increase in pressure, elimi-

nating the crushing biomechanical effects characteristic of traditional guided fall and drop test

devices. Little information on the impact speeds and impact durations are available for this de-

vice, but considering that the duration of contact is dependent on the performance of the loose

support, repeatable impacts in the context of subfracture testing would be difficult to obtain.

1.3.2 General Considerations of Impact Apparatus Design

In general, an impact apparatus design must provide an accurate simulation of clinically re-

alistic impact conditions and events. This requires considerations to the specimen fixture, the

precision and control of input variables, the input energy source as well as the instrumentation

used for data collection. In general, the goals of an impact apparatus design should reflect the
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objectives of the research studied.

Specimen fixture should not be rigidly constrained as in the setup of the 1995 Yoganandan

et al. experiment, as this can alter the stress distribution of the impact on the head (Yoganandan

et al., 1995). That being said, Verschueren concluded that rotational effects of head occur

significantly after the maximum experienced load (Verschueren et al., 2007), suggesting that

as long as the specimen is supported at a location comparable to the natural neck (ie the foramen

magnum) the stiffness of this support is less critical to the experimental outcome.

Precision and control of the impact event is more important to experiments requiring re-

peated tests, such as those used in subfracture specimen testing. For example, research aiming

to study a fracture event will be interested only in the single trial that fracture occurred, whereas

repeated tests on the same specimen will require precise input variables to ensure that all re-

peated tests are as comparable as possible. These input variables include the impact location

on the specimen, the velocity at impact, and the mass of the impactor weight.

The input energy source is another factor to consider. We have discussed apparatuses using

gravity and pneumatic pressures as well as the advantages and disadvantages of each. Namely,

gravity will be a more consistent source of energy providing the guiding track has minimal

energy losses, whereas the pneumatic devices are useful to increase the force and speed at

which a projectile is launched.

The instrumentation used for data collection will probably be most specific to individual

research goals; however there are a few general factors for consideration. Sampling rate is

a significant aspect of data collection, and the rate used must be rapid enough to capture the

impact event. Although most historical studies have captured at rates of around 10-20 kHz

(Viano et al., 2004; Raymond et al., 2009b; Yoganandan et al., 2004; Vander Vorst et al., 2004;

Hardy et al., 2007), increased sampling rates of up to 65kHz have been used (Verschueren

et al., 2007). Impact force is measured in all head impact studies, and is generally captured

using accelerometers (Raymond et al., 2009b; Viano et al., 2004; Hardy et al., 2007) or load

cells (Yoganandan et al., 1991; Rhee et al., 2001; Vander Vorst et al., 2004; Yoganandan et al.,
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2004). Some of the output variables such as impact velocity and deformation have been col-

lected both through calculations as well as directly. In the case of vertical test setups, a free

fall calculation (Gurdjian et al., 1949; Yoganandan et al., 1991; Verschueren et al., 2007) may

be a fairly accurate alternative to a velocity trap (Hodgson, 1967; Viano et al., 2004; Raymond

et al., 2009b), especially if there is minimal energy losses in the guide track. Deformation

measurements has been calculated by double integrating the accelerometer curve (Yoganan-

dan et al., 2004) and through high speed video frames (Raymond et al., 2009b; Viano et al.,

2004) neither of which have proven to be a very accurate option (Verschueren et al., 2007).

Direct deformation measurements are also very difficult to obtain and have only been collected

through a laser deflection system (Verschueren et al., 2007) and piston motion of a quasi-static

test (Yoganandan et al., 1995).

There are advantages and disadvantages to all instrumentation available, and they must be

considered thoroughly in a head impact apparatus design.

1.4 RESPONSE OF THE HEAD TO IMPACT

The main goal of head impact studies is to define human injury tolerances towards head impacts

for use in developing safety standards. To do this, the response of the human head to impact

must be studied. The prevailing focus of the literature is the head kinetics, including the de-

formation, accelerations, and global kinematics responses of the head to impact and with this

information a few injury mechanisms are proposed. This next section will briefly summarize

the state of knowledge in head injury biomechanics by outlining a few key studies.

1.4.1 Skull Fracture Response

Linking the biomechanical response of the head to skull fracture has the largest body of in-

vestigative literature, with the most common being the fracture response to impact forces and

velocities. Nahum in 1968 was the first to assign a tolerance value to skull fracture at 4000N
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for frontal skull bone and 2000N for temporo-parietal bone based on fracture forces in tests

ranging from 2670-8850N (frontal) and 2215-5930 (temporo-parietal) (Melvin et al., 1993).

Fracture values in this range have been reported by several other studies (Shneider and Nahum,

1972; Allsop et al., 1988; Yoganandan et al., 2004; Delye et al., 2007) however this range is so

large that several researchers are pursuing fracture tolerances based on alternate biomechani-

cal parameters. Some of these include energy absorbed to fracture (Delye et al., 2007), strain

to fracture (Raymond et al., 2009b), or velocity of impact (Rhee et al., 2001) with values of

22-24J (Delye et al., 2007), 2000-6000 µε (Raymond et al., 2009b), and 3.5m/s (Rhee et al.,

2001) respectively.

1.4.2 Brain Injury Response

Because brain injury has been found to occur in subfracture cases, researchers have also looked

into subfracture impacts and their effects on the brain. Early human head tolerance criterions

considered only head acceleration (angular and linear) as an injury mechanism but when com-

peting studies came back with contradictory results, researchers at Wayne State University de-

veloped the Head Injury Criterion (HIC) which included a dependence on the impact duration

as well (McLean and Anderson, 1997). This is still the most widely accepted injury criterion

today and suggests that clinically realistic injuries are the result of short-acting, high accel-

erations, as opposed to long, low acceleration impacts (McLean and Anderson, 1997). This

conclusion has been supported specifically in the case of skull fracture injuries, but results

have been inconclusive in the context of brain injury leading many researchers to reject HIC as

an injury criterion in favour of mechanisms relating to specific lesion types (McLean and An-

derson, 1997). Some of these proposed mechanisms suggest that haematomas are more likely

to occur with high acceleration (over 200g’s) and short durations (less than 3.5 ms) (Genarrelli

and Thibault 1982 in O’Riordain et al. (2003)) as the brain will most likely move relative to

the skull. Diffuse axonal injuries and concussion on the other hand have been argued to be

caused by slower impacts at lower accelerations, where the motion of the brain with the skull
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can cause deep tissue damage (Willinger et al., 1994).

Overall, brain injury mechanisms are still crudely understood and it is difficult to determine

the impact response of the head in the context of injury mechanisms and tolerances.

1.4.3 Vibrational Response of the Head to Impact

While many acceleration based injury mechanism theories have been proposed throughout the

history of head impact studies, a few researchers have taken a different approach by study-

ing the vibrational response of the head upon impact. These vibration studies are significant

not only for injury mechanisms they hypothesize, but because they also describe an impor-

tant aspect of the dynamic characteristics of the head and skull which can be used to validate

analytical or finite element models.

The first head vibration research was studied not in the context of head impacts, but con-

cerned with the role of bone conduction in hearing. In 1948 Békésy measured the skull move-

ment of live patients at the frontal and occipital regions with transducers, and vibrated the

frontal region with a vibrating piston (Békésy, 1948). He concluded that the first resonant of

the skull was at 1800Hz, and used this value to examine effectiveness of hearing protection

devices. Later, in 1951 he conducted a similar study and found two resonant frequencies, at

800Hz and 1600Hz, suggesting that the initial frequency reported may have actually been the

second frequency of the skull (Khalil and Viano, 1979). This work initiated head vibration

research despite future criticisms of loose boundary conditions due to living subjects (Khalil

and Viano, 1979), inconsistent vibrator preload due to the methodology of simply pressing and

holding the instrument onto the subject (Stalnaker et al., 1971), as well as the fact that the

transducers were placed on top of skin and soft tissue leading to the question of the effects of

vibrating soft tissue on the transducer signal (Franke, 1956).

Franke (1956), and Stalnaker et al. (1971) were interested in the vibrational response of the

head to quantify its dynamic characterisitics for use in analytical and continuum models. They

focussed on evaluating the mechanical impedance of the head and obtained results significantly
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different to the earlier studies by Békésy. By using a vibrating piston and an electromagnetic

shaker respectively, Franke and Stalnaker et al. measured the local head motion of cadaver head

and skulls and determined the first and second resonant frequencies to be significantly lower.

Franke determined the first resonant frequency of a dry skull to be 820Hz and hypothesized

that the added mass and damping contributed to his resonant findings of the cadaver head of

600Hz and 900Hz (Franke, 1956). The cadaver tests done by Stalnaker et al. supported these

low values, as he reported two resonant frequencies of 166Hz and 820Hz. Stalnaker et al.

also concluded that a specimen without a scalp or cranial contents did not alter these resonant

frequencies despite contributing to increased damping (Stalnaker et al., 1971).

In 1970, Gurdjian and Hodgson were the first to conduct vibrational tests in an effort to

hypothesize head injury mechanisms. With impedance sensors rigidly anchored to the frontal,

occipital, and left parietal bone, as well as the vertex of the head, this study measured the local

skull movement with differing impact lengths. Their study suggested that with long impacts

that excite only the low frequencies below 200Hz, the empty cadaver head acts as a rigid body

and no vibrational response was noted. Tests done by applying sinusoidal forces suggested that

an antiresonant mode at 313Hz could contribute to contrecoup injury as the high impedance

found at the frontal bone impact site was compared to the larger deflections of the occipital

site. A large amplification ratio was found at a second resonant mode of 880Hz, which was

later confirmed by impact tests to be excited with short impacts on the order of 3ms (Gurdjian

et al., 1970).

Concerned about the lack of higher frequency investigations and mode shape characteriza-

tion as well as the arbitrary boundary conditions and driving point motions of the past studies,

Khalil et al. extensively explored the vibrational characterisitics of two dry skulls. He did

this by measuring the local acceleration of several points of each skull upon a short impul-

sive impact on soft rubber foam to simulate a free support condition. He made several con-

clusions on the vibrational response of the head including a first resonant frequency at 1385

(skull 1) and 1640 (skull 2), and that the vibrational response of each skull was unique. That
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is, the number of resonant frequencies found differed (11 for skull 1, 6 for skull 2), and the

mode shapes corresponding to each resonant frequency differed between skulls. Khalil et al.

also discussed the low resonant frequency values previously reported in the literature and sug-

gested that added mass due to various support conditions and the rigid attachment of excitation

methods (impedance sensors, vibrator preloads etc.) may have contributed to inaccurately low

values (Khalil and Viano, 1979).

Between the 1979 and 1995, limited research was done on the subject of vibrational re-

sponse on the skull, except for Fujiwara et al. in 1989. This group performed a modal analysis

upon impact with 13 accelerometers and a rigidly supported head and alluded to a contrecoup

injury mechanism caused by the inbending and outbending of the skull upon periodic defor-

mation. He also determined that the inbending-outbending motion occurred at frequency of

380Hz suggesting this to be a resonant frequency (Fujiwara et al., 1989).

More recently, Hakansson et al. studied the head frequency response of live human sub-

jects by using titanium bone conducting hearing aids as a vibrator. This study confirmed that

of Khalil et al., as he found resonant frequencies and the frequency response to vary largely

between patients. The lowest frequency response he recorded was between 828Hz and 1164

Hz with a second between 981Hz and 1417Hz (Hakansson et al., 1994). This study, although

brilliant in its methods of finding the resonant frequencies of the skull, does not look at the

vibrational response upon impact. Because most trauma is due to an impact event, it is more

clinically relevant to study the vibrational response in this context, as impact characteristics

such as different sites and energy levels are not taken accounted for in this methodology.

The last study that will be discussed in this section is that of Willinger et al. (1995). From

mechanical impedance measurements he performed on a live human subject he discovered a

resonant frequency at 150Hz and an accompanying decoupling of a 1.5kg mass. He used this

data as inputs to one analytical and two finite element models. With these models, Willinger

et al. concluded that impacts that excite mainly the lower frequencies (long impacts) cause

the brain to move with the head motion causing a gradient state of stress and deep tissue
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strain. Short shocks on the other hand that excite this 150Hz resonant cause a decoupling of

the brain mass from the skull and can cause relative displacement, leading to haematomas, and

contusions (Willinger et al., 1995). These conclusions are useful on a macroscopic scale and

in the context of head injury mechanisms, however the authors did not consider the effects of

higher vibrational modes, such as those reported in Khalil et al. (1979) and Hakansson et al.

(1994).

The current state of knowledge is far from defining the response of the human head to

impact, let alone the injury mechanisms associated with these dynamic characteristics. That

being said, several notable studies have laid the groundwork necessary for continued study in

this research area.

1.5 ANALYSIS TECHNIQUES AND CALCULATIONS

Several methods were used to collect, reduce and analyse the presented data. Some of these

techniques are complex enough to warrant extra explanation which will be discussed in this

section. Specifically, the calculation of strain and principal strain from strain gauges, discrete

fourier transform techniques for studying the frequency domain of the collected temporal strain

data, as well as statistical methods of analysis of variance (ANOVA) tests and cluster analyses

used to classify the data and present conclusions.

1.5.1 Strain Gauges and Calculations

Foil strain gauges are instruments commonly used to measure strain and mechanical motion.

The electrical resistance of the gauge material is proportional to the strain the material expe-

riences, and this property can be utilized to measure the instantaneous spatial-average strain

of an object over the surface to which the gauge is securely bonded (Wilson, 1996). It is a

useful instrument in the field of shock and vibration as a gauge recording can also determine

the time-history of an impact event from which frequency response can be obtained (Wilson,
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1996).

Basic strain gauge theory is centered around the relationship between change in resistance

and change in foil length and hinges on the gauge factor to describe this proportionality.

GF =
∆R/R
ε

(1.1)

where

∆R/R is the change in gauge resistance over unstrained resistance

ε is the strain of the wire

GF is the gauge factor of the strain gauge

The gauge factor is found to be approximately +2.0 for common strain gauges with constantan

filament materials (Wilson, 1996).

A strain gauge is typically wired to a data acquisition system using a wheatstone bridge

(Figure 1.3) which serves the dual function of both providing an electric current (excitation

voltage) as well as measuring the voltage drop across the gauge indicating changes in the strain

state. Specifically, the wheatstone bridge is wired such that the following relationship holds

true.

Vout = Vex[
R3

R3 + Rg
−

R2

R1 + R2
] (1.2)

where

Vout is the output voltage

Vex is the excitation voltage

R1,R2,R3 is the resistance of fixed value resistors

Rg is the variable gauge resistance

From this equation, we can see that when R1/R2 = Rg/R3, Vout becomes zero. This is defined as

a balanced bridge and it is then simple to obtain the strain value using equation 1.1. However,

it is often difficult to balance the bridge, and, especially in the case of dynamic testing where
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the relative strain change is of more interest than the absolute strain magnitude, unbalanced

bridges are compensated for by using additional calculations.

Equation 1.2 will hold for both the strained and unstrained cases, providing us with a way

of describing the voltage ratio between the strained and unstrained cases, specifically:

Vr = (
Vout

Vex
)strained − (

Vout

Vex
)unstrained (1.3)

where

Vr is the difference of the ratios between the unstrained and strained cases

Subsitituting equation 1.2 in for the two Vout/Vex terms we can derive the following equation.

∆Rg/Rg =
−4 ∗ Vr

1 + 2 ∗ Vr
(1.4)

where

∆Rg is the resistance change between the strained and the unstrained states

With ∆Rg/Rg defined, we can use equation 1.1 to solve for our strain with an unbalanced

bridge.

These simple equations are part of the reason strain gauges are such a popular measurement

tool, however they are subject to a few limitations. Temperature effects are a major concern

in many strain gauge applications as many strain sensitive materials vary their resistance with

temperature as well. Fortunately these effects are negligible in dynamic impact testing as

temperature changes occur on a time scale significantly larger than strain changes occuring

during a 5ms impact. Furthermore, the analyses done for this thesis involve only the frequency

response of relative changes between strain states. Therefore, limitations affecting the accuracy

of the gauge, such as added resistance of lead wires or transverse strain effects are unecessary

to account for.
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Figure 1.3: Diagram of a wheatstone bridge circuit

Figure 1.4: Diagram of a three element strain gauge

Figure 1.5: The principal direction angle is calculated with the three known strain values and
is the clockwise rotation of the principal strain axis by angle θ to the original gauge orientation
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Because the strain direction at the several gauge locations tested in this study are unknown,

three element gauges (both stacked rosettes and triaxial gauges) were used to obtain the princi-

pal strain. A three element gauge is essentially three superimposed uniaxial gauges directed 45

degrees from each other, as illustrated in Figure 1.4. The strain is measured from each direction

simultaneously in the same way a measurement would be recorded by a uniaxial gauge. How-

ever, the precise positioning and direction of these three gauges make it possible to perform

additional calculations using these three measurements to obtain the principal strains at each

location. These additional calculations are essentially transformation equations that describe

the strain state in the orientation with which only normal strains are present. These strains are

defined as the principal strains and are calculated with the following equations.

εP,Q =
ε1 + ε3

2
±

1
sqrt2

√
(ε1 − ε2)2 + (ε2 − ε3)2 (1.5)

where

εP,Q are the principal strains

ε1,2,3 are the strains measured from the three superimposed directions on the strain gauge,

numbered counterclockwise (as in Figure 1.4)

The principal angle can also be calculated using the same transformation theory, and this

angle describes the angle between the principal axis and the axis to which the reference strains

(ε1,2,3) are calculated. Figure 1.5 illustrates this angle that is calculated with the following

equation.

θ =
1
2

arctan(
2ε2 − ε1 − ε3

ε1 − ε3
) (1.6)

where

θ is the clockwise rotation angle of the principal strain axes to the original gauge orientation

ε1,2,3 are the strains measured from the three superimposed directions on the strain gauge,

numbered counterclockwise (as in Figure 1.4)
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1.5.2 Discrete Fourier Transform

In order to extract the frequency response information from the strain gauge data, a discrete

fourier transform (DFT) was used to transfer the time domain strain history data into that of the

frequency domain. The DFT is implemented to reduce computational time in the case of sam-

pled data and can also transform aperiodic functions if used correctly (Richardson, 1978). The

DFT also reduces the computational time compared to the classic fourier transform by employ-

ing the fast fourier transform (FFT) algorithm which limits the resolution between frequencies

identified. Because the data transformed for this work consisted of discrete sampled data, and

that the sample window of data transformed was large enough to provide adequate resolution,

it was the DFT and not the basic fourier transform that was used for data processing.

Fundamentally, a discrete dataset is a continuous dataset x(t) that is bounded by a finite time

window and multiplied by a sampling function. The time window function defines the interval

between which the transform will be performed, and the sampling function is essentially an

impulse train of unit amplitude occuring at every ∆t where ∆t is the time between samples

( 1
fs

, where fs is the sampling rate). These modifications to the continuous function ensue

modifications to the fourier transform and these modifications to the fourier transform result

in the DFT. Specifically, the time window bounds the integral in the fourier transform, and

the impulse train alters the integral to a summation, as the integrand exists only at the sample

points (Mandal and Asif, 2007). Thus, the fourier transform of the original signal x(t):

X( jω) =

∞∫
−∞

x(t)e− jωtdt (1.7)

becomes

X(n) =

N−1∑
k=0

x[k]e− j 2π
N kn(n = 0 : N − 1) (1.8)

where

N is the number of samples in the time window
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k is the individual sample delimiter

n is the fundamental frequency and its harmonics (including n = 0, the average when ω = 0)

Equation 1.8 can also be expressed as a transform matrix X = Wx where W is an NxN

matrix equal to

W =
1
√

N



1 1 1 1 · · · ωN−1

1 ω ω2 ω3 · · · ω2(N−1)

1 ω2 ω4 ω6 · · · ω3(N−1)

...
...

...
...

. . .
...

1 ωN−1 ω2(N−1) ω3(N−1) · · · ω(N−1)(N−1)


(1.9)

where ω = e
−2π j

N and the first row and column of this matrix is 1 because when n = 0 the

complex exponential is reduced to e− j 2π
N ∗0 = 1.

With this matrix we can observe an important property of the complex exponential e
−2π j

N .

There exists complex conjugate symmetry where ωN−n = ω−n = [ωn]∗ where ∗ denotes the

complex conjugate.

Although equation 1.8 accurately describes the magnitudes of the DFT coefficients for the

signal x(t), the conventional way of displaying a frequency spectrum is to solve for xn(k) by

taking the coefficients X(n) solved for by equation 1.8 and solving equation 1.10. This will

determine the component of a particular frequency within a particular sample.

x[k] =
1
N

N−1∑
n=0

X[n]e j 2π
N nk (1.10)

To speed up the calculation of this equation, the FFT reduces the computation time by

splitting up the even and odd indexed sequences:

x[k] =
1
N

(
N/2−1∑

r=0

X[2r]e j 2π
N/2 kr +

N/2−1∑
r=0

X[2r + 1]e j 2π
N/2 k(2r+1)) (1.11)
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where

n = 2r

n = 2r + 1

r is (n = 0 : N/2 -1)

This splitting can be repeated p times by splitting the index r into even and odd components,

as long as the sample size is divisible by 2p. For this reason, the sample size N in a DFT

algorithm are generally a power of 2. Although this method drastically reduces the computation

time, it also affects the resolution of the frequency spectra obtained to d f =
fs
N . Also important

to note is that the maximum resolvable frequency is the Nyquist frequency of fs
2 . This is because

X[n] coefficients are complex and the x[k] values are assumed to be real, so this equation uses

complex conjugate symmetry to combine the terms X[n] and X[N−n] to produce two frequency

components only one of which is considered valid as the higher frequency is aliased from the

first.

This operation is most accurate when the time window selected is equal to the fundamental

frequency (or an integer number of cycles of the waveform) of a periodic function. This is be-

cause the fourier series waveform is essentially a continuous repetition of the signal bounded

by the window selected. If the window is not selected appropriately, discontinuities can oc-

cur and the DFT will attempt to account for these discontinuities by ”smearing” the frequency

spectrum, resulting in non-zero outputs at frequencies not actually present in the signal. If the

function x(t) is not periodic, care must be taken in selecting the window to avoid leakage ef-

fects. Filtering the data with the use of different window functions can minimize these effects

as they can taper the samples towards zero values at both endpoints, eliminating the discontinu-

ities. The research in this document was concerned with transient signals that decayed to zero

within every window, so a simple rectangular windowing function was found to be appropriate

(Richardson, 1978).

A second pitfall commonly found with DFTs is aliasing. This occurs when initial samples

are too spaced out to capture high frequency components in the real signal. Increasing the sam-
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pling rate to a value larger or equal to twice the known bandwidth (Nyquist rate) of the signal

will prevent aliasing. However, if the bandwidth of the signal is unknown, an analogue low pass

filter can limit the bandwidth so that the Nyquist rate can be calculated and the signal samples

as found. The bandwidth of the studies presented in this document is approximately 5000Hz

and the sampling frequency of 50 000Hz is ample enough to avoid any aliasing (Richardson,

1978).

It is with the theory discussed in this section that the custom written software (Matlab™,

The Mathworks, Natick, MA, USA) (see Appendix C.3) was developed to process the time-

domain strain data into the frequency spectra analysed in this research.

1.5.3 Statistical Tools

ANOVA tests

Analysis of variance (ANOVA) tests are common statistical methods used in hypothesis testing

of quantitative results of experimental units (Devore, 2012). It is primarily used to determine

the effect of differing treatments of separate datasets. Information on this subject is easily

accessible, so this section will be very brief in its discussion of the basic principles and inter-

pretation of ANOVA results.

Essentially, ANOVA tests compare the means of two populations and assess the probability

that the two populations arise from the same underlying base population. If there is a high

probability that the difference in the means of two populations arise simply from randomness,

the less likely that the differing treatment of the two populations have a significant effect. To

do this, the ANOVA test is formally set up by defining a null hypothesis, H0, as the case where

the two means are assumed to arise from different sampling of a single population. It then

computes a test statistic called the F-ratio that describes the ratio between the found variance

between a group of averages and the expected variance between a group of averages. If the

F-ratio is near 1, the null hypothesis is supported and if not, the null hypothesis is rejected and
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a significant effect is found. However this statistic has the disadvantage that it is difficult to

determine the point at which the F-ratio is ”near” one. To relate this statistic to theories of

significance levels, the ANOVA test also returns a p-value. The p-value is the probability of

obtaining a value of the test statistic at least as contradictory to H0 as the value calculated from

the available sample, assuming H0 is true (Devore, 2012). This is essentially saying that a large

p-value indicates that there is an increased chance that there is no statistical difference between

your treatments, and the null hypothesis is not rejected. A low p-value then indicates significant

effects between two treatments as the p-value is essentially equal to the probability of rejecting

H0 when H0 is true. Thus the p-value can quantify the confidence in our assessment by defining

the significance level. Commonly used significance levels are α = 0.05, 0.01, and0.1 with p-

values falling below the α significance level as significant to that level.

Cluster Analysis

Cluster analysis techniques are classificatory sorting strategies used to classify data under a set

of distinct categories. These strategies are used for many applications, particularly in market-

ing, sciences and engineering (Halkidi et al., 2001), and are used to find underlying populations

in a given dataset. In this study, resonant frequencies were collected from over 500 strain histo-

ries, of which each history identified 0-3 separate resonant frequencies. The cluster analysis is

used to identify the total number of resonant frequencies found from these individual frequency

snapshots by subjecting the entire dataset of frequencies to a cluster analysis to identify the un-

derlying individual resonant frequency populations.

Although there are a few differing types of cluster analyses used, this section will focus

on agglomerative hierarchical clustering algorithms, as not only is this type a commonly used

clustering method (Mooi and Sarstedt, 2011) and is available in SPSS software, but it is also

the method selected for the analysis presented in this research. Hierarchical algorithms are

clustering techniques that group datapoints in an iterative way that successively merges the

most similar clusters into larger ones. This process can be illustrated by a dendogram which
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exposes the merges at each successive level. This is illustrated in Figure 1.6 and shows how no

matter where the dendogram is cut, each data point is assigned to a particular cluster.

In order to accurately construct this dendogram, an objective measure of similarity must be

selected in order to identify the merging pair at each level of succession. Euclidean distance is

the most commonly used similarity measure, as it is the direct straight line distance between

two points. Alternative measures include the city-block distance or the Chebychev distance

neither of which change the results for the one dimensional data presented in the research

of this document. Once a similarity measure is selected, a proximity matrix organizes the

similarity of every data point pair and the most similar pair is merged to form a cluster.

Because the initial level of an agglomerative heirarchical cluster analysis considers each

individual data point a unique cluster, calculation of the similarity measure between two clus-

ter bodies is straight-forward, as it is simply the distance btween two data points. Once a

cluster is formed, a linkage criteria must be defined in order to identify the point of a cluster

that will be used to measure the distance between one cluster body and another. The simplest

linkage criterions include the nearest neighbour linkage and farthest neighbour linkage, where

the distance between two cluster bodies is defined as the the distance between their closest

or furthest elements respectively. Although simple, these linkages are generally rejected in

most analyses due to their extreme behaviour. For example, nearest-neighbour linkage has a

tendency to chain clusters together, resulting in a large smeared clusters (Lance and Williams,

1967). The furthest-neighbour linkage on the other hand has extreme space-dilating properties,

which can faultily increase the perceived distance between two clusters (Blashfield, 1976). As

a midground between the two extreme linkage criterions are average linkage criterions whcih

include the centroid method and the between groups linkage. The centroid method calculates

a centroid of a particular cluster and the distance is calculated from that point. It is a link-

age criterion that is popular because it does not dilute or contract the perceived space between

groups, however it has the disadvantage that characteristic properties of cluster outliers are lost

(Lance and Williams, 1967). An unweighted strategy such as the between group method con-
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Figure 1.6: Example of a dendogram. Note how at each vertical bar (solid, dashed, and double
dashed) there is a unique number of clusters. Specifically, at the solid line, 4 clusters are
defined, at the dashed line 3 clusters are defined and at the double dashed line, 2 clusters are
defined.
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siders the properties of all elements of a cluster, as the distance between clusters is calculated

as an average of the distance between every element of each cluster. Although this method is

significantly more computationally expensive, it has been suggested that this method identified

the most accurate groupings of known clusters better than any other critera (Blashfield, 1976).

The research presented in this document selected between-groups linkage criteria for its space

conserving treatment of distance as well as its historical performance.

The final step in the cluster analysis is to determine the optimal number of clusters. This is

one disadvantage of the hierarchical cluster analysis type, however there are several guidelines

that can be used to identify a reasonable number of clusters for a particular dataset. A method

commonly used is to find the knee of a curve where the number of clusters is plotted against

the distance closed to merge two clusters. This is ultimately determining where large distances

are closed to obtain only one less cluster. Various methods to find the knee of the curve include

the largest magnitude difference between two points, the largest ratio difference between two

points, the point on the curve that is furthest from a line fitted to the entire curve or the data

point with the largest second derivative (Salvador and Chan, 2004). Because the knee of a curve

is defined primarily as the point of maximum curvature (Salvador and Chan, 2004), the largest

second derivative was used to determine the number of clusters in the analyses presented in

this research. However, these methods are objective algorithms that do not take into account

the nature of the data being studied. For example, the data being clustered in this research are

the frequency peak values of strain gauge frequency spectra. If the optimal number of clusters

involved merging frequencies separated by more or less hertz than was generally observed

between peaks on the spectra, the data point where the second derivative was second largest

was used instead to identify the optimal number of clusters.

1.6 OBJECTIVES AND HYPOTHESES

The specific objectives of this study are as follows:


