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Abstract

Early detection of prostate cancer plays an important role in successful prostate cancer treatment. This requires screening the prostate periodically after the age of 50. If screening tests lead to prostate cancer suspicion, prostate needle biopsy is administered which is still considered as the clinical gold standard for prostate cancer diagnosis. Given that needle biopsy is invasive and is associated with issues including discomfort and infection, it is desirable to develop a prostate cancer diagnosis system that has high sensitivity and specificity for early detection with a potential to improve needle biopsy outcome. Given the complexity and variability of prostate cancer pathologies, many research groups have been pursuing multi-parametric imaging approach as no single modality imaging technique has proven to be adequate. While imaging additional tissue properties increases the chance of reliable prostate cancer detection and diagnosis, selecting an additional property needs to be done carefully by considering clinical acceptability and cost. Clinical acceptability entails ease with respect to both operating by the radiologist and patient comfort. In this work, effective tissue biomechanics based diagnostic techniques are proposed for prostate cancer assessment with the aim of early detection and minimizing the number of prostate biopsies. The techniques take advantage of the low cost, widely available and well established Transrectal Ultrasonography (TRUS). The proposed techniques include novel elastography methods which were formulated based on an inverse finite element frame work. Conventional finite element analysis is known to have high computational complexity, hence computation time demanding. This renders the proposed elastography methods not suitable for real-time applications. To address this issue, an accelerated finite element method was proposed which proved to be suitable for prostate elasticity reconstruction. In this method, accurate finite element analysis of a large number of prostates undergoing TRUS probe loadings was performed. Geometry input and displacement and stress fields output obtained from the analysis were used to train a neural network mapping function to be used for elastography imaging of prostate cancer patients. The last part of the research presented in this thesis addresses an issue with the current 3D TRUS prostate needle biopsy. Current 3D TRUS prostate needle biopsy systems require registering preoperative 3D TRUS to intra-operative 2D TRUS images. Such image registration is time-consuming while its real-time implementation is yet to be developed. To bypass this registration step, a robotic system was
proposed which can reliably determine the preoperative TRUS probe position relative to the prostate to place at the same position relative to the prostate intra-operatively. For this purpose, a contact pressure feedback system is proposed to ensure similar prostate deformation during 3D and 2D image acquisition in order to bypass the registration step.
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Chapter 1

Introduction

1.1 Background and Motivation

1.1.1 Prostate Cancer

Prostate cancer is the most frequently diagnosed cancer in Canadian males, and is the third most common cause of death due to cancer in men (after lung and colorectal cancer) [1]. 25% of all new cancer cases in Canadian men are prostate cancer cases (an estimate of 23,600 men in 2013) and 10% of all cancer deaths are because of prostate cancer (approximately 3,900 men in 2013). On average, 65 Canadian men will be diagnosed with prostate cancer every day and 11 will die from prostate cancer every day [1]. Similar to other types of cancer, early detection plays a vital role in successful prostate cancer treatment. Studies have shown that the 5-year survival rate of prostate cancer associated with early diagnosis is almost 99% while this rate falls sharply to less than 28% for patients with late diagnosis [2].

1.1.2 Prostate Cancer Detection

Early detection of prostate cancer requires screening the prostate periodically after the age of 50. Hence, a low cost and accurate screening method is highly desirable. The two conventional prostate cancer screening and detection techniques which are the earliest and least invasive tests for prostate cancer detection are Prostate-Specific Antigen (PSA)
blood test and Digital Rectal Examination (DRE). If significant elevation of PSA level is detected or the DRE test is deemed positive, prostate cancer is suspected and the patient is usually sent for needle biopsy where definitive diagnosis of prostate cancer is made. While the PSA blood test has a fairly high sensitivity of ~80%, nearly 70% of findings are false positives [3-7]. The low specificity of the PSA test is because a number of other conditions can cause a man’s PSA level to rise such as prostatitis (inflammation of the prostate), urinary tract infection and benign prostatic hyperplasia (BPH) (enlargement of the prostate). Compared to PSA, the DRE test has a considerable higher specificity of ~80% but a low sensitivity of ~50% [4-8]. The low sensitivity of DRE test is mostly because it is a qualitative test. In some cases the tumor is too far from the palpating finger to be sensed and in some cases malignant tumors are not much stiffer than the surrounding tissue. Furthermore, this method suffers from another drawback, which is inter-observer and intra-observer variability. Results of a DRE performed on a patient may differ from one physician to another. The two methods have very low positive predictive value of ~20% [3-8]. Although the two methods are low-cost but they are not accurate enough.

The prostate needle biopsy is considered as the current clinical gold standard for prostate cancer diagnosis. Prostate needle biopsy is administered if the PSA and or DRE tests lead to prostate cancer suspicion [9]. It involves removing representative samples of the gland to determine the degree and extent of prostate cancer [10]. Transrectal Ultrasound (TRUS) which is the most commonly used urologic imaging modality is currently utilized for needle guidance during prostate biopsy. Although TRUS-guided prostate biopsy is a real-time, relatively low cost and easy to use procedure, it only provides limited amount of information to the physician for accurately guiding the needles to suspicious locations within the prostate capsule, leading to low sensitivity of ~60% and very low positive predictive value of only ~25% [11]. This issue leads to excessive number of biopsies that is undesirable since prostate biopsies are associated with discomfort in addition to a number of side effects such as hematuria (blood in urine), hematospermia (blood in semen), rectal bleeding, and infection. Therefore, reducing the number of biopsies is of great interest which requires better localization of the tumors and more accurate conducting the needle biopsy.
1.1.3 Prostate Cancer Treatment

Prostate cancer staging plays an important role in the selection of an optimal approach to treatment. For instance, preferred treatment for organ-confined prostate cancer is different from the one for the cancer spread outside the prostate. Also, in some situations, expectant management is the preferred choice which is an option for patients with small-volume and low-risk prostate cancer [12]. The most common systematic staging system is known as the TNM system developed by the American Joint Committee on Cancer. It is based on the evaluation of the size of the tumor (T), the extent of involved lymph nodes (N), any metastasis or distant spread (M) and also cancer grading. Prostate cancer grading is done using the Gleason Grading System in which a Gleason score is given to prostate cancer based on the microscopic pattern of biopsy samples. Cancers with a higher Gleason score are more aggressive and have a worse prognosis. Prostate cancer cases are grouped into four overall stages using grade information in conjunction with TNM status. Once again, accurate detection and localization of the prostate cancer is essential for a successful staging that is a prerequisite for optimal clinical management and therapy selection.

Based on diagnosis and staging results, there are several treatment methods for prostate cancer. Radical treatments (such as prostatectomy and chemotherapy) are suggested for the advanced extra-prostatic cases (Stages III and IV) and there are local and minimally invasive treatment options for organ-confined disease (Stages I and II) including cryoablation, brachytherapy and high-intensity focused ultrasound (HIFU) [13]. These local therapies however require exact localization of the cancer.

1.2 Literature Review

Anatomic, functional, and molecular imaging modalities allow for improved detection and characterization of prostate cancer. Based on the challenges mentioned in the previous sections, imaging might be able to contribute to improving diagnostic accuracy, improving biopsy representation of underlying disease, accurately determining staging and better focal therapy. Imaging can also be used for monitoring purposes, either monitoring disease progression or assessing the response to therapy [14]. In this section,
we will review the more established imaging techniques and briefly discuss the pros and cons of each.

1.2.1 Transrectal Ultrasonography (TRUS)

Since, ultrasound images in real-time, TRUS is the most commonly used modality for guiding needle biopsy. But its ability to detect and localize prostate cancer is limited. Although, prostate cancers typically appear hypoechoic on TRUS, most hypoechoic lesions found on TRUS are not cancer and many cancer cases are not hypoechoic [15, 16]. In an attempt to increase the sensitivity and specificity of TRUS, contrast-enhanced TRUS (CEUS) has been developed. CEUS is a method of measuring the vascularisation using micro-bubbles as the contrast agent. Recent studies in correlating CEUS and histopathological prostate images showed that CEUS is a promising technique for tumor localization [17]. However, the sensitivity and specificity of CEUS are still not high enough to replace prostate biopsies. Another new method based on TRUS is Computer-Aided TRUS or the so-called HistoScanning method. It is based on extracting the texture information of the TRUS image for prostate cancer detection. Although developers believe it is an inexpensive method for localizing tumors and also identifying multifocality, bilaterality, and extraprostatic extension, the method is not well validated clinically [18].

In summary, TRUS improves the accuracy of prostate cancer detection in comparison to the conventional methods and is a widely available and low cost imaging system. But it still does not have enough accuracy for localization and staging purposes.

1.2.2 Magnetic Resonance (MR) Imaging

MR is an evolving modality in prostate cancer assessment. The most established MR imaging is the standard T2-weighted MR imaging and there is ongoing research to identify its potential in prostate cancer detection, staging and conducting needle biopsy. T2-weighted MRI has a good sensitivity but low specificity [19-21] and the method is not capable of detecting cancer in the transitional zone of the prostate accurately. Also the method suffers from significant intra-observer variability for detecting prostate cancer. For staging purposes, although T2-weighted MRI is one of the most accurate imaging
modalities for detecting metastases, it has low sensitivity in detecting extra-capsular extension [22, 23]. Detection and staging performance of MR imaging was improved in part by developments in technology. Development of endorectal coils has improved the accuracy for local staging by improving signal-to-noise ratio and quality of the MR images. Other advances in MR imaging achieved by the development of functional and physiologic MR imaging techniques. Usually, these new techniques are used together in a multi-parametric approach [24]. Among these new techniques, MR spectroscopy imaging (MRSI), Dynamic Contrast-Enhanced MRI (DCE-MRI) and Diffusion-weighted imaging (DWI) are the most commonly used ones. MRSI analyzes the metabolic profile of each region within the prostate or more specifically reveals the concentration of biochemical disease marker in tissues (such as choline increase and citrate decrease) [25]. DCE-MRI on the other hand detects the alterations in the microvasculature resulting from tumor angiogenesis by monitoring the uptake of intravenously-administered gadolinium-based contrast agents [26]. In DWI, the diffusion of water in intracellular space as well as the extracellular matrix is measured which in return gives information about membrane permeability and cellular density, which may be altered in cancerous tissue [27]. Using all of these images in the framework of multi-parametric MRI (mp-MRI) improves tumor detection (especially in the transitional zone), localization and specification.

The use of MRI to conduct prostate needle biopsies is also under investigation and development [28, 29]. Although being conducted successfully, MRI-guided prostate biopsy is reported to be time-consuming, susceptible to prostate movement and moreover requiring specific equipment [28].

In conclusion, mp-MR imaging potentially provides the highest accuracy in the diagnosis and staging of prostate cancer. However more clinical trials should be done to make it clinically acceptable and to reach unified clinical protocols. Moreover, MR imaging is costly and not widely accessible the entire world.

1.2.3 Positron Emission Tomography (PET)

Another imaging modality that is recently used for prostate cancer assessment is positron emission tomography (PET). Since prostate cancer has a high metabolic rate that
consumes more glucose than normal cells, it can be detected by tracking glucose consumption. PET uses a radio-labeled glucose as a tracer to measure the metabolic rate in order to identify cancerous regions within the prostate. Earlier studies showed that PET has limited sensitivity and specificity for prostate cancer detection [30, 31]. However, PET is reported to be potentially useful for staging of prostate cancer by predicting nodal metastases and detecting recurring disease after primary therapy for prostate cancer [32, 33].

Capabilities of PET in prostate cancer assessment are still under investigation and several groups are examining new tracers to improve its accuracy for prostate cancer detection. Image resolution of PET images is still poor (> 5 mm) and it is suggested PET to be used in combination to other image modalities.

1.2.4 Elastography

Elastography or elasticity imaging is an imaging method utilizes local tissue stiffening as a contrast mechanism. The method has being used clinically for diagnosis purposes noting the fact that tissue stiffness alteration is associated with pathology [34, 35]. In case of prostate, cancer alters the stiffness of the prostate tissue in different ways. Containing too much DNA, nucleus of a cancerous cell is much larger and denser than nucleus of a normal cell [36]. Besides the cancerous cell itself, tumor stroma is also different than the stroma in normal tissue. This alteration is because of the reaction of normal stromal to cancerous cells in a process similar to the general wound repair pathway. In response, a new stromal environment is created which facilitates growth of cancerous cells by supporting cancer cell survival, proliferation and migration, and by inducing angiogenesis [37]. Changes in the components of the stroma (more collagen fibres and fibroblasts switching to myofibroblasts), extracellular matrix reorientation and elevated angiogenesis manifest as stiffer tissue [37]. The correlation between cancer and stiffness was also demonstrated by stiffness measurement studies of ex vivo prostate tissues [38, 39].

As such, elastography techniques were developed where tissue elasticity modulus are reconstructed and displayed. Several groups used the elastography concept to develop elasticity imaging techniques for prostate cancer detection and staging ([40], [41], [42])
and for conducting targeted prostate biopsy [43, 44]. Elastography is however based on strain imaging where tissue strain images are generated to approximate the tissue elastic modulus distribution. While strain images can be generated in real-time, they lack the necessary sensitivity and specificity. They are also not suitable for tumor localization. To improve strain imaging, full inversion based elastography techniques were proposed [45]. These techniques provide a better elasticity map for tumor localization and the fact that they are quantitative images can potentially help for prostate cancer staging. One of the reasons that full inversion elastography techniques have not been routinely used in the clinic is that often these algorithms are time-consuming and cannot provide real-time images similar to strain imaging. Any attempt to accelerate these techniques to make them at least near real-time may help them be clinically more acceptable. The other reason is the lack of clinical validation studies. To our knowledge, very few full inversion-based prostate elastography techniques have been applied in vivo before.

As a conclusion, elastography can improve prostate cancer early detection and classification as a low cost, widely available technique. However, more clinical validation studies are required to have elastography routinely used in the clinic.

1.3 Objectives

The objective of this work is to develop effective biomechanical methods for prostate cancer assessment with the aim of prostate cancer early detection and minimizing the numbers of prostate biopsy. As described earlier, based on a single detection method or imaging technique alone, the best clinical management of prostate cancer cannot be achieved. Each technique reveals certain aspects of the disease and it would be ideal to use as many techniques as possible to be able to decide about the best prostate cancer treatment strategy. However, reasonably inexpensive techniques and those do not disrupt the clinical flow appreciably are more desirable to contribute then. By clinically acceptable we mean the method does not require very complex peripheral devices that are not convenient for both physicians and patients. Towards this goal, we developed techniques that take advantage of the low cost, widely available and well established TRUS imaging method to improve patient income without introducing additional complexity and inconveniency.
The first part of the work includes two full inversion based elastography methods that improve prostate cancer imaging specificity. A major drawback of full inversion based elastography algorithms is that they are computationally intensive and not easy to implement. The proposed methods tackle this issue and reduce the complexity of the inversion algorithms for elastography.

The proposed inversion algorithms are time-consuming because of the reasons discussed later in this thesis and therefore not suitable for real-time purposes. In an attempt to accelerate the constrained elastography method, an statistical finite element method was proposed that is the next part of this work.

The last part of our work is to address an issue with the current 3D TRUS prostate needle biopsy. This system is newly developed for conducting a more successful prostate needle biopsy with a lower number of removed samples. 3D TRUS prostate needle biopsy requires registering preoperative 3D TRUS to intra-operative 2D TRUS images. Such image registration is time-consuming while its real-time implementation is yet to be developed. To bypass this registration step, the system includes a robotic structure that places the US probe at the same position relative to the prostate during the 3D and 2D image acquisition to ensure similar prostate deformation. To have such similar deformation, only visual feedback is not sufficient as such feedback can be used to only guarantee that the whole prostate is within the field of view irrespective of the probe’s orientation. As such, a contact pressure feedback system was proposed to resolve this issue.

1.4 Thesis Outline

The thesis objective defined above has been presented in 4 separate chapters followed by a finalizing chapter where a thesis summary and future works are discussed. The outline of each chapter is as follows.

1.4.1 Chapter 2

In Chapter 2, a constrained full inversion elastography method is introduced. The algorithm uses the TRUS probe for mechanical stimulation of the prostate. The acquired
data during palpation are then used in a full inversion algorithm to reconstruct the true elasticity values of the normal and cancerous prostate tissue. This full inversion algorithm requires calculating the stress distribution as a result of palpation. The stress calculation was done using a finite element method (FEM). This technique utilizes pre-compression and post-compression US images for elasticity reconstruction and requires extracting the geometry of the prostate and cancerous regions. Hence it is called constrained. The method was validated with in silico and tissue mimicking phantom study and the obtained results indicated a favorable ability of the proposed technique for tumor classification as average error is less than 15%.

1.4.2 Chapter 3

An unconstrained US elastography is proposed in Chapter 3. This method utilizes pre-compression and post-compression Radio Frequency (RF) data. RF data are used to calculate displacement field during palpation which adds more information for elasticity reconstruction and makes the technique more robust. It is also unconstrained in terms of requiring information about geometries. In addition to in silico and tissue mimicking phantom study, the proposed method was applied to clinical prostate data and reconstructed elasticity images were compared to corresponding annotated histology images, which demonstrated a good potential for its clinical utility as the cancerous regions detected in reconstructed images have more than 80% overlap with their correspondents in histology images. To our knowledge, the proposed technique is the first quasi-static full inversion based prostate US elastography technique applied and validated successfully in vivo.

1.4.3 Chapter 4

In order to accelerate FE analysis for near real-time data processing, a novel tissue mechanics simulation technique is introduced in Chapter 4. This technique can speed up the proposed constrained elastography method. In this method, principal component analysis is used to describe each organ shape and its corresponding mechanical response for a pool of patients by a small number of weight factors. A mapping function is developed to relate the parameters of organ shape to their mechanical response
counterpart. We show that irrespective of the complexity of the tissue’s constitutive law or its loading conditions, the proposed technique is highly accurate and fast in estimating the mechanical response.

1.4.4 Chapter 5

Chapter 5 introduces a conceptual add-on system to the current clinical 3D US prostate needle biopsy. The system requires adding a pressure sensor array to the ordinary TRUS probe. The contact pressure can then be measured during imaging and used to provide feedback in conjunction with an optimization algorithm for consistent probe positioning. The system is driven by the feedback to position the probe such that pressure pattern of the sensors during 2D image acquisition is similar to the pressure pattern during 3D image acquisition to accelerate the registration process. This idea was validated with an in silico phantom study where the simulated contact pressure distribution required in the optimization algorithm is obtained using a prostate FE model.

1.4.5 Chapter 6

This Chapter summarizes the material presented in chapters 2 through 5. It also suggests possible future directions for the research described in the thesis and finally concludes this dissertation.
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Chapter 2

A Fast Shape-Similarity-Based Ultrasound Elastography Technique for Prostate Cancer Diagnosis

A variant of this chapter has been submitted to the journal of Computer Methods in Biomechanics and Biomedical Engineering.

2.1 Introduction

Prostate cancer is the second common cancer among men worldwide, and it remains the second leading cancer-related cause of death in mature men [1]. This disease can be even cured if it is detected at early stages, implying that prostate cancer detection at early stages is very critical for desirable treatment outcome. The necessity of tackling this disease led research groups to make efforts towards developing highly effective prostate cancer diagnosis and treatment techniques. The gold standard diagnostic technique of prostate cancer is transrectal ultrasound (TRUS) guided needle biopsy followed by histopathological assessment. However, this technique has a number of drawbacks including patient discomfort, risk of infection and cost in addition to its high rate of false negative [2]. As such, it is desirable to have alternate reliable diagnostic techniques with the aim of minimizing the number of unnecessary needle biopsies. Conventional prostate cancer screening and detection techniques, such as Digital Rectal Examination (DRE),
Prostate-Specific Antigen (PSA) are known to have low sensitivity and specificity [3]; hence they are not suitable to achieve the objective of avoiding unnecessary needle biopsies. Furthermore, while using MRI for imaging the prostate (e.g. T2-weighted MRI imaging) has proven beneficial, cost and broad accessibility issues have prevented its routine clinical utility towards achieving that objective. Given the pathological complexities associated with prostate cancer, some research groups took another approach of imaging multiple parameters pertaining to the tissue with the aim of encompassing various signatures associated with the disease. This led to the multi-parametric imaging technique which has shown to improve prostate cancer diagnosis state of the art [4, 5]. Again, cost remains a significant hurdle that has precluded its routine clinical utility. As a result, researchers have made efforts to develop affordable yet relatively reliable techniques for prostate cancer detection and classification. The association of tissue stiffness alteration with pathology such as prostate and breast cancers is well-established [6, 7]. As such, mapping the in vivo mechanical properties of the prostate can potentially lead to prostate cancer detection and tumor classification with a reasonably high degree of reliability [8]. Recently, computer assisted medical intervention has gained significant attention in the medical community. Examples of this in the context of prostate cancer related intervention is computer assisted brachytherapy and needle biopsy. This method of intervention is highly sophisticated, and often involves biomechanical simulation of the prostate. Examples of such applications include virtual reality (VR) systems of prostate surgery and planning or intra-operative computer-aided prostate interventions. Padilla et al. [9] developed a VR surgery simulation system for training Transurethral Resection of the Prostate (TURP) based on a biomechanical model. DiMaio et al. [10] developed a biomechanical model to simulate needle insertion for prostate biopsy and image-guided brachytherapy, which could be potentially incorporated in a computer assisted intervention system to manage prostate cancer. In the literature of tissue biomechanical modeling, the tissue mechanical properties are often assigned values obtained from mechanical testing of ex vivo tissue samples. However, ex vivo mechanical properties are known to differ from their corresponding in vivo properties because of alteration in blood flow, interstitial pressure, temperature and metabolic activities. Furthermore, there is considerable variation in tissue properties among individuals,
especially when diseased tissue is involved. Previous studies have indicated that the accuracy of simulated displacements in biomechanical simulations can be highly sensitive to material properties input in the model [11-13]. Therefore, reliable biomechanical simulation of prostate requires accurate measurement of the prostate tissues mechanical properties.

For the prostate cancer detection and diagnosis purpose, elastography has shown significant promise [14-17]. Elastography is an imaging technique that uses tissue stiffness as contrast mechanism. Several groups used the elastography concept to develop elasticity imaging techniques for prostate cancer detection and staging. The key assumption in most of these methods, which are known as strain imaging methods [18, 19], is that tissue stress distribution is uniform. The stress distribution, however, is known to be non-uniform, especially in clinical applications where this non-uniformity is very significant. While efficient given its real-time data acquisition and image visualization, strain imaging is often associated with artifacts resulting from the stress uniformity assumption. Furthermore, strain values displayed in strain images provide only a rough estimate of the tissue actual elasticity moduli, hence can only be used for rough localization of abnormal tissue regions. These issues led researchers to develop more accurate elastography techniques based on mathematical inversion of measured tissue displacement data. In these techniques, tissue stress distribution is estimated directly or indirectly based on fundamental differential equations governing the tissue mechanics. While some researchers developed methods of direct data inversion for elastic modulus reconstruction [20], others developed iterative reconstruction algorithms which involved stress field calculation using Finite Element Method (FEM) [21]. These algorithms require tissue displacements data calculated using acquired ultrasound or MRI raw data. Miga [22] developed a novel elastography technique, which does not require displacement data for elastic modulus reconstruction. This technique, instead of tissue displacement data, uses two images at pre- and post-deformation states as input for the elastic modulus image reconstruction. It is noteworthy that the displacement data is somewhat implicit in these two input images. Following this approach, Courtis and Samani [23] proposed an iterative prostate elastography technique which also uses two prostate images at pre- and post-deformation states as input for the reconstruction. Their
technique formulates the elasticity reconstruction problem as an optimization problem with the aim of finding the elastic modulus distribution parameters that lead to maximum similarity between the measured post-deformation image and its corresponding image calculated by deforming the pre-deformed image using FEM. In this paper, we follow a similar approach to introduce a novel elastography method for the prostate Young’s modulus reconstruction. This method requires only two sets of prostate pre- and post-compression TRUS B-mode images. Hence, a conventional US imaging scanner is sufficient to develop the proposed elastography system and no additional hardware or software is required for tissue displacement data acquisition. Unlike the technique introduced in [23] which is based on the overall similarity of two images, this method relies on similarity between the most essential image features including the outlines of the prostate capsule and tumors. In other words, through an optimization algorithm, it finds a set of tissue elastic moduli that maximizes the similarity between segmented prostate capsule and tumor outlines in the prostate’s post-compression B-mode image and its outlines counterpart calculated using FEM. The FEM is time-consuming; hence its incorporation in the proposed technique does not lead to real-time or near real-time image reconstruction and visualization. To address this issue, the proposed technique incorporates an alternate accelerated method for tissue deformation calculation previously developed in our laboratory [24]. For validation, in silico and tissue mimicking phantom studies were conducted which demonstrated that the proposed technique is robust, efficient and reasonably accurate.

2.2 Method

The proposed technique follows the constrained elastic modulus concept proposed by Samani et al. 2001 [21]. As such, it assumes that the elastic modulus is uniform within the volume of each tissue type. In 2D TRUS imaging, the probe pushes the prostate, leading to tissue compression and deformation. The outlines of the undeformed and deformed prostate capsule and tumors represent essential elements that characterize the prostate displacements field. These deformed outlines depend on the amount and direction of the probe’s loading and the tissues’ elastic moduli. Hence, using the undeformed and deformed outlines, the tissue elastic properties can be estimated using an
inversion technique that involves an optimization algorithm. This algorithm estimates the tissue Young’s modulus distribution and parameters characterizing loading boundary conditions such that the deformed outlines calculated using FEM match their observed counterparts. Figure 2.1 shows the flow chart of the proposed method.

![Flow chart of the proposed elastography method](image)

**Figure 2-1:** Flow chart of the proposed elastography method which requires the prostate B-mode images acquired at two states of pre- and post-compression as input for the elasticity reconstruction.

In this work the prostate cancer patient is assumed to undergo a TRUS imaging procedure. Therefore, the prostate, including a tumor and its surrounding tissue, is stimulated with an ultrasound probe. For the prostate tissue Young’s modulus estimation, acquired TRUS B-mode images of the prostate’s pre- and post-compression states will be used.

### 2.2.1 In Silico Phantom Study

This study involved 4 prostate phantom cases with various tumor locations within the peripheral zone and various tissue Young’s modulus values. FE model of each phantom was created and loaded by a TRUS probe using contact problem analysis. The resulting prostate capsule and tumor outlines were considered as the observed post-compression outlines.
Figure 2-2: Four phantom cases with simulated segmentation errors. The dashed lines represent the true outlines and the solid lines indicate the ones with segmentation errors.
To assess the impact of image segmentation accuracy on the reconstructed results’ reliability, random noise with maximum amplitudes of 0.84 mm and 0.21 mm was added to the theoretical deformed capsule and tumor outlines, respectively in both of the pre- and post-deformation states. These values were chosen based on the variations in prostate capsule and tumor borders manually segmented from 86 2D US prostate images. The four phantom cases are shown in Figure 2.2 where the solid lines indicate the segmentation outlines with the added errors.

2.2.2 Tissue Mimicking Phantom Study

In order to validate the proposed elastography method, a tissue mimicking phantom study was conducted. The phantom was constructed using gelatin and agar (for more detail, please refer to section 3.2.5). It consisted of three parts mimicking the prostate, tumor and the prostate’s surrounding tissue with the Young’s modulus values close to values reported in the literature [25]. Cylindrical samples were also constructed with exactly the same material proportions to find the tissue Young’s modulus values of tissues mimicking the prostate, tumor and surrounding tissue by independent uniaxial compression tests.

Using the US probe, compression was applied to the bottom of the prostate and pre- and post-compression images were acquired. These images were acquired using convex BPC8-4/10 transducer of the Ultrasonix RP system (Ultrasonix Medical Corporation, Richmond, BC, Canada). To acquire these images 5 MHz frequency was applied.

As stated earlier, the proposed method follows constrained elastography approach which requires the geometry of each tissue type. To find this geometry, image segmentation is necessary. The outlines of the prostate capsule and tumor can be obtained from the prostate TRUS B-mode images using the Discrete Dynamic Contour (DDC) technique [26]. In this technique, a rough initial outline is manually drawn by the operator. Following outline initialization, the DDC algorithm modifies the approximate outline iteratively until it converges to a smooth outline that reliably captures the borders of the prostate and its tumor(s).
2.2.3 Finite Element Modeling

After image segmentation, the pre-deformation image can be discretized into a FE mesh before it can be analyzed using FEM to obtain its predicted displacement field. The FE mesh of the prostate including the tumor(s) and surrounding tissue can be generated using a Transfinite Interpolation (TFI) based Technique [27]. A sample of such mesh is shown in Figure 2.3 where quadrilateral elements are used to create the mesh.

![Figure 2-3: Pre-compression (left) and post-compression (right) cancerous prostate FE model.](image)

Mechanical stimulation of the TRUS probe is applied at the bottom of the prostate along a direction with some deviation from the posterior-anterior (PA) direction, leading to the compression of the tumor, the prostate and its surrounding tissue. The prostate tissue along with a block of surrounding tissue is incorporated in the model since, according to Saint-Venant’s principle; the effect of the probe compression becomes insignificant at points far away from its application region (beyond the prostate capsule) [28]. Hence, the model contains the prostate inside a box mimicking the surrounding connective tissue. All points on the box’s edges are fixed except the points on the curve that mimic the rectum wall where the probe applies compression. Different Young’s moduli were assigned to the three regions of the prostate, the tumor and surrounding tissue. After FE meshing and setting the boundary conditions and loading, the prostate FE
model can be analyzed using FE solver such as ABAQUS (Dassault Systèmes Simulia Corp, USA) to obtain the post-compression outlines of the prostate capsule and tumor(s).

2.2.4 Young's Modulus Reconstruction

By obtaining the post-compression prostate capsule and tumor outlines using FEM, the prostate and tumor Young’s modul
di can be found by optimizing the following cost function:

\[
\text{Cost Function} = \left| \Gamma_{FEM\_p} - \Gamma_{true\_p} \right| + \left| \Gamma_{FEM\_t} - \Gamma_{true\_t} \right|
\] (2.1)

where \( \Gamma_{FEM\_p} \) and \( \Gamma_{FEM\_t} \) represent the FEM-generated post-compression prostate capsule and tumor outlines and \( \Gamma_{true\_p} \) and \( \Gamma_{true\_t} \) represent their true counterpart outlines obtained from the post-compression B-mode image of the prostate. Also, \(|.|\) is the Euclidian norm. It should be noted that \( \Gamma_{FEM\_p} \) and \( \Gamma_{FEM\_t} \) are functions of \( E_t, E_p \) and \( E_s \) which are the Young’s Moduli of the tumor, the prostate and surrounding tissues, respectively. They are also a function of the loading. The TRUS probe’s loading is modeled using contact modeling with the probe’s mechanical stimulation as a prescribed displacement boundary condition with unknown magnitude (\( dl \)) and angle with the PI direction (\( \theta \)). It is important to note that minimizing the cost function yields the relative Young’s modulus values of \( E_t/E_s \) and \( E_p/E_s \). Obtaining the absolute Young’s modulus values requires force data which is not easy to provide. The constructed Young’s modulus ratios are still expected to provide simply valuable diagnostic information pertaining to malignancy and cancer type [25]. As such, the relative Young’s modulus values, \( E_t/E_s \) and \( E_p/E_s \) can be obtained using the following equation:

\[
\left( \frac{E_p}{E_s}, \frac{E_t}{E_s} \right) = \arg \min_{E_t, E_p, E_s, dl, \theta} \left[ \left| \Gamma_{FEM\_p} - \Gamma_{true\_p} \right| + \left| \Gamma_{FEM\_t} - \Gamma_{true\_t} \right| \right]
\] (2.2)

This is an optimization problem which can be solved using optimization algorithms such as Nelder-Mead’s Simplex algorithm [29]. Accordingly, the step by step reconstruction algorithm can be summarized as follows:
1. Construct the Finite Element (FE) Model of the prostate and tumor using the TFI technique.

2. Input initial guess for $E_i, E_p$ and $E_s$, dl, and $\theta$.

3. Pass the FE Model with the current estimates of $E_i, E_p$ and $E_s$, dl, and $\theta$ to FEM solver (e.g. ABAQUS) to obtain outlines of the prostate and tumor.

4. Calculate the cost function using Equation 2.1.

5. If the cost function does not satisfy the conditions of the Nelder-Mead’s Simplex optimization method, update $E_i$, $E_p$ and $E_s$, dl, and $\theta$ and return to 3.

6. If convergence is achieved, stop.

Using ABAQUS FEM solver to obtain the outlines is time-consuming. Figure 2.4 shows a typical optimization trend in which convergence was achieved after 32 iterations.

| Figure 2-4: A typical optimization trend of the elastography reconstruction method with conventional FEM. |

Each iteration involves one run of the ABAQUS solver which takes ~10 s. The total optimization time is approximately 5 minutes. In order to speed up the procedure, we used Statistical Finite Element Method (SFEM) [24] (for more detail about SFEM, please refer to Chapter 4) as an efficient alternate to the conventional FEM in the reconstruction
algorithm. This SFEM alternative has proven to be accurate as errors are less than 2% and fast as each FE process takes 0.01 seconds.

2.3 Results

As stated in the Methods, the proposed method was first validated using an in silico phantom study followed by a tissue mimicking phantom study. Results of these studies are reported in the following.

2.3.1 In Silico Phantom Study

The reconstruction algorithm was run for each in silico phantom and reconstructed relative Young’s modulus values were obtained using conventional FEM solver and SFEM solver.

2.3.1.1 Results of the proposed elastography method using ABAQUS

Results obtained for the 4 phantom cases where segmentation errors were not considered are summarized in Table 2.1. This table provides relative Young's modulus values of \( \frac{E_t}{E_s} \) and \( \frac{E_p}{E_s} \). Based on these results, the average errors for \( \frac{E_t}{E_s} \), \( \frac{E_p}{E_s} \) and \( dl \) are all negligible. Results corresponding to the same 4 phantoms with simulated segmentation errors are summarized in Table 2.2. These results indicate that the average errors for \( \frac{E_t}{E_s} \), \( \frac{E_p}{E_s} \), \( dl \) and \( \theta \) are 29.9%, 11%, 5.3% and 12.3%, respectively. This confirms the importance of image segmentation accuracy in the proposed reconstruction algorithm.
Table 2-1: Reconstruction results of the phantom study using FEM where segmentation errors are not considered.

<table>
<thead>
<tr>
<th>Case</th>
<th>E/E_s</th>
<th>E_p/E_s</th>
<th>dl (mm)</th>
<th>θ (rad)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Actual Value</td>
<td>2.28</td>
<td>1.27</td>
<td>2.96</td>
</tr>
<tr>
<td></td>
<td>Reconstructed Value</td>
<td>2.28</td>
<td>1.27</td>
<td>2.96</td>
</tr>
<tr>
<td>2</td>
<td>Actual Value</td>
<td>2.57</td>
<td>1.27</td>
<td>2.75</td>
</tr>
<tr>
<td></td>
<td>Reconstructed Value</td>
<td>2.57</td>
<td>1.27</td>
<td>2.75</td>
</tr>
<tr>
<td>3</td>
<td>Actual Value</td>
<td>2.06</td>
<td>1.17</td>
<td>3.42</td>
</tr>
<tr>
<td></td>
<td>Reconstructed Value</td>
<td>2.06</td>
<td>1.17</td>
<td>3.42</td>
</tr>
<tr>
<td>4</td>
<td>Actual Value</td>
<td>2.5</td>
<td>1.31</td>
<td>3.06</td>
</tr>
<tr>
<td></td>
<td>Reconstructed Value</td>
<td>2.5</td>
<td>1.31</td>
<td>3.06</td>
</tr>
</tbody>
</table>

Table 2-2: Reconstruction results of the phantom study using FEM where segmentation errors are considered.

<table>
<thead>
<tr>
<th>Case</th>
<th>E/E_s</th>
<th>E_p/E_s</th>
<th>dl (mm)</th>
<th>θ (rad)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Actual Value</td>
<td>2.28</td>
<td>1.27</td>
<td>2.96</td>
</tr>
<tr>
<td></td>
<td>Reconstructed Value</td>
<td>1.57</td>
<td>1.08</td>
<td>3.08</td>
</tr>
<tr>
<td>2</td>
<td>Actual Value</td>
<td>2.57</td>
<td>1.27</td>
<td>2.75</td>
</tr>
<tr>
<td></td>
<td>Reconstructed Value</td>
<td>1.74</td>
<td>1.15</td>
<td>2.90</td>
</tr>
<tr>
<td>3</td>
<td>Actual Value</td>
<td>2.06</td>
<td>1.17</td>
<td>3.42</td>
</tr>
<tr>
<td></td>
<td>Reconstructed Value</td>
<td>1.55</td>
<td>1.06</td>
<td>3.60</td>
</tr>
<tr>
<td>4</td>
<td>Actual Value</td>
<td>2.5</td>
<td>1.31</td>
<td>3.06</td>
</tr>
<tr>
<td></td>
<td>Reconstructed Value</td>
<td>1.72</td>
<td>1.18</td>
<td>3.25</td>
</tr>
</tbody>
</table>
2.3.1.2 Results of the proposed elastography method using SFEM

Results obtained for the 4 phantom cases where segmentation errors were not considered are summarized in Table 2.3. This table provides relative Young’s modulus values of $E_t/E_s$ and $E_p/E_s$. Based on these results, the average errors for $E_t/E_s$, $E_p/E_s$, dl and θ are 15%, 7.1%, 10.1% and 22.3%, respectively. Results corresponding to the same 4 phantoms with simulated segmentation errors are summarized in Table 2.4. These results indicate that the average errors for $E_t/E_s$, $E_p/E_s$, dl and θ are 32.9%, 3.5%, 4.7% and 20.8%, respectively. Using SFEM, the total process time decreases to less than a second.

Table 2-3: Reconstruction results of the phantom study using SFEM where segmentation errors are not considered.

<table>
<thead>
<tr>
<th>Case</th>
<th>$E_t/E_s$</th>
<th>$E_p/E_s$</th>
<th>dl (mm)</th>
<th>θ (rad)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Actual Value</td>
<td>2.28</td>
<td>1.27</td>
<td>2.96</td>
</tr>
<tr>
<td></td>
<td>Reconstructed Value</td>
<td>1.77</td>
<td>1.21</td>
<td>2.75</td>
</tr>
<tr>
<td>2</td>
<td>Actual Value</td>
<td>2.57</td>
<td>1.27</td>
<td>2.75</td>
</tr>
<tr>
<td></td>
<td>Reconstructed Value</td>
<td>2.56</td>
<td>1.14</td>
<td>2.60</td>
</tr>
<tr>
<td>3</td>
<td>Actual Value</td>
<td>2.06</td>
<td>1.17</td>
<td>3.42</td>
</tr>
<tr>
<td></td>
<td>Reconstructed Value</td>
<td>2.37</td>
<td>1.06</td>
<td>2.66</td>
</tr>
<tr>
<td>4</td>
<td>Actual Value</td>
<td>2.5</td>
<td>1.31</td>
<td>3.06</td>
</tr>
<tr>
<td></td>
<td>Reconstructed Value</td>
<td>3.05</td>
<td>1.36</td>
<td>2.88</td>
</tr>
</tbody>
</table>
Table 2-4: Reconstruction results of the phantom study using SFEM where segmentation errors are considered.

<table>
<thead>
<tr>
<th>Case</th>
<th>Actual Value</th>
<th>E\textsubscript{p}/E\textsubscript{s}</th>
<th>E\textsubscript{f}/E\textsubscript{s}</th>
<th>dl (mm)</th>
<th>θ (rad)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Actual Value</td>
<td>2.28</td>
<td>1.27</td>
<td>2.96</td>
<td>-0.085</td>
</tr>
<tr>
<td></td>
<td>Reconstructed Value</td>
<td>1.55</td>
<td>1.29</td>
<td>3.06</td>
<td>-0.076</td>
</tr>
<tr>
<td>2</td>
<td>Actual Value</td>
<td>2.57</td>
<td>1.27</td>
<td>2.75</td>
<td>-0.075</td>
</tr>
<tr>
<td></td>
<td>Reconstructed Value</td>
<td>1.55</td>
<td>1.29</td>
<td>2.66</td>
<td>-0.084</td>
</tr>
<tr>
<td>3</td>
<td>Actual Value</td>
<td>2.06</td>
<td>1.17</td>
<td>3.42</td>
<td>-0.020</td>
</tr>
<tr>
<td></td>
<td>Reconstructed Value</td>
<td>1.55</td>
<td>1.25</td>
<td>3.00</td>
<td>-0.029</td>
</tr>
<tr>
<td>4</td>
<td>Actual Value</td>
<td>2.5</td>
<td>1.31</td>
<td>3.06</td>
<td>+0.050</td>
</tr>
<tr>
<td></td>
<td>Reconstructed Value</td>
<td>1.63</td>
<td>1.35</td>
<td>3.06</td>
<td>+0.044</td>
</tr>
</tbody>
</table>

2.3.1.3 Weight Factor Effect

The reconstructed E\textsubscript{p}/E\textsubscript{s} values indicate that we have lost a percentage of accuracy by reconstructing the values with SFEM in real time. The loss of such accuracy may be due to the possibility that the optimization technique we used is sensitive to SFEM errors. In order to improve the results accuracy, we examined the following weighted cost function for the optimization:

\[
\left(\frac{E_p}{E_s}, \frac{E_f}{E_s}\right) = \arg \min_{E_p, E_f, E_s, dl, \theta} \left[ \omega \left| \Gamma_{FEM_{\omega, p}} - \Gamma_{true_{\omega, p}} \right| + (1 - \omega) \left| \Gamma_{FEM_{\omega, t}} - \Gamma_{true_{\omega, t}} \right| \right]
\]

(2.3)

where ω is a weight factor used to adjust the capsule’s outline importance with respect to that of the tumor. In order to find the optimal ω, we varied the ω from 0.1 to 0.9. A value corresponding to the minimum Young’s modulus reconstruction errors will be considered as the optimal value. To accelerate the reconstruction process, we used SFEM for the simulation. The results obtained for the 4 phantom cases where segmentation errors were not considered are summarized in Table 2.5. For each ω, the average errors were
calculated based on the difference between the actual values and the corresponding reconstructed values of the four cases. This analysis indicated that the smallest errors of $E_t/E_s$ and $E_p/E_s$ occur when $\omega$ is 0.775. The average errors for $E_t/E_s$, $E_p/E_s$ in this case are 12.8% and 8.4%, respectively.

**Table 2-5:** Reconstruction results of the proposed phantom study using SFEM for different weight factors where segmentation errors are not considered.

<table>
<thead>
<tr>
<th>$\omega$</th>
<th>Average $E_t/E_s$ error</th>
<th>Average $E_p/E_s$ error</th>
<th>$\omega$</th>
<th>Average $E_t/E_s$ error</th>
<th>Average $E_p/E_s$ error</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.9</td>
<td>12.3%</td>
<td>11.5%</td>
<td>0.475</td>
<td>14.2%</td>
<td>9.7%</td>
</tr>
<tr>
<td>0.875</td>
<td>14.7%</td>
<td>9.4%</td>
<td>0.45</td>
<td>14.8%</td>
<td>11.0%</td>
</tr>
<tr>
<td>0.85</td>
<td>17.9%</td>
<td>8.4%</td>
<td>0.425</td>
<td>21.9%</td>
<td>11.0%</td>
</tr>
<tr>
<td>0.825</td>
<td>15.0%</td>
<td>8.8%</td>
<td>0.4</td>
<td>16%</td>
<td>13.8%</td>
</tr>
<tr>
<td>0.8</td>
<td>14.2%</td>
<td>8.6%</td>
<td>0.375</td>
<td>17.4%</td>
<td>12.9%</td>
</tr>
<tr>
<td>0.775</td>
<td>12.8%</td>
<td>8.4%</td>
<td>0.35</td>
<td>23.3%</td>
<td>13.9%</td>
</tr>
<tr>
<td>0.75</td>
<td>15.4%</td>
<td>8.3%</td>
<td>0.325</td>
<td>22.5%</td>
<td>15.0%</td>
</tr>
<tr>
<td>0.725</td>
<td>15.4%</td>
<td>8.2%</td>
<td>0.3</td>
<td>15.2%</td>
<td>14.9%</td>
</tr>
<tr>
<td>0.7</td>
<td>15.5%</td>
<td>7.8%</td>
<td>0.275</td>
<td>14.4%</td>
<td>14.6%</td>
</tr>
<tr>
<td>0.675</td>
<td>15.6%</td>
<td>10.0%</td>
<td>0.25</td>
<td>14.3%</td>
<td>15.4%</td>
</tr>
<tr>
<td>0.65</td>
<td>14.8%</td>
<td>10.2%</td>
<td>0.225</td>
<td>14.1%</td>
<td>15.3%</td>
</tr>
<tr>
<td>0.625</td>
<td>13.3%</td>
<td>10.0%</td>
<td>0.2</td>
<td>20.3%</td>
<td>18.2%</td>
</tr>
<tr>
<td>0.6</td>
<td>13.4%</td>
<td>9.2%</td>
<td>0.175</td>
<td>14.0%</td>
<td>14.4%</td>
</tr>
<tr>
<td>0.575</td>
<td>13.2%</td>
<td>8.2%</td>
<td>0.15</td>
<td>14.3%</td>
<td>14.2%</td>
</tr>
<tr>
<td>0.55</td>
<td>12.2%</td>
<td>13.4%</td>
<td>0.125</td>
<td>16.9%</td>
<td>12.2%</td>
</tr>
<tr>
<td>0.525</td>
<td>14.2%</td>
<td>9.5%</td>
<td>0.1</td>
<td>23.8%</td>
<td>16.7%</td>
</tr>
<tr>
<td>0.5</td>
<td>15%</td>
<td>7.1%</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
</tbody>
</table>
Table 2-6: Reconstruction results of the proposed phantom study using SFEM for different weight factors where segmentation errors are considered.

<table>
<thead>
<tr>
<th>ω</th>
<th>Average $E_t/E_s$ error</th>
<th>Average $E_p/E_s$ error</th>
<th>ω</th>
<th>Average $E_t/E_s$ error</th>
<th>Average $E_p/E_s$ error</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.9</td>
<td>14.1%</td>
<td>11.4%</td>
<td>0.475</td>
<td>27.5%</td>
<td>10.3%</td>
</tr>
<tr>
<td>0.875</td>
<td>17.9%</td>
<td>10.8%</td>
<td>0.45</td>
<td>29.0%</td>
<td>11.9%</td>
</tr>
<tr>
<td>0.85</td>
<td>15.8%</td>
<td>10.3%</td>
<td>0.425</td>
<td>29.1%</td>
<td>10.7%</td>
</tr>
<tr>
<td>0.825</td>
<td>25.5%</td>
<td>2.5%</td>
<td>0.4</td>
<td>30.0%</td>
<td>11.4%</td>
</tr>
<tr>
<td>0.8</td>
<td>15.4%</td>
<td>7.1%</td>
<td>0.375</td>
<td>22.8%</td>
<td>9.3%</td>
</tr>
<tr>
<td>0.775</td>
<td>14.6%</td>
<td>6.9%</td>
<td>0.35</td>
<td>35.5%</td>
<td>14.1%</td>
</tr>
<tr>
<td>0.75</td>
<td>6.8%</td>
<td>11.2%</td>
<td>0.325</td>
<td>28.3%</td>
<td>10.6%</td>
</tr>
<tr>
<td>0.725</td>
<td>18.4%</td>
<td>8.6%</td>
<td>0.3</td>
<td>40.7%</td>
<td>18.3%</td>
</tr>
<tr>
<td>0.7</td>
<td>18.2%</td>
<td>11.3%</td>
<td>0.275</td>
<td>40.4%</td>
<td>18.0%</td>
</tr>
<tr>
<td>0.675</td>
<td>28.5%</td>
<td>15.3%</td>
<td>0.25</td>
<td>40.1%</td>
<td>17.5%</td>
</tr>
<tr>
<td>0.65</td>
<td>28.1%</td>
<td>14.9%</td>
<td>0.225</td>
<td>40.0%</td>
<td>18.2%</td>
</tr>
<tr>
<td>0.625</td>
<td>30.3%</td>
<td>13.7%</td>
<td>0.2</td>
<td>39.7%</td>
<td>18.4%</td>
</tr>
<tr>
<td>0.6</td>
<td>27.0%</td>
<td>13.1%</td>
<td>0.175</td>
<td>39.5%</td>
<td>18.6%</td>
</tr>
<tr>
<td>0.575</td>
<td>26.5%</td>
<td>11.8%</td>
<td>0.15</td>
<td>39.1%</td>
<td>18.9%</td>
</tr>
<tr>
<td>0.55</td>
<td>30.1%</td>
<td>10.9%</td>
<td>0.125</td>
<td>38.7%</td>
<td>19.2%</td>
</tr>
<tr>
<td>0.525</td>
<td>26.7%</td>
<td>9.5%</td>
<td>0.1</td>
<td>38.4%</td>
<td>16.3%</td>
</tr>
<tr>
<td>0.5</td>
<td>32.9%</td>
<td>3.5%</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
</tbody>
</table>
A similar analysis was also conducted where segmentation errors were simulated. Results obtained from this analysis are summarized in Table 2.6. The best combination of $E_t/E_s$ and $E_p/E_s$ errors occurs when $\omega$ is 0.75. The average errors for $E_t/E_s$ and $E_p/E_s$ are 6.8% and 11.2%, respectively. In both cases, the optimal value of $\omega$ is greater than 0.5 indicating that more uncertainty is associated with the tumor outline. The small average errors for $E_t/E_s$ and $E_p/E_s$ indicate that the method is reasonably accurate.

### 2.3.2 Tissue Mimicking Phantom Study

The DDC segmentation technique was applied to the phantom’s pre- and post-compression 2D TRUS B-mode images to find their outlines (Figure 2.5). Having the prostate and tumor outlines from the pre-compression image, a FE model can be generated. The proposed method was then employed to reconstruct the relative elasticity moduli using both FEM and SFEM. The uniaxial compression test performed on the cylindrical samples described in the Methods led to Young’s modulus values of 25 kPa, 43 kPa and 110 kPa for the surrounding tissue, prostate capsule and the tumor, respectively.

![Figure 2-5:Segmented prostate (blue) and tumor (red) outlines of pre-compression (left) and post-compression (right) prostate 2D TRUS images (The depth of the fan in the images is 7 cm).](image)

In order to investigate the repeatability of the reconstruction technique with respect to segmentation errors, the prostate capsule and tumor outlines corresponding to the two pre- and post-compression states were obtained 10 times by segmenting their 2D B-mode images starting from 10 different manually selected initial outlines. The shape similarity-based reconstruction method was then applied using $\omega = 0.75$ with each of these input
outlines in conjunction with FEM and SFEM. Results are reported in Table 2.7 Which shows that the average error for $E_t/E_s$ and $E_p/E_s$ were determined at 17.08%±1.11% and 11.46%±1.89%, respectively using FEM. The average error for $E_t/E_s$ and $E_p/E_s$ with SFEM were calculated at 22.18%±2.49% and 16.71%±2.55%, respectively. These errors were obtained using the true moduli values obtained from the uniaxial tests. Given the relatively small variance values, it can be concluded that the reconstructed values are not significantly sensitive to the initial DDC outline.

2.4 Discussion and Conclusions

In this paper, a novel prostate elastography technique was proposed. The advantage of this technique lies in its simplicity as it requires only two TRUS B-mode images of the prostate undergo two states of pre- and post-compression. This means that a conventional US imaging scanner is sufficient to develop the proposed elastography system while no additional hardware or software is required for the tissue displacement data acquisition. The proposed method is a constrained method where the underlying assumption is that the Young’s modulus of each tissue is uniform within its volume. The reconstruction algorithm was formulated based on an inverse problem approach which led to an optimization framework. The essence of this algorithm is to find the prostate and tumor tissues’ Young’s modulus values that maximizes the similarity between the calculated and observed prostate capsule and tumor outlines. To obtain these outlines image segmentation is required. As such, image segmentation substitutes RF data processing in US imaging or phase imaging in MRI which are necessary for displacement data acquisition. It is noteworthy that the segmented outlines of the prostate capsule and tumor(s) under the two states of pre- and post-deformation contain essential tissue displacement information. The proposed optimization algorithm involves FEM analysis in each iteration to obtain tissue deformation corresponding to the current parameters estimate. To accelerate the reconstruction computations, SFEM was used which proved to be highly effective. While the proposed method is conceptually similar to the mutual information based elastography technique introduced by Miga [22], it differs in the fact that it focuses only on a portion of the image information and therefore it is presumably a faster and simpler method.
Table 2-7: Elasticity ratios and errors for shape similarity-based elastography method

<table>
<thead>
<tr>
<th>Case</th>
<th></th>
<th>FEM</th>
<th>SFEM</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>E/E₀</td>
<td>E/E₀</td>
<td>E/E₀</td>
</tr>
<tr>
<td>1</td>
<td>5.12</td>
<td>1.49</td>
<td>5.51</td>
</tr>
<tr>
<td></td>
<td>16.4%</td>
<td>13.4%</td>
<td>25.2%</td>
</tr>
<tr>
<td>2</td>
<td>5.07</td>
<td>1.47</td>
<td>5.32</td>
</tr>
<tr>
<td></td>
<td>15.3%</td>
<td>14.5%</td>
<td>20.9%</td>
</tr>
<tr>
<td>3</td>
<td>5.17</td>
<td>1.94</td>
<td>5.25</td>
</tr>
<tr>
<td></td>
<td>17.5%</td>
<td>12.8%</td>
<td>19.3%</td>
</tr>
<tr>
<td>4</td>
<td>5.21</td>
<td>1.89</td>
<td>5.46</td>
</tr>
<tr>
<td></td>
<td>18.4%</td>
<td>9.9%</td>
<td>24.1%</td>
</tr>
<tr>
<td>5</td>
<td>5.09</td>
<td>1.87</td>
<td>5.23</td>
</tr>
<tr>
<td></td>
<td>15.7%</td>
<td>8.7%</td>
<td>18.9%</td>
</tr>
<tr>
<td>6</td>
<td>5.14</td>
<td>1.52</td>
<td>5.43</td>
</tr>
<tr>
<td></td>
<td>16.8%</td>
<td>11.6%</td>
<td>23.4%</td>
</tr>
<tr>
<td>7</td>
<td>5.22</td>
<td>1.56</td>
<td>5.36</td>
</tr>
<tr>
<td></td>
<td>18.7%</td>
<td>9.3%</td>
<td>21.8%</td>
</tr>
<tr>
<td>8</td>
<td>5.13</td>
<td>1.50</td>
<td>5.55</td>
</tr>
<tr>
<td></td>
<td>16.6%</td>
<td>12.8%</td>
<td>26.1%</td>
</tr>
<tr>
<td>9</td>
<td>5.17</td>
<td>1.90</td>
<td>5.27</td>
</tr>
<tr>
<td></td>
<td>17.5%</td>
<td>10.6%</td>
<td>19.8%</td>
</tr>
<tr>
<td>10</td>
<td>5.19</td>
<td>1.53</td>
<td>5.38</td>
</tr>
<tr>
<td></td>
<td>17.9%</td>
<td>11.0%</td>
<td>22.3%</td>
</tr>
</tbody>
</table>

This may be advantageous for two reasons: 1) its required computation is less intensive and 2) it is less prone to convergence to local minima. An \textit{in silico} phantom
study and a tissue mimicking phantom study were conducted to assess the proposed method. The *in silico* phantom study involved 4 prostate phantom cases with variable tumor locations and Young’s modulus values. To assess the impact of prostate capsule and tumor outline errors introduced by image segmentation, random errors were added to the known outlines vertices. These errors led to reconstruction errors of the same order which indicates the method’s robustness. Another numerical experiment was conducted where the weight of the two terms, which represent the similarity between the two outlines of the prostate capsule and tumor, were varied to determine the optimal weight factors. It was concluded that weight factors of 0.775 and 0.75 were optimal in conjunction with FEM and SFEM, respectively. In the tissue mimicking prostate phantom study, pre- and post-deformation TRUS images acquired a US scanner were obtained and used as input with the proposed method. Results from this study indicated that the proposed method can reconstruct the mechanical properties of the tumor, prostate and its surrounding tissue with reasonable accuracy (with errors < 25%). Based on Krouskop et al. [25] measurements, there is a contrast of 3.4 between normal prostate tissue elasticity and cancerous tissue elasticity. If the maximum YM reconstruction errors obtained in this study for the prostate and tumor are considered, the contrast will reduce to 2.2. The latter is still adequate for discriminating cancerous tumors from normal prostate tissue, especially considering that the purpose of the proposed technique is minimizing unnecessary needle biopsies and not using it as a substitute. A drawback of the proposed technique is that it requires sufficient image contrast to perform segmentation. Such contrast is not always available with prostate TRUS images; however, in cases where such contrast is available this method can provide highly valuable diagnostic information, potentially leading to tumor classification. Furthermore, this study may be considered as a proof of concept of the effectiveness of the reconstruction technique in conjunction with imaging modalities capable of providing reasonably high contrast (e.g. MRI). The reasonably high accuracy achieved when the proposed technique was implemented in conjunction with SFEM demonstrates the possibility of real-time reconstruction. Another potential application of the proposed technique is biomechanical simulation of the prostate which requires having reasonably accurate tissues’ elastic moduli to achieve reliable results. As the proposed method is
capable of obtaining these moduli in vivo, it can be used in applications that involve biomechanical simulation of prostate. Examples of such applications include virtual reality (VR) systems of prostate surgery and computer-aided prostate intervention. Unifocal prostate cases were studied in this work. As the concept is not limited to the number of inclusions, the technique can be extended to reconstruct elasticity modulus of multifocal tumor cases by adding more similarity terms in the objective function. It is also noteworthy that the concept can be also extended to other types of cancer such as breast cancer where US or MRI images of the breast under two states of pre- and post-deformation are available.
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Chapter 3

Towards Clinical Prostate Ultrasound Elastography Using Full Inversion Approach

The material presented in this chapter has been published in journal of Medical Physics 41(3):1-12 (2014).

3.1 Introduction

Prostate cancer is the second most common cancer among men worldwide, remaining the second leading cancer-related cause of death in mature men [1]. Similar to many other types of cancer, early detection plays a vital role in successful prostate cancer treatment. Studies have shown that the 5-year survival rate of patients diagnosed with prostate cancer at early stages is more than 97% whereas this rate falls down to less than 28% for patients with late diagnosis [2]. In fact studies indicate that prostate cancer can be cured, if it is detected at early stages. Conventional prostate cancer screening and detection techniques such as Digital Rectal Examination (DRE) and Prostate-Specific Antigen (PSA) testing are known to have low sensitivity and specificity [3]. An alternate imaging

method for prostate cancer detection utilizes local prostate tissue stiffening as a contrast mechanism. This method is based on the fact that prostate tissue stiffness alteration is associated with pathology [4, 5]. This was demonstrated by stiffness measurement studies of ex vivo prostate tissues conducted by Krouskop et al. [6] and Zhang et al. [7]. Krouskop et al. conducted quasi-static uniaxial tests while Zhang et al. conducted stress relaxation tests for prostate tissue stiffness measurement. Based on their measurements, there is a significant difference between the Young’s moduli of prostate tumor and healthy prostate tissues. As such, imaging prostate tissue stiffness can potentially lead to a prostate cancer diagnosis noninvasively with a high degree of sensitivity and specificity. For this purpose, elastography techniques were developed where tissue elasticity modulus are reconstructed and displayed [8].

For imaging tissue elasticity, the tissue is mechanically stimulated while its resulting tissue deformation data are acquired. These data are processed via an inverse problem framework to determine the spatial distribution of the tissue elastic modulus [8]. Depending on the type of mechanical stimulation, elastography methods are classified into two general categories of quasi-static and harmonic methods. In quasi-static methods, the tissue is mechanically stimulated very slowly (< 1 Hz) while resulting tissue deformation data are acquired using imaging modalities such as MR or ultrasound (US). These data are processed to obtain estimates of the tissue elastic modulus distribution. In harmonic elastography, a mechanical wave is induced in the tissue and either vibration amplitude or wave speed is measured using MRI or US imaging techniques [9-13].

Among recent works in the area of displacement data measurement using US imaging, O’Donnell et al. [14], Lubinski et al. [15], and Jiang and Hall [16] proposed speckle tracking algorithms for measuring the displacement field while Zahiri and Salcudean [17] developed a motion estimation method based on time-domain cross-correlation. More recently, Rivaz et al. [18] developed a tissue displacement measurement technique from ultrasound imaging data using dynamic programming. Other efforts were also geared towards acquiring higher quality tissue displacement data using MRI. Among others Chenevert et al. [19] developed a technique for this purpose which employs a stimulated-echo phase contrast method. Under a simplifying assumption of uniform tissue stress
distribution it can be demonstrated that tissue stiffness is proportional to its strain reciprocal. This has led to the earliest elastography techniques of strain imaging [8]. In strain imaging, higher strain values indicate softer tissue while lower strain values show stiffer tissue. Since strain images can be generated in real-time, strain imaging has been implemented in some clinical US systems. Using such methods, several groups have used transrectal ultrasound (TRUS) strain imaging for prostate cancer assessment [20-22]. However, strain imaging does not provide reliable quantitative tissue stiffness information necessary for high sensitivity and specificity because the stress spatial variation developed within the prostate tissue during TRUS is not from uniform. Sensitivity and specificity of strain imaging in detecting prostate cancer is approximately 75% [3]. In order to improve strain imaging, researchers have developed full-inversion based elastography techniques which can account for tissue stress variation. Kallel and Bertrand [23] proposed a full inversion method for elasticity reconstruction. They used a Newton-Raphson method to vary a finite element (FE) model of tissue elasticity to fit a set of axial tissue displacement fields. Doyley et al. [24] proposed an inverse reconstruction technique where they also employed a modified Newton-Raphson iterative scheme for solving equations obtained from an inverse finite element framework. To achieve faster elastography image reconstruction, Oberai et al. [25] solved the elastography inverse problem using a gradient-based optimization algorithm where they employed an adjoint formulation to calculate the gradient efficiently. More recently, Jiang et al. [26] proposed a constrained optimization framework where they used regularization to solve the inverse problem iteratively. In the field of prostate cancer assessment, McGrath et al. [27] proposed a quasi-static MR elastography where they used a high field of 7 Tesla for prostate elastography. Other prostate elastography studies involved harmonic elastography. For example, Li et al. [28] and Hoyt et al. [29] reported feasibility studies aiming at prostate cancer diagnosis which involved harmonic MR and US elastography, respectively.

One difficulty with inversion based quasi-static elastography methods is that they frequently require knowledge of the tissue boundary conditions which cannot be delineated easily with US imaging [30]. In contrast, most harmonic elastography techniques involve approximations which lead to a theoretical framework that does not
incorporate the tissue boundary condition information. Such framework leads to elastic modulus distribution which mainly depends on the wave form and propagation characteristics. In this study we present a full inversion based quasi-static elastography technique for quantitative prostate cancer assessment in which accurate knowledge of patient-specific tissue boundary conditions is not necessary. Another major drawback of full inversion based elastography algorithms is that they are computationally unstable, intensive and not easy to implement. In an attempt to reduce the complexity of the inversion algorithms of elastography techniques, Samani et al. [31] developed an inversion algorithm for breast elastography. Relative tissue elastic modulus reconstruction in that algorithm is iterative, where each iteration involves tissue stress computation using FEM followed by updating Young’s modulus via Hooke’s law using measured strain and the computed stress. This iterative procedure is continued until convergence is achieved. Due to noise in the measured strain, such an iterative procedure is known to diverge if it is applied for each individual FE. This problem was circumvented by assuming that each tissue type, including normal and tumor tissues, is homogeneous within its volume. This assumption provided a constraint in the inversion algorithm which was used as a priori knowledge. With this constraint the elastic modulus of each tissue was computed by averaging the updated FE moduli within the tissue volume. While proving to be robust, the algorithm proposed by Samani et al. [31] required image segmentation to delineate tissue volumes including the tumor volume. This requirement is not easy to fulfill, especially with US imaging.

To address these issues, we present an unconstrained full inversion algorithm for ultrasound elastography. This algorithm was incorporated into a prostate US elastography technique where knowledge of prostate tissue geometry and its segmentation was not necessary. The method was validated by in silico and tissue mimicking phantom studies. It was also applied to clinical prostate data and results were compared to corresponding annotated histology images, which demonstrated a good potential for its clinical utility. To our knowledge, the proposed technique is the first quasi-static full inversion based prostate US elastography technique applied successfully in vivo.
3.2 Methodology

The proposed method was developed based on the breast elastography technique proposed by Samani et al. [31] where they presented a Young’s modulus (YM) reconstruction technique for cancer assessment. In their method, the tissue was considered linear elastic and isotropic undergoing small deformation. Under these conditions, the following equation derived from Hooke’s law is valid for each point in the tissue volume:

\[
\frac{1}{E} = \frac{\varepsilon_{11}}{\sigma_{11} - \nu \sigma_{22} - \nu \sigma_{33}}
\]  

(3.1)

In this equation \( \varepsilon \) and \( \sigma \) represent the tissue strain and stress resulting from mechanical stimulation, respectively. Also, 1, 2, and 3 represent three orthogonal directions and \( \nu \) is the tissue’s Poisson’s ratio. The tissue was idealized as a near incompressible material, hence \( \nu = 0.49 \) was employed in the reconstruction. Samani et al. [31] measured the tissue strain using MR phase imaging technique. Their reconstruction technique is iterative as it was reformulated as \( E^{i+1} = f(E^i) \) in each iteration, where \( f \) involves stress calculation using finite element method. Unless certain measures are taken, such iterative procedure is known to diverge. To avoid this issue, they assumed that the YM is constant throughout the volume of normal and suspicious tissues. Hence each tissue volume was segmented and Young’s modulus values of points within each volume were averaged to obtain the tissue’s YM.

3.2.1 Unconstrained Modulus Reconstruction Algorithm

Although the assumption of tissue elasticity uniformity is reasonably good, the boundaries of tissue volumes especially those of the tumor cannot be easily delineated from medical images obtained from ultrasound (US) imaging which is commonly used for real-time elastography. In prostate US elastography, 2D B-mode images are acquired using a TRUS probe. These images have relatively poor sensitivity where the prostate outline is somewhat visible while tumors are frequently indistinguishable from the surrounding tissue, hence cannot be segmented. In order to address this issue which is necessary for achieving reconstruction converge, we developed an alternate strategy that
does not require image segmentation. This strategy involves dividing the model into subsets of \( n \times n \) finite elements windows where the YM averaging is performed within each window. In other words, these \( n \times n \) elements windows substitute the delineated anatomical regions in the proposed reconstruction algorithm. Furthermore, in order to achieve an elasticity image with smooth YM distribution, a Gaussian smoothing filter was applied to the reconstructed Young’s moduli in each iteration. Figure 3.1a shows a B-mode image of a prostate cancer patient in which the tumor is visible as a hypo-echoic area. Figure 3.1b illustrates the approach taken by Samani et al. [31] which requires image segmentation while Figure 3.1c demonstrates the proposed strategy which does not require image segmentation.

In US elastography, it is common that only the axial strain component is acquired (strain along palpation direction). Moreover, the acquired images and consequently the finite element model are both two dimensional. Hence, the following equation is adopted for the Young’s modulus reconstruction. This equation is derived from one of 2D Hooke’s law equations of linear elastic and isotropic material. This assumption is appropriate given the small tissue deformation induced for stimulation in prostate elastography.

\[
\frac{1}{E} = \frac{\varepsilon_{11}}{\sigma_{11} - \nu\sigma_{22}}
\]  

(3.2)

Here \( \varepsilon_{11}, \sigma_{11}, \) and \( \sigma_{22} \) are axial strain, axial stress, and lateral stress, respectively. It must be noted that this equation calculates the Young’s modulus reciprocal in order to suppress the experimental noise of the strain through averaging. Based on the above equation, the Young’s modulus within each \( n \times n \) elements window is calculated iteratively as follows:

1. Starting with an initial Young’s modulus value distribution assigned to the elements, the stress field is calculated using FE analysis.
2. Having the axial strain filed from US imaging, the Young’s modulus reciprocal value of each element is calculated using Equation 3.2.
3. The average Young’s modulus reciprocal value of each \( n \times n \) elements window is assigned to all elements in the window.
4. A Gaussian smoothing filter is applied to have a smooth distribution of the Young’s modulus reciprocal values.

5. Inverse values of the Young’s modulus reciprocals are calculated and considered as the updated Young’s modulus values of elements.

6. Return to step 2 where the stress field is calculated using the updated Young’s modulus distribution.

Figure 3-1: Typical B-mode image of a prostate cancer patient (the hypo-echoic area shows the tumor) (a), finite element model used for constrained elastography (b), and uniform meshing with $5 \times 5$ elements processing windows used for unconstrained iterative elastography (c). A $5 \times 5$ window is magnified and shown separately.
This iterative process is repeated until convergence is achieved where the difference between two consecutive relative Young’s modulus \(\frac{E_{\text{tumor}}}{E_{\text{prostate}}}\) is less than a preset small value. The threshold considered for convergence in this work was 0.01 which was determined based on a trade-off between reaching iteration plateau and minimizing image blurring. The flow diagram of the proposed method is shown in Figure 3.2.

**Figure 3-2:** Flow chart illustrating the unconstrained iterative procedure for YM reconstruction.

### 3.2.2 Strain Measurement

Clinical strain images were acquired using a Sonix RP ultrasound imaging system (Ultrasonix Medical Corporation, Richmond, BC, Canada). Strain values in these images are normalized such that the images are optimal for clinical visualization purposes. To obtain strain values necessary for YM reconstruction, we used the method developed by Rivaz et al. [17]. In this method strain values are calculated using two radiofrequency (RF) signal sets corresponding to the pre and post-compression states of tissue. Their
algorithm involves three stages. At the first stage, integer values of axial and lateral displacements are determined by minimizing a cost function that is a combination of RF similarity and displacement continuity in both axial and lateral directions. Dynamic programming is used in this stage for this minimization. In the second stage, residual values of the axial and lateral displacements are calculated using an analytical minimization of a cost function constructed based on the integer values obtained from the previous steps. At the end, strain values are calculated by applying a Kalman filter on the calculated displacement field.

3.2.3 Finite Element Modeling

In order to calculate the stress field in the prostate while undergoing mechanical stimulation induced by the TRUS probe, FEM modeling was used. This modeling requires the geometry and biomechanical properties of the tissue, including the prostate and its surrounding tissue, and its boundary conditions. In this work, 2D TRUS B-mode images were used to construct the FE model. An example of such image is the image shown in Figure 3.1.a. In TRUS, the mechanical stimulation is applied to the posterior side of the prostate through the rectum using ultrasound probe. This leads to mechanical compression of the prostate and its surrounding tissues. For FE analysis, a finite size fan shaped model is considered mimicking the fan shaped prostate B-mode image. As boundaries of the prostate and tumor tissues are assumed to be unknown, the whole block was uniformly meshed radially as shown in Figure 3.3.b. Adjacent to the loading area (TRUS probe) where high stress concentration is anticipated finer elements were employed in order to capture expected higher displacements gradients accurately. Larger elements were employed to mesh tissue volumes far from the loading area as small displacement variations are expected. All points on the model are free to move except the nodes on the anterior edge, which are restricted from movement in the radial direction due to the pubic bone. The prostate is placed about 2 cm behind the pubic symphysis, from which it is separated by a plexus of veins and a quantity of loose fat [32]. Furthermore, based on ex vivo measurements we conducted on four cadaveric samples, the average distance between the rectum and pubic bone is 1.75 the prostate’s size. Based on this range we decided to consider each end of the RF line as a fixed boundary, which
is $\sim 1.5$ the prostate’s size for the two patient cases presented in this paper. These points are shown in a transverse view of the prostate in Figure 3.3a. It is expected that the reconstruction error resulting from this inaccurate estimation of the fixed boundary condition points is insignificant as tissue displacements decline rapidly with distance from the US probe. Probe loading was modeled as a contact model in which a rigid body mimicking the ultrasound probe contacts the prostate’s elastic finite element mesh.

Figure 3-3: Anatomical transverse view of the prostate restricted anteriorly by the pubic bone (taken from [33]) (a) and finite element model with radially restricted points on top boundary (b).
3.2.4  *In Silico* Phantom Study

A numerical phantom study involving a prostate phantom with a small tumor, as shown in Figure 3.4.a, was conducted to assess the performance of the proposed elasticity reconstruction technique, including its sensitivity to noise. In this phantom, the ratio of tumor to surrounding tissue’s YM ($E_t/E_s$) was set to 2.20 while the ratio of the prostate to surrounding tissue YM ($E_p/E_s$) was set to 1.30. These ratios are selected based on measured values given by [6] and [7]. The input strain images for YM reconstruction was computed using FE modeling of this phantom by employing ABAQUS (Dassault Systèmes Simulia Corp, Providence, RI, USA). The FE mesh created for the prostate phantom including the surrounding tissue is illustrated in Figure 3.4.b. For the unconstrained method of YM reconstruction, an optimum value for the window size, $n$, needs to be determined. This can be done based on the trade-off between image resolution and extent of noise suppression that determines the reconstructed YM distribution smoothness. Note that in order to have a better resolution for YM, $n$ should be adequately small while to suppress noise effects $n$ should be sufficiently large. A simulated prostate phantom investigation we conducted in this study indicated that a window size of 5 elements is optimum for strain SNR value 10 dB. This window size was adapted in this study.

![Figure 3-4: In silico prostate-tumor phantom (a) and corresponding FE mesh created to generate strain image data (b).](image)

*Figure 3-4: In silico* prostate-tumor phantom (a) and corresponding FE mesh created to generate strain image data (b).
3.2.5 Tissue Mimicking Phantom Study

The proposed elastography method was also validated with studies on tissue mimicking phantoms. The phantoms consisted of three parts which mimic the prostate, tumor, and surrounding tissues, respectively. Two phantoms were constructed where the first one included a single tumor (unifocal), while the other one included two tumors (bifocal), as illustrated in Figure 3.5.

![Figure 3-5: Tissue mimicking unifocal (left) and bifocal (right) phantoms consisting of prostate, tumor (indicated with white arrows), and surrounding tissues.](image)

The phantoms were constructed using gelatin and agar dissolved in water. By using different proportions of gelatin and agar for regions mimicking the prostate, tumor, and surrounding tissue, we obtained suitable YM ratios of $E_t/E_s$ and $E_p/E_s$ for these phantoms according to values reported in the literature [6]. Tables 3.1 and 3.2 show the amount of each material used to construct the unifocal and bifocal tissue mimicking phantoms. A few drops of formaldehyde were added to the dissolved gelatin and agar to increase the melting point of the mixture and increase the phantom’s resistance against developing mould. Also, glycerol was added to the mixture to regulate the ultrasound wave speed in both the normal and tumor areas such that the wave speed is approximately 1540 m/s [34]. All the materials used to make the phantoms are manufactured by Sigma-Aldrich Co. LLC, ON, Canada. In order to have better image contrast between normal and tumor areas, different amounts of Sigmacell were added into the batch prepared for each tissue type. For validation, a cylindrical sample was constructed from each batch. These
samples were set to solidify under the same conditions for each tissue mimicking gelatin-agar material. These samples underwent uniaxial compression tests to measure their YM values independently.

**Table 3-1:** Amounts of different materials used for constructing different regions of the unifocal phantom.

<table>
<thead>
<tr>
<th></th>
<th>Gelatin (g)</th>
<th>Agar (g)</th>
<th>Water (cc)</th>
<th>Glycerol (cc)</th>
<th>Sigmacell (g)</th>
<th>Formaldehyde (drop)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Surrounding Tissue</td>
<td>15</td>
<td>3</td>
<td>250</td>
<td>20</td>
<td>2.5</td>
<td>1</td>
</tr>
<tr>
<td>Normal Tissue</td>
<td>15</td>
<td>6</td>
<td>250</td>
<td>20</td>
<td>2</td>
<td>1</td>
</tr>
<tr>
<td>Tumor</td>
<td>15</td>
<td>9</td>
<td>250</td>
<td>20</td>
<td>1.5</td>
<td>1</td>
</tr>
</tbody>
</table>

**Table 3-2:** Amounts of different materials used for constructing different regions of the bifocal phantom.

<table>
<thead>
<tr>
<th></th>
<th>Gelatin (g)</th>
<th>Agar (g)</th>
<th>Water (cc)</th>
<th>Glycerol (cc)</th>
<th>Sigmacell (g)</th>
<th>Formaldehyde (drop)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Surrounding Tissue</td>
<td>30</td>
<td>9.5</td>
<td>600</td>
<td>48</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>Normal Tissue</td>
<td>18</td>
<td>7.8</td>
<td>300</td>
<td>24</td>
<td>3</td>
<td>1</td>
</tr>
<tr>
<td>Tumor 1</td>
<td>9</td>
<td>5</td>
<td>150</td>
<td>12</td>
<td>0.5</td>
<td>1</td>
</tr>
<tr>
<td>Tumor 2</td>
<td>9</td>
<td>5.5</td>
<td>150</td>
<td>12</td>
<td>0.5</td>
<td>1</td>
</tr>
</tbody>
</table>

### 3.2.6 Clinical Study

The proposed unconstrained elastography method was also validated throughout a pilot clinical study. Two men diagnosed with localized palpable prostate cancer (T2/T3) to be treated with radical prostatectomy were recruited for this study. Transrectal ultrasound scans were performed with patients in lithotomy position using an in-house rail-based probe mount fixture. Volumetric data were collected using a Sonix RP system utilizing a 128 element curvilinear array transrectal ultrasound transducer (Vermon S.A., Tours, France) spanning the whole prostate, with a transmit frequency of 10 MHz. Acquired data consisted of B-mode images, clinical strain images, and RF data collected with a
sampling frequency of 40 MHz and processed as described in details earlier. The field of view covered 85% of the sector width with line density 512, permitting 430 RF lines per frame.

Patients underwent a radical prostatectomy surgery within 1-2 weeks after ultrasound data collection. Following surgery, patient prostatectomy specimens were fixed, sectioned, and mounted on whole-mount [35] histopathology slides. Fixation was performed in 5% formalin for up to 24 h. Embedded tissue was sectioned in a serial fashion from apex to base at a 90° orientation perpendicular to the urethra, nominally matching the orientation at which ultrasound scans were performed. Sections were then cut for staining and microscopy and mounted on 2 in. × 3 in. glass slides. Staining was performed on each slide with haematoxylin and eosin (H&E). Stained glass slides were subsequently digitized at 1 μm resolution using a confocal scanner (TISSUE scope, Huron Technologies, Waterloo, ON, Canada). The digital images were examined by a pathologist for detecting and localizing malignancies and abnormal glandular structures.

3.3 Results

3.3.1 In Silico Phantom Study

With the determined optimal window size of 5 × 5 elements, the proposed algorithm was applied for the given prostate phantom, leading to Young’s modulus ratios of $E_t/E_s = 2.17$ and $E_p/E_s = 1.28$. The resulting Young’s modulus image is shown in Figure 3.6.a. In a more realistic study, Gaussian noise was added to the strain field such that the strain SNR was 10 dB. Figure 3.6.b shows the elasticity image reconstructed from this noisy strain field using the proposed technique. In this case, the obtained elasticity ratios were $E_t/E_s = 2.32$ and $E_p/E_s = 1.39$. Errors of these two cases are reported in Tables 3.3 and 3.4, respectively. The reconstructed Young’s modulus values obtained in this study and the following studies are average values calculated over each tissue region.

<table>
<thead>
<tr>
<th></th>
<th>True Value</th>
<th>Reconstructed Value</th>
<th>Error</th>
</tr>
</thead>
<tbody>
<tr>
<td>$E_t/E_s$</td>
<td>1.30</td>
<td>1.28</td>
<td>1.5 %</td>
</tr>
<tr>
<td>$E_p/E_s$</td>
<td>2.20</td>
<td>2.17</td>
<td>1.3 %</td>
</tr>
</tbody>
</table>
Figure 3-6: Reconstructed Young’s modulus image using data with no noise (a) and reconstructed elasticity image using strain field with SNR of 10 dB (b) (The size of the rectangle is 10 x 8 cm).

Table 3-4: YM ratio values of the in silico phantom reconstructed from strain data with SNR of 10 dB.

<table>
<thead>
<tr>
<th></th>
<th>True Value</th>
<th>Reconstructed Value</th>
<th>Error</th>
</tr>
</thead>
<tbody>
<tr>
<td>E_p/E_s</td>
<td>1.30</td>
<td>1.39</td>
<td>6.9 %</td>
</tr>
<tr>
<td>E_t/E_s</td>
<td>2.20</td>
<td>2.32</td>
<td>5.4 %</td>
</tr>
</tbody>
</table>

3.3.2 Tissue Mimicking Phantom Study

Based on the uniaxial compression tests conducted to measure the YM of each tissue mimicking part in the phantoms, the YM ratios of the unifocal phantom tissues were E_t/E_s =4.40 and E_p/E_s =1.72, respectively. The proposed unconstrained elastography method was applied to reconstruct these ratios. Figure 3.7 illustrates acquired B-mode ultrasound image, strain image, and reconstructed elasticity image of this phantom. Based on the strain image, the tissue YM ratios were obtained at E_t/E_s = 1.40 and E_p/E_s = 0.65, indicating an error of 68% for the tumor’s relative elasticity. As shown in Table 3.5, YM ratios obtained from the reconstructed elasticity image are at E_t/E_s = 3.92 and E_p/E_s = 1.66, indicating errors of only 11% and 4% for the tumor and prostate tissues, respectively.
Figure 3-7: B-mode ultrasound image of the tissue mimicking phantom (top), corresponding strain image (middle), and reconstructed elasticity image using the proposed elastography technique (bottom). The tumor area has been roughly segmented based on the B-mode image on the strain and YM images. (The depth of the fan in all images is 7 cm)

<table>
<thead>
<tr>
<th></th>
<th>True Value</th>
<th>Strain Imaging</th>
<th>Error</th>
<th>The proposed Method</th>
<th>Error</th>
</tr>
</thead>
<tbody>
<tr>
<td>$E_p/E_s$</td>
<td>1.72</td>
<td>0.65</td>
<td>62%</td>
<td>1.66</td>
<td>4%</td>
</tr>
<tr>
<td>$E_t/E_s$</td>
<td>4.40</td>
<td>1.40</td>
<td>68%</td>
<td>3.92</td>
<td>11%</td>
</tr>
</tbody>
</table>
In the bifocal tumor phantom case, based on the uniaxial compression tests, YM ratios of $E_{t1}/E_s = 7.23$, $E_{t2}/E_s = 6.17$ and $E_p/E_s = 3.86$ were obtained. Acquired B-mode ultrasound image, strain image, and reconstructed elasticity image of this phantom are shown in Figure 3.8. As summarized in Table 3.6, the tissues YM ratios obtained from the strain image are $E_{t1}/E_s = 11.87$, $E_{t2}/E_s = 7.75$, and $E_p/E_s = 2.77$ whereas YM ratios obtained from the reconstructed YM image are $E_{t1}/E_s = 6.56$, $E_{t2}/E_s = 5.44$, and $E_p/E_s = $
2.75, indicating errors at 9%, 12%, and 29% for tumor 1, tumor 2, and prostate tissues, respectively. Results reported in Tables 3.5 and 3.6 were obtained with a probe compression displacement estimated at 1.9 mm. Reconstructions were also performed with other US image frames corresponding to probe displacements estimated at 2.2 and 2.5 mm, leading to insignificantly different YM ratios.

Table 3-6: Reconstructed YM ratio values of bifocal tissue mimicking phantom

<table>
<thead>
<tr>
<th></th>
<th>True Value</th>
<th>Strain Imaging</th>
<th>Error</th>
<th>The proposed Method</th>
<th>Error</th>
</tr>
</thead>
<tbody>
<tr>
<td>E_p/E_s</td>
<td>3.86</td>
<td>2.77</td>
<td>28%</td>
<td>2.75</td>
<td>29%</td>
</tr>
<tr>
<td>E_t1/E_s</td>
<td>7.23</td>
<td>11.87</td>
<td>64%</td>
<td>6.56</td>
<td>9%</td>
</tr>
<tr>
<td>E_t2/E_s</td>
<td>6.17</td>
<td>7.75</td>
<td>25%</td>
<td>5.44</td>
<td>12%</td>
</tr>
</tbody>
</table>

3.3.3 Patient Study

Figure 3.9 shows a histology image, B-mode image, clinical strain image, strain image calculated using the Rivaz et al. algorithm [17] and reconstructed YM image for patient 1. The large cancerous region identified within the histopathology image is barely detectable in the B-mode and clinical strain images because of their low sensitivity. However, the hypo-intensity area of the calculated strain image shows the cancerous region in the prostate’s peripheral zone. Strain ratio of this region with respect to the surrounding background tissue was estimated at 7.34. Based on the smooth reconstructed YM image not only the separate nodules are detected but also their YM ratios can be calculated. The YM ratios of nodules 1 and 2 with respect to the surrounding background tissue were calculated at 3.14 and 2.68, respectively. These values were obtained with a probe displacement value estimated at 0.9 mm. Two other reconstructions were also performed with probe displacements of 1.5 and 1.7 mm which lead to YM ratio increase ranging from 15% to 18% due to tissue hyperelasticity.

Figure 3.10 shows histopathology, clinical and reconstructed strain images corresponding to patient 2. Although the clinical strain images show suspicious regions near the cancerous area, these regions do not completely fit the cancerous tissue pattern visible in the histology image. The reconstructed YM image shown in Figure 3.10e
indicates a suspicious area that is closer to the cancerous region shown in the histopathology image.

**Figure 3-9:** Macroscopic image of the whole-mount histopathology section of the prostatectomy specimen acquired from patient 1 (a), demonstrating the cancerous areas contoured by a pathologist. The scale bar is ~1 cm. B-mode ultrasound image (b), clinical strain image (c), calculated strain image (d), and reconstructed YM image corresponding to patient 1 (e). Prostate cancer is visible as a hypo-intensity area in the reconstructed strain image and as two nodules in the reconstructed YM image (contoured in white). (The depth of the fan in all images is 4 cm)
Figure 3-10: Macroscopic image of the whole-mount histopathology section of the prostatectomy specimen acquired from patient 2 (a), demonstrating the cancerous area contoured by a pathologist. The scale bar is ~1 cm. B-mode ultrasound image (b), clinical strain image (c), calculated strain image (d) and reconstructed YM image (e) corresponding to patient 2. The hypo-intensity area in the reconstructed strain image shows a single outlined tumor region. A distinct suspicious outlined area is visible in the reconstructed YM image that fits the cancerous region of the histology image. (The depth of the fan is 5cm in B-mode image and 6 cm in clinical and calculated strain images and the reconstructed YM image)
Strain and YM ratios of this region with respect to the surrounding background tissue were estimated at 6.73 and 2.31, respectively. These values were obtained with probe displacement value estimated at 1.3 mm. Two other reconstructions were also performed with probe displacements of 1.6 and 1.8 mm which lead to YM ratio increase ranging from 13% to 17% due to tissue hyperelasticity.

3.4 Discussion and Conclusions

A full inversion quasi-static US elastography technique was introduced in this paper. To our knowledge, the proposed technique is the first quasi-static full inversion-based US elastography technique applied clinically for prostate cancer diagnosis. Unlike many other US and MR elastography techniques [8-19] where boundary conditions are not considered while extensive idealizations are incorporated, the mathematical framework of this technique takes into account realistic boundary conditions and stress non-uniformity, leading to more reliable YM reconstruction. Compared to harmonic elastography techniques, however, the proposed quasi-static elastography technique is not capable of providing information related to tissue viscosity properties. The latter properties may be regarded as additional cancer biomarkers as they may potentially carry more diagnostic information pertaining to the type and staging of prostate cancer.

While harmonic US and MR elastography techniques require additional hardware attachments for wave generation in addition to ad hoc software including specialized pulse sequences for MR elastography, the proposed elastography technique only requires the prostate TRUS pre- and post-compression RF signals provided by a clinical ultrasound system. These data requirement can be met at a low-cost using any widely available ultrasound imaging system (e.g., Sonix RP and higher models: Ultrasonix Medical Corporation, Richmond, BC, Canada) while no additional hardware attachment is necessary. Compared to constrained elastography techniques [31, 36] another advantage of the proposed method is that it does not require image segmentation in the YM reconstruction process. In addition to reducing the computational complexity of the reconstruction, this is critical for US elastography as B-mode or strain images frequently lack enough sensitivity and SNR necessary for prostate capsule and tumor segmentation. While the proposed reconstruction algorithm is computationally more complex than
strain imaging as it requires stress analysis using FEM, its complexity is comparable to full inversion based reconstruction algorithms formulated using nonlinear optimization [24, 37-40]. Because of this time complexity issue, the method is not suitable for real-time applications. However, it may be accelerated with parallel computing using GPU programming [41] or accelerated FEM techniques such as Statistical Finite Element Method (SFEM) [42].

The proposed prostate US elastography method is robust as indicated by the in silico phantom study, where it was shown that it leads to highly accurate relative YM reconstruction under both noise free and noisy strain data with the highest reconstruction error of less than 7%. Furthermore, unlike strain imaging which can only detect tissue abnormality with limited accuracy, the method is quantitative as it yields the prostate’s YM ratios with reasonably high accuracy as demonstrated by the tissue mimicking phantom study including the unifocal and bifocal cancer phantoms. This study showed that the YM ratio of the tumor to the surrounding tissue can be measured with errors ranging from only 5% to 11%. In addition to the reasonably high accuracy of reconstructed YM ratios, the phantom study showed that the method is also capable of accurate determination of the tumors’ location and shape. The unifocal phantom case demonstrated an accurate detection of tumor location and shape.

The reconstructed relative YM pertaining to the bifocal one showed diffused tumors. The diffused shapes could have been caused by actual gelatin-agar material diffusion between the tumors and surrounding tissue. Some minor artifacts, including stiffening near the rectum, are also visible in the reconstructed YM ratio images of the tissue mimicking phantoms. These are caused by various factors including the high contact stresses near the rectum area combined with strain data with limited accuracy. Note that out of plane strain becomes significant under high tissue deformation conditions. This would introduce errors pertaining to using the 2D FE model in the reconstruction algorithm. Such conditions further impact the local relative YM reconstruction accuracy as a result of further reduction of in plane strain estimation. To address this issue more sophisticated tissue motion tracking algorithms are required. It is noteworthy that the stress calculation step using FEM may have variable spatial accuracy due to assumed
boundary conditions such as fixed and prescribed boundary conditions of the probe, leading to variable stress estimation accuracy. Results of the clinical study revealed that the proposed method can detect cancerous regions reasonably accurately. Comparing the histopathology images with the reconstructed elasticity images in some cases indicates imperfect matches between tumor location and geometry. This lack of perfect matching can be attributed to factors which contribute to image artifacts through the image reconstruction process as discussed earlier. They can also be attributed to the fact that the histopathology sections are deformed significantly compared to the corresponding in vivo prostate sections. Another contributing factor is that histopathology sections often do not exactly match the position and orientations of US scan sections, hence the nearest section to the processed B-mode view is frequently considered for comparison. Two factors may influence the proposed method’s reproducibility, which are the amount and direction of the probe compression. In the experimental setup used in this study, the amount of compression is controlled by the Ultrasonix imaging system. The system is designed such that the users should apply only a limited amount of compression to have a meaningful image in the elastography mode of the Ultrasonix (a colored image within the range). As for the direction, in this investigation the operator was instructed to apply pressure in the AP direction, otherwise to provide approximate probe compression direction for the purpose elasticity reconstruction. The clinical study presented in this work should be regarded as a preliminary study to introduce the concept and assessing its potential accuracy and clinical utility. Krouskop et al. [6] showed that stiffness of ex vivo Benign Prostate Hyperplasia (BPH) is different from normal tissue and cancerous tissue. This implies that the technique has the potential to differentiate BPH from cancer. In fact this is one of our group’s planned future works for continuing this research. Assessment of the method’s sensitivity and specificity requires a thorough statistical study which should involve a relatively larger number of clinical cases with different tumor size and location scenarios. An interesting future study that may follow sensitivity and specificity assessment can be testing an important hypothesis of correlation between tumor stiffness and its level of invasiveness.
Appendix

The unconstrained elastography method proposed in this chapter does not require image segmentation. As such, it is not only capable of tumor classification but also tumor detection. As discussed in chapter 3, two factors may influence the proposed method’s reproducibility, which are the amount and direction of the probe compression. In an attempt to address the concern of uncertainty in the amount and direction of probe compression, reconstruction was done with three different amounts of compression for both tissue mimicking phantom study and clinical study. For this purpose, different post-compression frames were adopted for strain reconstruction showing the different levels of loadings. Probe displacement, in each case, which is proportional to tissue deformation, was then calculated and YM ratios were reconstructed. Reconstruction results are reported in the following tables.

Table 0-1: Reconstructed YM ratio values of unifocal tissue mimicking phantom for different probe compression values.

<table>
<thead>
<tr>
<th>Probe Displacement Amount (mm)</th>
<th>Elasticity Ratio</th>
<th>True Value</th>
<th>The proposed Method</th>
<th>Error</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.9</td>
<td>E_p/E_s</td>
<td>1.72</td>
<td>1.66</td>
<td>4%</td>
</tr>
<tr>
<td></td>
<td>E/E_s</td>
<td>4.40</td>
<td>3.92</td>
<td>11%</td>
</tr>
<tr>
<td>2.2</td>
<td>E_p/E_s</td>
<td>1.72</td>
<td>1.61</td>
<td>6%</td>
</tr>
<tr>
<td></td>
<td>E/E_s</td>
<td>4.40</td>
<td>4.02</td>
<td>9%</td>
</tr>
<tr>
<td>2.5</td>
<td>E_p/E_s</td>
<td>1.72</td>
<td>1.63</td>
<td>5%</td>
</tr>
<tr>
<td></td>
<td>E/E_s</td>
<td>4.40</td>
<td>3.87</td>
<td>12%</td>
</tr>
</tbody>
</table>
Table 0-2: Reconstructed YM ratio values of bifocal tissue mimicking phantom for different probe compression values.

<table>
<thead>
<tr>
<th>Probe Displacement Amount (mm)</th>
<th>Elasticity Ratio</th>
<th>True Value</th>
<th>The proposed Method</th>
<th>Error</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.5</td>
<td>E_p/E_s</td>
<td>3.86</td>
<td>2.75</td>
<td>29%</td>
</tr>
<tr>
<td></td>
<td>E_t1/E_s</td>
<td>7.23</td>
<td>6.56</td>
<td>9%</td>
</tr>
<tr>
<td></td>
<td>E_t2/E_s</td>
<td>6.17</td>
<td>5.44</td>
<td>12%</td>
</tr>
<tr>
<td>1.9</td>
<td>E_p/E_s</td>
<td>3.86</td>
<td>2.91</td>
<td>25%</td>
</tr>
<tr>
<td></td>
<td>E_t1/E_s</td>
<td>7.23</td>
<td>6.41</td>
<td>11%</td>
</tr>
<tr>
<td></td>
<td>E_t2/E_s</td>
<td>6.17</td>
<td>5.58</td>
<td>10%</td>
</tr>
<tr>
<td>2.2</td>
<td>E_p/E_s</td>
<td>3.86</td>
<td>2.63</td>
<td>32%</td>
</tr>
<tr>
<td></td>
<td>E_t1/E_s</td>
<td>7.23</td>
<td>6.49</td>
<td>10%</td>
</tr>
<tr>
<td></td>
<td>E_t2/E_s</td>
<td>6.17</td>
<td>5.21</td>
<td>15%</td>
</tr>
</tbody>
</table>

Table 0-3: Reconstructed YM ratio values of clinical study # 1 for different probe compression values.

<table>
<thead>
<tr>
<th>Probe Displacement Amount (mm)</th>
<th>Index</th>
<th>Elasticity Ratio</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.9</td>
<td>E_{nodule1}/E_{background}</td>
<td>3.14</td>
</tr>
<tr>
<td></td>
<td>E_{nodule1}/E_{background}</td>
<td>2.68</td>
</tr>
<tr>
<td>1.5</td>
<td>E_{nodule1}/E_{background}</td>
<td>3.73</td>
</tr>
<tr>
<td></td>
<td>E_{nodule1}/E_{background}</td>
<td>2.87</td>
</tr>
<tr>
<td>1.7</td>
<td>E_{nodule1}/E_{background}</td>
<td>3.83</td>
</tr>
<tr>
<td></td>
<td>E_{nodule1}/E_{background}</td>
<td>2.91</td>
</tr>
</tbody>
</table>

Table 0-4: Reconstructed YM ratio values of clinical study # 2 for different probe compression values.

<table>
<thead>
<tr>
<th>Probe Displacement Amount (mm)</th>
<th>Index</th>
<th>Elasticity Ratio</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.3</td>
<td>E_{nodule1}/E_{background}</td>
<td>2.31</td>
</tr>
<tr>
<td>1.6</td>
<td>E_{nodule1}/E_{background}</td>
<td>2.67</td>
</tr>
<tr>
<td>1.8</td>
<td>E_{nodule1}/E_{background}</td>
<td>2.74</td>
</tr>
</tbody>
</table>
Based on this analysis, the amount of compression did not change the YM ratios significantly in the tissue mimicking phantoms. This is attributed to the fact that the gelatin-agar materials used to reconstruct the phantoms are elastic. However, the amount of compression increased the contrast between cancerous and normal tissue stiffness in clinical studies, which attributed to the fact that the prostate tissues are hyper elastic.
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Chapter 4

Statistical Finite Element Method for Real-Time Tissue Mechanics Analysis

The material presented in this chapter has been published in Journal of Computer Methods in Biomechanics and Biomedical Engineering, 15(6): 595-608 (2012).*

4.1 Introduction

Many biomedical applications involve computer simulation of tissue mechanics. Examples of such applications include virtual reality (VR) systems of surgical procedures, computer-aided clinical intervention, design of prosthetic body parts and elastography imaging systems. Tissue mechanics simulators are usually based on numerical models of the tissue. Such models are often complex leading to time-consuming simulation. Some applications such as computer-aided interventional procedures and elastography image reconstruction require real-time or at least near real-time tissue computer simulation. These applications indicate that a fast and yet reasonably accurate tissue mechanics computer simulator is highly desirable.

Since the mid-1990s, the concept of training surgeons using VR simulators was introduced, which led to efforts to develop realistic surgery simulators. The development of such simulators has also made possible novel surgical therapy procedures paving the way for robotic surgery and minimally invasive intervention. Computer-aided surgery involves updating preoperative images that is often conducted using soft tissue simulators. In such cases, limited computational resources and fast computation are two competing factors, which necessitate optimal management of computation time [1].

Satava [2] classified generations of surgical simulators into three categories. Among these, the most sophisticated one encompasses simulators that take into account anatomical, physical and physiological description of the human body. Physics-based deformable models proposed for computer graphics applications are grouped in four general categories that include Lagrangian mesh based and mesh-free methods [3]. Finite element method (FEM) and Mass Spring (MS)-based models are founded on the Lagrangian mesh-based category. They are currently the most popular techniques for tissue mechanics simulation. While FEM is known for its accuracy, it suffers from low computation speed. On the other hand, the MS-based method is the simplest and most intuitive of all deformable models. Given their high speed, MS models may seem more suitable for such applications. However, they lack solid theoretical foundations in continuum mechanics and do not lend themselves well for modeling isotropic and specific anisotropic materials. To provide MS models with suitable theoretical foundations, some researchers proposed simulators, which require tissue property input parameters derived based on FEM formulation [4, 5].

The functionality of prosthesis is determined by three factors: fitting, strength and stability. The most important factor is the strength, which can be assessed by stress analysis of the prosthesis and the surrounding tissue. The most accurate method of stress analysis in this application is FEM. To assess prosthesis or surrounding tissue mechanical failure, it is ideal to conduct stress analysis based on prosthetic parts that are custom-designed for patients. However, computation time and the associated cost required for such custom-design approach is prohibitive.
Elasticity imaging or elastography is a novel imaging technique in which elastic properties of tissues are reconstructed and displayed. Elastography image reconstruction techniques typically involve inversion of tissue displacement data using tissue biomechanical model. This reconstruction can be done iteratively where each iteration involves tissue stress analysis. Although FEM can provide highly accurate tissue stress fields, it is time-consuming and hence not suitable for real-time or near real-time imaging. As such, there are many biomedical applications that may benefit from an alternate accelerated method of tissue stress or displacement analysis.

The complexity of a finite element (FE) model depends on the number and type of elements used in the tissue model. Nonlinearity is also a significant factor that adds to the FE time complexity. The high time complexity drawback renders conventional FE models unfit for real-time tissue mechanics problems. As such, a fast technique and reasonably accurate technique that can be used as an alternate to FEM is highly desirable for applications where real-time tissue mechanics simulation is required.

In an attempt to accelerate FE analysis of a cornea model, Sagar et al. [6] developed a 3D computer graphics model of the eye in a virtual environment. In this work, the stress and displacement fields were updated every second. Bro-Nielsen [7] introduced a condensation technique [8] similar to the boundary element method, in which surface and interior nodes were decomposed and FE equations were solved on surface elements only. To speed up this technique, Bro-Nielsen and Cotin [9] inverted the stiffness matrix explicitly and used a selective matrix–vector multiplication for a linearised FE model. Later, Cotin et al. [10] used quasi-static pre-computed linear elastic models corresponding to elementary deformations of surface nodes and employed the superposition principle to compute any given deformation. However, this technique cannot incorporate patient-specific information effectively since it requires large amount of pre-calculation for any new geometry. More recently, Cotin et al. [11] introduced a dynamic, linear elastic FE-based model referred to as mass-tensor model (MTM). In the MTM, the modeled object was discretised into a tetrahedral mesh with forces calculated at the vertices of each tetrahedron. This approach facilitates faster calculation of tissue deformation as it takes advantage of preprocessed information to compute the stiffness.
matrix. Similar to the previous method, the entire pre-processing procedure has to be performed for a given new object, which renders it time-consuming for clinical applications.

Model order reduction is a well-known approach to accelerate the FE analysis. The goal of model order reduction is to find a low-dimensional but accurate approximation of the large-scale quasi-static/dynamic system. With this approach, one can drastically reduce the time required for transient and harmonic simulation and find a compact representation suitable for system level simulation. Farle et al. [12] discussed several model order reduction techniques developed over the past decades in different FE-based applications. Krysl et al. [13] and Lall et al. [14] used empirical eigenvectors to achieve a reduced basis (RB) which reproduces the dynamic response of a full nonlinear system in a statistical sense. The RB methods [15, 16] were also used by other researchers for the solution of parameterized partial differential equations in elasticity problems [15, 17].

In this work, we present a novel FE-based technique to estimate the deformation and stress pattern of soft tissues. This technique is not only highly accurate but also very fast. The technique involves FE analysis of a class of organs under certain loading conditions, followed by principal component analysis (PCA) and data fitting. While the FE analysis stage is time-consuming as it involves a large number of organs, it can be done offline very effectively. Because of the substantial similarity in the geometry of a specific organ of different subjects, this approach is laid down such that it takes full advantage of tissue mechanics simulation results previously obtained for these organs. The validation results, obtained based on numerically generated shapes, are very encouraging, and demonstrate that the technique has a good potential to be utilized in biomedical applications where real-time or near real-time tissue simulation is required.

4.2 Methodology

4.2.1 Prostate Model

To calculate a displacement or stress field of tissue undergoing mechanical stimulation, FEM modelling can be used. This modelling requires the geometry and biomechanical properties of the tissue and boundary conditions. This work demonstrates the proposed
concept and methodology using a prostate model example. 2D prostate transrectal ultrasound (TRUS) images were used to construct the model. As shown in Figure 4.1, mechanical stimulation of ultrasound probe is applied to the bottom of the prostate leading to the compression of the prostate and its surrounding tissue. The prostate tissue along with a block of surrounding tissue is incorporated in the model since the effect of the probe compression becomes insignificant at points far away from its application region. Hence, as shown in Figure 4.1c, the model contains the prostate inside a box mimicking the surrounding connective tissue. All points on the box’s edges are fixed except the points on the curve that mimic rectum wall where the probe applies compression. Various Young’s moduli were assigned to the two regions of the prostate and surrounding tissue, and the model was discretised into an FE mesh. As the load acts in the plane of the 2D model (with small thickness) the problem is idealised as a plane stress problem.

![Figure 4-1: Prostate 2D TRUS images (a) before compression and (b) after compression and (c) corresponding FE model of the prostate with contact loading of US probe and fixed boundary conditions. Outline boundaries far enough from the US probe are idealized as fixed boundary conditions.](image)

### 4.2.2 Statistical Shape Model

The proposed technique in this paper, which we refer to as statistical finite element method (SFEM), is based on the statistical shape model (SSM) concept [18]. SSM is used to provide an efficient parameterisation of geometrical variability of a shape class, leading to a compact representation of shape and allowing shape constraints to be applied effectively during interpretation. In SFEM, each shape in a class of objects is
represented by a set of points encompassing its outline called ‘landmarks’. To compare equivalent points from different shapes, all shapes are aligned by scaling, rotation and translation with respect to a set of axes. Considering a set of \( N \) 2D shapes, each of which is outlined by \( n \) landmarks, every shape can be represented by a single point in a 2n-D space:

\[
\mathbf{X}_i = (x_{i1}, y_{i1}, x_{i2}, y_{i2}, ..., x_{in}, y_{in})^T \quad i = 1, ..., N \tag{4.1}
\]

Thus, a set of \( N \) shapes may be seen as a cloud of \( N \) points in this 2n-D space. Following the concept of PCA, Cootes et al. [18] assumed that these points lie within some region in the principal component space called ‘allowable shape domain’. Each axis in this space shows a way in which the landmark points move together in some fashion as the shape varies. As such, PCA of this data-set implies that each shape can be obtained by summing up the mean shape and a linear combination of main modes of variation, i.e.

\[
\mathbf{X} = \mathbf{X}_{\text{mean}} + \mathbf{P}\mathbf{b} \tag{4.2}
\]

where \( \mathbf{P} = (\mathbf{p}_1 \mathbf{p}_2 \ldots \mathbf{p}_t) \) is the matrix of the first \( t \) unit eigenvectors of the shapes’ covariance matrix \( \mathbf{S} \), \( \mathbf{b} = (b_1 b_2 \ldots b_t)^T \) is a vector of weight factors and \( \mathbf{X}_{\text{mean}} \) is the mean shape calculated by:

\[
\mathbf{X}_{\text{mean}}^T = \frac{1}{N} \sum_{i=1}^{N} \mathbf{X}_i \tag{4.3}
\]

To calculate the set’s \( 2n \times 2n \) covariance matrix, \( \mathbf{S} \), deviation vectors of each shape from the mean are calculated and assembled into the following form:

\[
\mathbf{S} = \frac{1}{N} \sum_{i=1}^{N} d\mathbf{X}_i \ d\mathbf{X}_i^T \tag{4.4}
\]

where \( d\mathbf{X}_i = \mathbf{X}_i - \mathbf{X}_{\text{mean}} \) is the deviation vector for each shape. The eigenvectors of \( \mathbf{S} \) are the orthogonal components that span this space and their corresponding eigenvalues show how significant they are. The larger the eigenvalue, the more significant is its corresponding eigenvector. Hence, based on the eigenvalues of the shape space, the \( t \) most significant eigenvectors are adopted as the main modes of the shape space in Equation 4.2 such that the ratio of the sum of the corresponding \( t \) eigenvalues to the sum
of all eigenvalues is more than 0.99. The above equations can generate new examples of
the shapes by varying the parameters \(b_k\) within suitable limits (Cootes et al. 1995):

\[
-3\sqrt{\lambda_k} \leq b_k \leq +3\sqrt{\lambda_k}
\]  

(4.5)

where \(\lambda_k\) is the \(k\)th eigenvalue of the shape set’s covariance matrix.

### 4.2.3 Statistical Finite Element Model

Stiffness matrix computation and the solution to a linear or nonlinear system of equations are
the most time-demanding part of FE analysis. However, for a set of similar body organs such as the prostate or the breast, the shape, tissue type distribution and their material properties have significant similarities in different individuals. Therefore, it is reasonable to assume that the stiffness matrix \(K\), thus the FE solution (e.g. displacement field) corresponding to an organ in a set of similar organs depends mainly on the organ’s geometry. Finding a relationship between organ geometry and its corresponding FE solution can avoid performing tedious FE calculation for every shape in the class of body organs, paving the way for obtaining a reasonably accurate FE solution in real-time fashion. The complexity of the tissue’s constitutive law incorporated in the FE analysis is expected to increase the complexity of the relationship between geometry and FE solution. As such, various function-fitting approaches such as neural network (NN) or PCA-based regression may be suitable for linking shape parameters and FE solution of a set of a particular body organ. One possible representation of geometry and FE solution is
discretised shape outline and its corresponding 2D or 3D FE solution, respectively. However, due to the very large dimensions of input and output with this representation, a fitting function is unlikely to yield a reasonably accurate mapping function. Hence, we use PCA to reduce the dimensions of input and output and make them appropriate for fitting functions.

### 4.2.4 Formulation

In this paper, we introduce a novel technique which we refer to as statistical finite element method (SFEM). This technique is developed for tissue biomechanical analysis and is capable of estimating tissue deformation and stress field in real-time fashion. The
The proposed technique employs PCA to obtain a compact representation for the organ’s shape and its corresponding FE solution. The essence of the proposed technique is that shapes of an organ set and their corresponding FE solutions pertaining to specific loading and boundary conditions can be related quantitatively. Hence, by assuming similar tissue biomechanical properties in a class of organs, the shape information of the object is sufficient to find its deformation and stress field under the specific loading and boundary conditions. This technique enables developing patient-specific body organ modelling where the organ undergoes similar type of loading such as loading associated with TRUS-guided prostate biopsy or breast biopsy.

To develop a relationship between organ set shapes and their FE solutions, we employed the PCA concept. In PCA of a shape set, each node in the discretised representation of the shape must correspond to a unique feature. Such feature can be derived from the anatomy of the organs. In the absence of such features or for simplicity, we obtain equivalent nodes throughout a body organ set by mapping each shape to a unique regular grid in the logical space using transfinite interpolation (TFI) [19]. TFI is straightforward to implement and only requires mapping the boundaries of the shape (physical space) to the sides of a unique square grid in the logical space. For the sake of simplicity, we use landmarks on the shape boundaries corresponding to points uniformly spaced on the square boundaries in the logical space. Hence, internal nodes are generated automatically using TFI blending functions [19]. In the presence of distinct landmarks or regions in the body organ shapes, other linear or nonlinear blending functions could be used to generate equivalent nodes throughout the body organ class.

As discussed earlier, the shape space is given by Equation 4.2. Similarly, using a common TFI-based FE mesh with quadrilateral elements, each shape can be discretised by \( m \) nodes and \( p \) elements. Hence, the 2D displacement field of each shape obtained from FE analysis can be represented by a single point in the \( 2m \)-D space as follows:

\[
\mathbf{u}_i = \begin{pmatrix} u_{x,i1}, u_{y,i1}, u_{x,i2}, u_{y,i2}, \ldots, u_{x,im}, u_{y,im} \end{pmatrix}^T \quad i = 1, \ldots, N \quad (4.6)
\]

Similarly, the 2D stress field of each shape obtained from FE analysis can be represented by a single point in the \( 3p \)-D space as follows:
Similar to [18], we can assume that for a set of N shapes, there is an allowable shape domain in $2m$-D principal component displacement space and in $3p$-D principal component stress space to which an ellipsoid can be fitted. Each principal axes of this ellipsoid, which shows a mode of displacement or stress variation, can be calculated by employing PCA to the data. Therefore, the FE space can be defined as:

$$S_i = (S_{xx,i1}, S_{yy,i1}, S_{xy,i1}, S_{xx,i2}, S_{yy,i2}, S_{xy,i2}, ..., S_{xx,iP}, S_{yy,iP}, S_{xy,iP})^T \quad i = 1, ..., N$$

(4.7)

where $u_{\text{mean}}$ is the mean vector of nodal displacements obtained from FE analysis of all shapes in the dataset, $c = (c_1, c_2, ..., c_s)^T$ is a weight factor vector, and $Q = (q_1, q_2, ..., q_s)$ is the matrix of nodal displacements principal modes (major axes of the ellipsoid or the first $s$ eigenvectors of the displacements covariance matrix) obtained by PCA. Similarly, $S_{\text{mean}}$ is the mean vector of element stress values obtained from the FE analysis of all shapes in the dataset, $d = (d_1, d_2, ..., d_l)^T$ is a weight factor vector and $R = (r_1, r_2, ..., r_l)$ is the matrix of stress values corresponding to the first $l$ principal modes. The covariance matrices can be obtained using an equation similar to Equation 4.4 for the displacement and stress vectors of each shape. Similar to SSMs, Equations 4.8 and 4.9 essentially represent statistical displacement and stress models, respectively. These equations can generate new examples of the displacement and stress fields by varying the parameters within suitable limits, similar to Equation 4.5:

$$-3\sqrt{\eta_k} \leq c_k \leq +3\sqrt{\eta_k}$$

(4.10)

$$-3\sqrt{\theta_k} \leq d_k \leq +3\sqrt{\theta_k}$$

(4.11)

where $\eta_k$ is the $k^{\text{th}}$ eigenvalue of the displacements covariance matrix and $\theta_k$ is the $k^{\text{th}}$ eigenvalue of the stress covariance matrix.
4.2.5 Procedure

The fundamental assumption of SFEM is that a shape set corresponding to a sufficiently large number of objects is available. In medical applications, the objects refer to a number of shapes of a specific organ, e.g. prostate, breast or lung, which can be obtained by segmenting medical images of an organ acquired from different patients. This shape set will be used as a training set employed to predict the deformation and stress field of an organ of a patient not included in the set. Our proposed technique for tissue displacements and stress calculation of this organ involves two steps: a pre-processing step to determine a shape space-FE space relationship followed by displacement and stress fields calculation step using the obtained relationship. In the first step, we perform PCA analysis on the given shape set via Equation 4.2 to determine vector $b$ of each organ shape in the set. Note that equivalent landmarks must be employed for outlining the shapes at this step. Next, as described earlier, a common TFI-based FE mesh is used to perform FE analysis on each organ shape in the training set. The loading and boundary conditions of the FE model of each organ in the set correspond to a specific medical procedure such as US probe contact loading in prostate TRUS. After conducting FE analysis for each object undergoing the loading of interest, PCA is carried out to obtain the main modes of deformation and stress ($Q$ and $R$) and weight factors ($c$ and $d$) needed in Equations 4.8 and 4.9.

For a new shape not included in the training set, $b_{\text{new}}$, the weight vector of the new shape can be calculated easily by either obtaining the least squares solution of Equation 4.2 or by employing active shape models [18]. If the new shape has already been outlined by equivalent landmarks (similar to those used with the training data-set), the weight vector $b_{\text{new}}$ can be found by obtaining the least squares solution to Equation 4.2 as follows:

$$b_{\text{new}} = P^+(x_{\text{new}} - x_{\text{mean}})$$  \hspace{1cm} (4.12)

where $P^+$ is the pseudo inverse matrix of $P$. Otherwise, if the new shape is a new medical image of a body organ of a patient, it can be simply segmented by the Active Shape Model technique [18] paving the way for $b_{\text{new}}$ direct calculation.
To find the displacement field corresponding to this object, only $c_{\text{new}}$, the displacement weights vector of the new shape, needs to be determined before substitution in Equation 4.8. Similarly, to find the stress field corresponding to this object, only $d_{\text{new}}$, the stress weights vector of the new shape, needs to be determined before substitution in Equation 4.9. Tissue displacement and stress fields depend on both the organ shape and its tissue mechanical properties. We use $M$ as the vector that contains the organ tissues’ mechanical properties. $M$ would contain Young’s modulus values or hyperelastic parameters of the tissues depending on the tissue models used in the FE model. Therefore, to account for tissue properties dependence in $c_{\text{new}}$ and $d_{\text{new}}$ calculation, we establish a relationship between the augmented vectors $[b \ M]$ and their corresponding FE solution space characterized by $[c \ d]$.

As can be seen, although FE and PCA in the preprocessing step are computation demanding, the step of the new shape’s displacement field calculation is very fast as it involves a simple linear least square calculation or real-time active shape analysis [18] followed by simple substitution in Equation 4.8 or Equation 4.9. Note that unlike the displacement or stress field calculation step, which needs to be carried out very fast in real-time biomedical applications, the pre-processing step’s speed is not critical and can be carried out offline. Although the methodology of the proposed SFEM technique is general and can handle inhomogeneous organs, only homogenous objects are presented in this work.

### 4.2.6 Fitting Function Approaches

The key step in the proposed technique is fitting a relationship between the compact representation of geometry ($b$) and the FE fields ($c$ and $d$). While various techniques exist for data fitting, we explored two different techniques described in Sections 4.2.6.1 and 4.2.6.2.

#### 4.2.6.1 Multilayer NN

As discussed earlier, we use NN to relate shape and FE solution throughout a data-set of object class. Again, the shape is characterised by vector $b$ and FE fields are characterised by vectors $c$ and $d$. The NN we used for this purpose is a multilayer feed-forward back-
propagation NN. In general, multilayer feed-forward NNs (FF-NN) [20] are widely used in function approximation applications. Such networks consist of an input layer, which conducts the inputs to the next layer, a number of hidden layers and an output layer. Hidden and output layers include a number of neurons. Each neuron receives a number of weighted inputs as well as a bias and yields an output. To compute its output, each neuron uses a transfer function over the sum of its weighted inputs and bias. During the training phase, the network finds an optimum mapping relationship between the input and output vectors using training samples, i.e. a number of input vectors and their corresponding output vectors. This is carried out by the network through adjusting its neurons’ weights and bias values to minimise the differences between the network’s known responses to their respective input samples. The most common training algorithm used in FF-NN is the back-propagation algorithm, which is based on the gradient descent method. The term back-propagation refers to the manner in which the gradient is computed for nonlinear multilayer networks. In the simulation phase, the trained network responds to new input vectors based on its knowledge achieved during the training phase to produce the output. In this study, a four-layer feed-forward back-propagation NN was applied for function approximation. The NN’s topology was chosen such that the input layer has the size of input vector \([b \ M]\) with two hidden layers consisting of 15 neurons each in addition to the output layer. The output layer includes as many neurons as the size of output vector \([c \ d]\). All the neurons used tangent-sigmoid as their transfer function except the neurons of output layer that have a linear transfer function.

### 4.2.6.2 PCA-based Technique

Another approach to establish a relationship between \([b \ M]\) and \([c \ d]\) is to find a linear regression between them based on PCA. In this approach, the input and output are assembled in one vector \(a\):

\[
a_i = [b_i \ M_i \ c_i \ d_i] \quad i = 1, ..., N
\]

Applying PCA to \(a\) leads to a compact representation of \([b \ M]\) and \([c \ d]\) as follows:

\[
a = a_{\text{mean}} + Se
\]
where \( e \) is a weight factor vector, \( S \) is the matrix of the first \( u \) principal modes and \( a_{\text{mean}} \) is the mean vector of all \( a \) vectors. Alternatively, we can rewrite Equation 2.14 in terms of \( b, M, c \) and \( d \) and their associated matrices \( S_b, S_M, S_c \) and \( S_d \) as:

\[
\begin{bmatrix}
    b \\
    M \\
    c \\
    d
\end{bmatrix}
= \begin{bmatrix}
    b_{\text{mean}} \\
    M_{\text{mean}} \\
    c_{\text{mean}} \\
    d_{\text{mean}}
\end{bmatrix} + \begin{bmatrix}
    S_b \\
    S_M \\
    S_c \\
    S_d
\end{bmatrix} e
\] (4.15)

For any new shape with \( b_{\text{new}} \) as its geometry vector and \( M_{\text{new}} \) as its mechanical properties, \( e_{\text{new}} \) can be found using the first two rows of Equation 4.15 using a least squares solution, if the system of equations is not underdetermined:

\[
\begin{bmatrix}
    b_{\text{new}} \\
    M_{\text{new}}
\end{bmatrix} = \begin{bmatrix}
    b_{\text{mean}} \\
    M_{\text{mean}}
\end{bmatrix} + \begin{bmatrix}
    S_b \\
    S_M
\end{bmatrix} e_{\text{new}}
\] (4.16)

In other words, to have a unique solution to Equation 4.16, the size of \( e \) must be equal to or smaller than \([b M]\). Therefore, the first \( u \) eigenvectors of the covariance matrix of vectors \( e \) used in Equation 4.14 must be chosen such that not only should it reproduce the majority of the variance of \( e \) but also must have a size smaller than the size of vector \([b M]\). After obtaining \( e_{\text{new}}, c_{\text{new}} \) and \( d_{\text{new}} \) can be found readily from Equation 4.15 as follows:

\[
c_{\text{new}} = c_{\text{mean}} + S_c e_{\text{new}}
\] (4.17)

\[
d_{\text{new}} = d_{\text{mean}} + S_d e_{\text{new}}
\] (4.18)

### 4.3 Results

To demonstrate the performance of the proposed technique, we present an in silico study of prostate deformation under TRUS loading. The techniques described above have been used to generate point distribution models for numerical 2D prostate phantoms in both shape and FE spaces. To demonstrate the capabilities of the proposed technique, four different FE analysis types were used in the pre-processing step. Results corresponding to each FE model are presented in the following sections. Although the proposed method (SFEM) requires having the same tissue constitutive law for all objects in both the pre-
processing step and the deformation calculation step, it will be shown that accurate results are still achieved for organs consisting of tissues with significantly different mechanical properties.

4.3.1 Dataset

To evaluate the proposed technique in silico, a database of 500 prostate configurations was produced. This dataset covers prostate sizes vary from a walnut size (typical healthy prostate size) to sizes 5 times bigger than normal (elderly cases with BPH). It also considers prostate shape variation among different individuals using prostate shapes segmented from 86 TRUS images. To consider uncertainty and inter-patient variability in tissue elastic properties, we used a range of elastic or hyperelastic parameter values of (mean ± 0.25 × mean) which implies an uncertainty in the elastic or hyperelastic properties as much as 25% of the mean values. For the linear elastic tissue models, we used Young’s modulus value of 55 kPa, which matches the values reported in Krouskop et al. [21] for the prostate. Considering a variation of 25%, this value leads to a range of 41 kPa < E < 69 kPa. Similarly for the hyperelastic FE models, we used Yeoh model hyperelastic parameter values of $C_{10} = 5.74 \times 10^{-3}$; $C_{20} = 3.57 \times 10^{-1}$ and $C_{30} = 2.05 \times 10^{-3}$. With a STD value of 25% of the mean values, this leads to $4.31 \times 10^{-3} < C_{10} < 7.17 \times 10^{-3}$; $2.68 \times 10^{-1} < C_{20} < 4.46 \times 10^{-1}$ and $1.54 \times 10^{-3} < C_{30} < 2.56 \times 10^{-3}$. Unit of these parameters is N/mm².

4.3.2 SFEM Evaluation

FE analysis was performed on each generated prostate shape of dataset. Here, we performed the following four different FE analysis types using ABAQUS FE software package (SIMULIA, Dassault Systemes, RI, USA):

1. Linear elastic material with moving nodes on the curve in the model that simulates US probe loading in TRUS and fixed nodes elsewhere on the boundary where the loading area is far enough (analysis type A).

2. Hyperelastic material with moving nodes on the curve in the model and fixed nodes elsewhere on the boundary where the loading area is far enough (analysis type B).
(3) Linear elastic material with contact problem at the bottom that simulates a prostate contact loading of US probe in TRUS procedure more accurately (analysis type C).

(4) Hyperelastic material with contact problem at the bottom (analysis type D).

The boundary conditions used in the above models are illustrated schematically in Figure 4.1.c. The fitting functions were then trained with 400 out of the 500 samples. One hundred additional samples were used to test the mapping function. Results were validated by FE analysis results obtained by ABAQUS. Figures 4.2 and 4.3 show results obtained from this analysis using two different fitting functions for $u_x$, $u_y$, $\sigma_{xx}$ and $\sigma_{yy}$, respectively. These figures depict displacement and stress average errors for all the shape evaluation data-sets corresponding to FE analysis of two analysis types A and D explained earlier. These analysis types represent the least and the most complex types of analysis given in this investigation. The results are also summarised in Tables 4.1-4.4. These results show very good agreement between SFEM and FEM.

**Figure 4-2:** Displacements average errors of 100 shape evaluation data-sets (using 400 training set) corresponding to FE results of (a) $u_x$ for type A, (b) $u_x$ for type D, (c) $u_y$ for type A and (d) $u_y$ for type D (errors are in %).
Figure 4-3: Stress average error of 100 shape evaluation data-sets (using 400 training sets) corresponding to FE results of (a) $\sigma_{xx}$ for type A, (b) $\sigma_{xx}$ for type D, (c) $\sigma_{yy}$ for type A and (d) $\sigma_{yy}$ for type D (errors are in %).

Table 4-1: Mean and max average of values of $\nu$, errors per node for 100 shape evaluation data.

<table>
<thead>
<tr>
<th>Type of Analysis</th>
<th>Mean ± std of average error per node</th>
<th>Max of average error per node</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>NN</td>
<td>PCA</td>
</tr>
<tr>
<td>A</td>
<td>0.83 ± 0.31%</td>
<td>0.91 ± 0.32%</td>
</tr>
<tr>
<td>B</td>
<td>0.57 ± 0.21%</td>
<td>1.35 ± 1.50%</td>
</tr>
<tr>
<td>C</td>
<td>0.66 ± 0.23%</td>
<td>1.24 ± 0.75%</td>
</tr>
<tr>
<td>D</td>
<td>0.57 ± 0.24%</td>
<td>0.73 ± 0.36%</td>
</tr>
</tbody>
</table>
Table 4-2: Mean and max average of values of $u$, errors per node for 100 shape evaluation data.

<table>
<thead>
<tr>
<th>Type of Analysis</th>
<th>Mean ± std of average error per node</th>
<th>Max of average error per node</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>NN</td>
<td>PCA</td>
</tr>
<tr>
<td>A</td>
<td>0.40 ± 0.17%</td>
<td>0.53 ± 0.29%</td>
</tr>
<tr>
<td>B</td>
<td>0.28 ± 0.10%</td>
<td>0.45 ± 0.40%</td>
</tr>
<tr>
<td>C</td>
<td>0.53 ± 0.30%</td>
<td>1.09 ± 0.73%</td>
</tr>
<tr>
<td>D</td>
<td>0.42 ± 0.15%</td>
<td>0.47 ± 0.16%</td>
</tr>
</tbody>
</table>

Table 4-3: Mean and max average of values of $\sigma_x$, errors per node for 100 shape evaluation data.

<table>
<thead>
<tr>
<th>Type of Analysis</th>
<th>Mean ± std of average error per node</th>
<th>Max of average error per node</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>NN</td>
<td>PCA</td>
</tr>
<tr>
<td>A</td>
<td>1.82 ± 0.89%</td>
<td>1.80 ± 0.89%</td>
</tr>
<tr>
<td>B</td>
<td>1.19 ± 0.52%</td>
<td>1.66 ± 1.12%</td>
</tr>
<tr>
<td>C</td>
<td>1.53 ± 0.66%</td>
<td>2.15 ± 0.98%</td>
</tr>
<tr>
<td>D</td>
<td>0.64 ± 0.18%</td>
<td>0.73 ± 0.21%</td>
</tr>
</tbody>
</table>
Table 4-4: Mean and max average of values of $\sigma_{yy}$ errors per node for 100 shape evaluation data.

<table>
<thead>
<tr>
<th>Type of Analysis</th>
<th>Mean ± std of average error per node</th>
<th>Max of average error per node</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>NN</td>
<td>PCA</td>
</tr>
<tr>
<td>A</td>
<td>1.11 ± 0.67%</td>
<td>1.16 ± 0.65%</td>
</tr>
<tr>
<td>B</td>
<td>1.49 ± 0.84%</td>
<td>1.64 ± 0.96%</td>
</tr>
<tr>
<td>C</td>
<td>1.29 ± 0.74%</td>
<td>1.56 ± 0.77%</td>
</tr>
<tr>
<td>D</td>
<td>0.64 ± 0.26%</td>
<td>0.68 ± 0.25%</td>
</tr>
</tbody>
</table>

To demonstrate the accuracy of the proposed technique, Figures 4.4-4.7 depict the displacement and stress results obtained by SFEM and by ABAQUS for one of the randomly generated shapes with equitable average errors. In these sample results, the displacements are shown for analysis type D; whereas the stresses are shown for analysis type C among the investigated analysis types. According to the difference images, there is a very good agreement between FE field and its counterpart estimated from our method.
Figure 4-4: $u_x$ field of FEM, NN and PCA and their differences for analysis type D (values of color bar are in mm).
Figure 4-5: $u_y$ field of FEM, NN and PCA and their differences for analysis type D (values of color bar are in mm).
Figure 4-6: $\sigma_{xx}$ field of FEM, NN and PCA and their differences for analysis type D (values of color bar are in kPa).
Figure 4-7: $\sigma_{yy}$ field of FEM, NN and PCA and their differences for analysis type D (values of color bar are in kPa).
In all cases, the SFEM analysis took less than 0.1 s using a regular desktop computer (AMD Athlon 64 X2 dual core processor of 2.4 GHz with 3GB RAM). This implies computation speed ratios of more than 100 corresponding to all analysis types. The ratio of processing time of ABAQUS to the processing time of the proposed SFEM is reported in Table 4.5.

**Table 4-5:** The ratio of the processing time of ABAQUS to the processing time of SFEM.

<table>
<thead>
<tr>
<th>Type of Analysis</th>
<th>Ratio of ABAQUS processing time to SFEM processing time</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>8/0.07 ≈ 114</td>
</tr>
<tr>
<td>B</td>
<td>10/0.07 ≈ 143</td>
</tr>
<tr>
<td>C</td>
<td>12/0.07 ≈ 171</td>
</tr>
<tr>
<td>D</td>
<td>14/0.07 ≈ 243</td>
</tr>
</tbody>
</table>

4.4 Discussion and Conclusions

In this paper, we propose a novel fast FE-based technique (SFEM) for estimating biological tissue deformation under specified loading conditions. The technique combines preprocessed data obtained by accurate FE analysis via PCA and SSM frameworks. The essence of the proposed method is that it establishes an effective interpolation function to relate the two spaces of an organ set geometry and its corresponding FE solutions. Due to the large number of variables required to define the geometry and FE spaces, PCA was employed to reduce the problem dimensions by projecting both the geometry and FE spaces on their respective main basis. The resulting mathematically compact models were then interrelated via a fitting function. Two different fitting functions, namely NN and PCA, were used in this study to demonstrate the effectiveness of the technique in tissue deformation and stress estimation. The proposed approach is very effective for diagnostic and interventional procedures where an organ undergoes a specific clinical procedure.
For example, in prostate TRUS procedure the prostates undergo similar loading characteristics; hence the procedure can be modelled effectively using the proposed technique. In terms of mechanical modelling, models simulating organs undergoing similar procedures typically involve similar boundary and loading conditions. As such, medical images of such organs can be used effectively in conjunction with the proposed SFEM technique to find their deformed shape in real-time. Although the proposed technique is ideal for such cases, it is not limited to situations where the loading characteristics are fully known a priori. If loading conditions are not fully known a priori, the final deformed shape can be obtained using the superposition principle which combines SFEM analysis results corresponding to a set of unit displacement or force boundary conditions.

PCA is widely utilised in model order reduction techniques. In the study of Davatzikos et al. [22], the principal modes of covariation between shape and possible deformation were found from training data-set, by applying PCA to obtain the most likely deformation of the individual anatomy. Similarly, PCA was used to obtain covariation between shape and forces causing deformation. This was followed by the FE analysis to calculate deformed anatomy of a patient. Although the latter technique outperformed the former, it still required costly FE calculation, which is expected to be extensive especially in three dimensions. Mohamed et al. [23] used PCA to extract the main modes of deformation of a prostate under TRUS probe insertion. A third-degree Bernstein polynomial was then sought to approximate the principal modes of deformation as a function of the probe insertion angles and depth. Apart from sources of errors such as Bernstein polynomial approximation and finite number of deformation modes, shape variability and different material parameters were not considered in their work. In the study by Hu et al. [24], the same procedure was followed while material properties were also included as variable parameters. The deformable gland model was then registered to the target surface points by optimising the weights of the principal modes of variation of the statistical motion model. Again, shape variability was not considered in that approach. He et al. [25] employed PCA on FE simulation of soft tissue deformation due to bone-related effects for different surgical plans. In their approach, they estimated the tissue boundary displacements and incorporated them in FE model to find the tissue’s deformed shape.
Once again, this approach only accounts for one patient (one shape) and for any new patient the whole FE analyses must be performed, hence precluding the possibility of adapting it in real-time analysis.

The proposed technique is both very fast and highly accurate for calculating both displacement and stress fields of tissues. Although the proposed technique is very fast (real-time or near real-time), more importantly, its speed does not depend on the complexity of the FE model used in the pre-processing procedure. In other words, after completing the training step, the technique always takes the same amount of time to calculate the displacement and stress fields irrespective of the complexity of the tissue’s constitutive law or boundary conditions. With an ordinary desktop computer, it takes less than 0.1 s to perform SFEM and output the displacement or stress field of a typical 2D model. In the pre-processing step, depending on the application, a specific FE model is used with the shape dataset; e.g. linear elastic, hyperelastic and contact problem in conjunction with linear elastic or hyperelastic materials. However, the more nonlinearity involved in the FE analysis, the more complex the fitting function may have to be. The SFEM method also has a good potential to be implemented in applications such as VR environments used for surgery training, computer-assisted surgery and brachytherapy procedures, and elastography where real-time simulation is required. Results obtained from the SFEM analysis of biomechanical problems with various levels of complexity were presented. The application of this technique in an iterative elastography reconstruction technique was demonstrated in [26]. Such applications, where a large number of FE analyses are involved, can benefit tremendously from the proposed SFEM technique to speed up the respective computation process.

The method has been evaluated for four different analyses types, i.e. linear elastic, hyperelastic and contact problem in conjunction with linear elastic and with hyperelastic materials. The highly accurate results obtained for numerically generated 2D shapes are encouraging and indicate the method’s excellent potential for application in many biomedical applications such as computer-assisted diagnosis and intervention where real-time tissue deformation calculation is required. Other examples of such applications include the development of VR environments used for training surgeons and radiologists,
surgery planning and elastography reconstruction techniques. Further work is under way for extending this technique to heterogeneous tissues (e.g. organs with tumours). In this case, the tumour tissue has different mechanical properties from those of the organ’s normal tissue. Although a 2D implementation of this technique was presented in this study, the technique is general and its 3D implementation follows the same principles and is straightforward. In fact, the value of this technique would be realised even further when applied to 3D cases since the time required to output 3D displacement fields is expected to be in the same order of the ~0.1 s that the 2D cases took in this investigation. This implies that the speed ratio of the proposed SFEM to the conventional FE methods is expected to be significantly larger for 3D models.
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Chapter 5

Towards Ultrasound Probe Positioning Optimization During Prostate Needle Biopsy Using Pressure Feedback

*The material presented in this chapter has been published in International Journal of Computer Assisted Radiology and Surgery, 8(6):1053-1061 (2013).*

5.1 Introduction

Prostate cancer is the most frequently diagnosed cancer in Canadian males and is the third most common cause of death due to cancer in men (after lung and colorectal cancer) [1]. The earliest and least invasive tests for prostate cancer detection are prostate-specific antigen (PSA) blood test and digital rectal examination (DRE). These methods are known to have low sensitivity and specificity [2]. An alternate imaging method for prostate cancer detection is elastography which utilizes variations in tissue stiffness as contrast mechanism. This method is based on the fact that prostate tissue stiffness alteration is associated with pathology [3, 4]. Several research groups have developed transrectal
ultrasonography techniques to investigate elastography effectiveness for prostate cancer diagnosis [5–7]. They concluded that elastography can potentially lead to prostate cancer detection and diagnosis with a high sensitivity and specificity. However, the current clinical gold standard for prostate cancer diagnosis is prostate needle biopsy. Prostate needle biopsy is administered if the PSA and or DRE tests lead to prostate cancer suspicion [8]. It involves removing six to eighteen samples from the upper, mid, and lower regions of the prostate capsule including its left and right sides. This is necessary to obtain a representative sample of the gland and determine the degree and extent of prostate cancer [9]. Transrectal Ultrasound (TRUS) is the most commonly used urologic imaging modality which is currently utilized for needle guidance during prostate biopsy. Although TRUS-guided prostate biopsy is a real-time, relatively low cost and easy to use procedure, it only provides limited amount of information to the physician for accurately guiding the needles to suspicious locations within the prostate capsule, leading to low sensitivity of ~60% and very low positive predictive value of only ~25% [10]. This issue leads to excessive number of biopsies that is undesirable since prostate biopsies are associated with discomfort in addition to a number of side effects such as hematuria (blood in urine), hematospermia (blood in semen), rectal bleeding, and infection. Therefore, reducing the number of biopsies is of great interest. In order to improve needle biopsy accuracy, suspicious areas should be determined precisely in advance, and a system should be designed to guide the needle to those areas with high precision. One approach for achieving this is to register preoperative 3D TRUS or MR image, in which tumors and other suspicious areas are visible, to intra-operative 2D TRUS images.

Boris et al. [11] developed a prostate biopsy system that integrates pre-interventional multi-parametric MR imaging with peri-interventional ultrasound. They showed that lesion targeted cores had a significantly higher positivity rate than non-targeted cores. To achieve a similar purpose, De Silva et al. [12] developed a mechanically assisted 3D ultrasound guided prostate biopsy system in which a preoperative 3D ultrasound image was registered to intra-operative 2D ultrasound images. Another clinical application that involves MRI imaging for planning followed by intra-operative ultrasound imaging fused with MRI is prostate brachytherapy which is used to treat prostate cancer [13, 14]. In this application, the radioactive seeds need to be positioned within the prostate capsule
following a distribution map determined by a medical physicist in order to deliver sufficient radiation dose necessary to destroy cancerous cells throughout the prostate gland. To avoid deviation from the planned seed location map, it is necessary to minimize intra-operative prostate tissue deformation relative to the prostate at the preoperative image data acquisition stage. Registration is necessary in these applications because placing and moving the TRUS probe during image data acquisition may cause very significant prostate tissue motion and deformation, leading to significant rigid and deformable misalignment between the preoperative images and intra-operative 2DTRUS images. Based on solid mechanics, with tissue mechanical property parameters (e.g. Young’s modulus) known for prostate tissues, significant prostate tissue deformation occurs as a result of applying contact pressure by the probe. Analytical and computational models including our model show a direct correlation between pressure applied by US probe and resulting prostate tissue deformation. It is noteworthy that the TRUS probe compression amount in clinical prostate imaging applications is within a range that leads to small tissue elastic deformation which ensures a linear elasticity, implying a linear relationship between applied pressure and prostate deformation.

Robotic systems allow physician to have control over the orientation of the probe during image acquisition. Thus, one approach is conducting 3D and 2D image acquisition with the probe fixed in a pre-determined position relative to the prostate as an attempt to circumvent image registration necessity at least partially. However, because of unexpected patient motion, the ultrasound probe position relative to the prostate is not fixed during image acquisition. The difference in the relative probe position implies that the prostate is deformed differently, and hence, deformable registration becomes necessary. This registration can be circumvented or at least sped up if the probe is steered such that its orientation relative to the prostate is almost the same during preoperative 3D and intra-operative 2D images acquisition. Positioning the ultrasound probe in similar orientations is not possible by means of image visual feedback only. Visual feedback only guarantees that the whole prostate is within the image’s field of view irrespective of the probe’s orientation. To ensure having the same orientation, pressure haptic feedback would be helpful. In this study, the application of tactile sensors in robot-assisted TRUS-
guided prostate biopsy system is investigated. In the next section, we will explain our proposed method, and in the following section, the experimental results will be presented.

5.2 Methods

Pressure feedback can be acquired by mounting a tactile sensor array around the surface area of the imaging array of the ultrasound probe as shown in Figure 5.1. The probe’s diameter is 24 mm while the tactile sensor array is in fact a 1D array wrapped around the surface area of the imaging array of 25 × 10 mm². The tactile sensor array consists of 74 (1 mm × 1 mm) pressure sensors.

The pressure feedback provided by the sensor can provide information about the probe’s orientation with respect to the prostate while indicating the extent of the prostate compression. Using the pressure feedback, the robotic system positions the probe such that the pressure pattern of the sensors during 2D image acquisition is similar to the pressure pattern during 3D image acquisition. Figure 5.2 shows a flow chart of the proposed method.
The proposed technique was validated with an *in silico* phantom study. The study contains three stages: defining a model mimicking prostate TRUS imaging, extracting pressure patterns from the model, and finally, applying the optimization algorithm.

### 5.2.1 Modeling

In order to simulate TRUS imaging, finite element modeling (FEM) can be used which requires the geometry, biomechanical properties of the tissue and boundary conditions. Analyzing this model using FE analysis provides the pressure pattern resulting from contact between the TRUS probe and rectal wall. Our model is a tissue block of size 160 mm × 120 mm × 100 mm containing a hollow cylinder mimicking the rectum. The prostate is located inside the block close to the rectal wall. Rectal wall (interior sphincter) tissue and a thin layer of fatty tissue lie between the probe and the prostate. The prostate position relative to the rectum in the FE model was determined based on MRI data shown in Figure 5.3a. A rigid probe-shaped part is also located inside the hollow cylinder. The diameter of the probe is 24 mm. To delineate the shape of the prostate, a 3D prostate MR image was segmented. For this purpose, the prostate border was delineated from 12 radial slices of the prostate as shown in Figure 5.3a. This was followed by fitting a surface to these borders to obtain the prostate surface (Figure 5.3b). This surface was then input into 3D Slicer software package [15] to obtain a cloud of points suitable for FE mesh generation (Figure 5.3c).
After obtaining the FE mesh of each part including the prostate, the whole model was assembled into a FE mesh required for finite element analysis. The model depicted in Figure 5.4 shows different views of the model after meshing. It contains 33,000 elements with variable element size depending on anticipated stress concentration. Smaller elements were employed near the loading area in order to capture expected higher displacements gradients accurately in that area where high stress concentration is anticipated. Larger elements were employed to mesh tissue volumes far from the loading area as small displacement variations are expected. Largest element size is 11.4 mm × 5.4 mm × 5 mm while the smallest element size is 2.85 mm × 0.78 mm × 2.65 mm. All nodes of the model are free to move except the nodes on the top side of the box. This side contains fixed points which mimic the pubic bone.

5.2.2 Pressure Pattern Extraction

The pressure pattern arises from contact between the probe and the rectal wall attached to the prostate. Hence, the problem is modeled as a contact problem simulated using FEM. The size of the block is chosen such that the effect of probe insertion is insignificant near the outer surfaces of the block. Young’s modulus values of 65 and 50 kPa were assigned to the prostate and its surrounding tissue, respectively [16]. The tip of the probe is considered as the origin of the coordinate system. The probe is considered to be free to move along X, Y, and Z axes (dx, dy and dz) while it is also unconstrained to rotate around all of these axes (dθx, dθy, dθz) based on the coordinate system shown on the left.
bottom corner of Fig. 5.4c. The model was then analyzed using ABAQUS commercial FE software package (Dassault Systèmes Simulia Corp, USA). Figure 5.5a shows the pressure on the rectal wall as a result of probe stimulation. This pressure is the normal component of the contact stress of the probe with the rectal wall. The pressure pattern over the contact area including the pressure sensor array elements is enlarged for better view. This area consists of $27 \times 12$ elements to be consistent with the sensor array pattern. The pressure values of 74 elements in contact with the pressure sensor array on the probe (Figure 5.5b) are concatenated to form the simulated tactile array pressure pattern that is used in the optimization stage.

**Figure 5-4:** Different views of the prostate finite element model mimicking the prostate TRUS imaging: the whole model (a), the model in wireframe view in which the prostate is shown in red (b), and the model without the surrounding tissue (block) to show the prostate embedded in the block behind the rectal wall (c).
Figure 5-5: Pressure on the rectal wall resulting from probe stimulation with the area in contact with tactile sensors of the US probe (red box) containing 27×12 elements (a), and the pressure pattern from concatenating the pressure values of the tactile sensor elements around the US 2D array (74 elements within black boxes starting from black dot) (b).

5.2.3 Optimization

Having a pressure pattern $P_{3D}$ obtained from 3D image acquisition and acquiring pressure pattern $P_{2D}$ corresponding to a probe position during 2D image acquisition, the proper probe position for 2D image acquisition can be found by minimizing the following cost function:
\[ \text{Cost Function} = \sum_{i=1}^{74} (P_{i}^{3D} - P_{i}^{2D})^2 \] (5.1)

where \( P_{i}^{3D} \) is the pressure sensed by element \( i \) of the sensor array in the 3D imaging session and \( P_{i}^{2D} \) is the pressure sensed by element \( i \) of the sensor array in the 2D imaging session. Hence, the optimum probe orientation can be computed as follows:

\[
\text{Optimum Probe Orientation} = \arg \min_{dx,dy,dz,d\theta_x,d\theta_y,d\theta_z} \sum_{i=1}^{74} (P_{i}^{3D} - P_{i}^{2D})^2
\] (5.2)

The iterative Nelder-Mead Simplex optimization method was used in this study. This method is commonly used for nonlinear optimization problems. It is suitable for multidimensional unconstrained optimization where cost function does not include derivatives [17]. It is also widely used to solve parameter estimation problems where the function values are associated with uncertainties or they are subject to noise. The method is implemented in MATLAB where a function is available which is called \textit{fminsearch}. This function performs a fully automated search to determine the optimal point. It is noteworthy that this function was utilized to provide a proof of principle of the proposed concept. More efficient optimization algorithms can be used that require fewer iterations and less computation overhead in developing a system prototype.

### 5.3 Results

In order to evaluate the proposed method, first, a sensitivity analysis of the pressure measurements to probe displacement was conducted. In other words, it was determined how much the pressure pattern changes as the probe is moved in small increments. For this purpose, the probe was pressed toward the prostate incrementally with 0.5 mm increments. The pressure pattern of each case was then recorded. Figure 5.6 indicates the pressure patterns of each case. As pressure sensors with 0.1 psi (~0.6 kPa) sensitivity are commercially available [18], this analysis shows that the system can detect displacements of 0.5 mm. After conducting this analysis, a test was conducted to determine whether the system can find the probe’s original position while there is no relative body motion between the two imaging sessions. Hence, in one experiment, the probe was placed at the
origin and was allowed to move in the P-A direction for 3 mm (dy = 3mm). The pressure pattern on the rectal wall was extracted for this case. Then, starting from an arbitrary probe position of (dx = 1 mm, dy = 0 mm, dz = 0 mm, dθ_x = 0 rad, dθ_y = 0 rad and dθ_z = 0.05 rad), the optimization algorithm was applied, which led to the exact location corresponding to dy = 3 mm. For different initial positions, the system converged to the same optimal probe position. More experiments with more probe displacement combinations were also conducted, which again led to the probe position and orientation accurately.

![Figure 5-6: Pressure patterns resulting from US probe displacements of 0.5, 1, 1.5, and 2 mm in the P-A direction.](image)

A second set of simulation experiment of more realistic cases, where body motion was considered, was conducted. In these experiments, it was assumed that probe insertion and body motion are the most significant factors influencing the prostate deformation. These
experiments include both translational and rotational patient movement. In these experiments, the probe was first placed at a given position corresponding to the first imaging session and the pressure pattern was recorded. In this case, the optimization algorithm was used while the phantom rigidly moved to simulate relative body motion in the second imaging session. Hence, the probe’s position parameters were systematically changed until optimal parameters were found. In case 1, the phantom was rigidly moved 5 mm along y direction. Starting from different initial positions, the system converged approximately to the same optimal probe position. Results of two different initializations are summarized in Table 5.1.

To validate the method more quantitatively, prostate deformations before and after motion compensation were compared to each other. For this purpose, displacements of the prostate surface nodes of each case were compared to each other. Figure 5.7 shows the results of this comparison.

**Table 5-1**: Results of the proposed method for case 1 of the second experiments set where the phantom was moved 5mm along y direction.

<table>
<thead>
<tr>
<th>Case</th>
<th>dx (mm)</th>
<th>dy (mm)</th>
<th>dz (mm)</th>
<th>dθx (rad)</th>
<th>dθy (rad)</th>
<th>dθz (rad)</th>
<th># of iterations</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>The Original Probe Position</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>Body Displacement</td>
<td>0</td>
<td>-5</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>First Initial Guess for the Probe Position</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>Optimized Probe Position for the New Body Position</td>
<td>0</td>
<td>-3.97</td>
<td>0.02</td>
<td>-0.004</td>
<td>0.001</td>
<td>0.003</td>
</tr>
<tr>
<td></td>
<td>Second Initial Guess for the Probe Position</td>
<td>1</td>
<td>2</td>
<td>1</td>
<td>0</td>
<td>0.01</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>Optimized Probe Position for the New Body Position</td>
<td>-0.02</td>
<td>-4.04</td>
<td>0.01</td>
<td>0.003</td>
<td>0</td>
<td>-0.008</td>
</tr>
</tbody>
</table>
Figure 5-7: Case 1 displacement difference of the prostate surface nodes before prostate motion compensation (dotted blue line) and after prostate motion compensation (solid red line).

In case 2, the numerical phantom was rigidly moved 5 mm along z direction. Results of two different initializations are summarized in Table 5.2. Figure 5.8 shows results of displacement difference between states of pre- and post-motion compensation.

Table 5-2: Results of the proposed method for case 2 of the second experiments set where the phantom was moved 5 mm along z direction.

<table>
<thead>
<tr>
<th>Case</th>
<th>dx (mm)</th>
<th>dy (mm)</th>
<th>dz (mm)</th>
<th>dθx (rad)</th>
<th>dθy (rad)</th>
<th>dθz (rad)</th>
<th># of iterations</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>136</td>
</tr>
<tr>
<td>The Original Probe Position</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>Body Displacement</td>
<td>0</td>
<td>0</td>
<td>5</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>First Initial Guess for the Probe Position</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>Optimized Probe Position for the New Body Position</td>
<td>0.03</td>
<td>1.02</td>
<td>4.89</td>
<td>-0.005</td>
<td>0.001</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>Second Initial Guess for the Probe Position</td>
<td>2</td>
<td>-3</td>
<td>-1</td>
<td>-0.02</td>
<td>0</td>
<td>0</td>
<td>108</td>
</tr>
<tr>
<td>Optimized Probe Position for the New Body Position</td>
<td>-0.01</td>
<td>1.04</td>
<td>5.07</td>
<td>0.003</td>
<td>0.002</td>
<td>-0.006</td>
<td></td>
</tr>
</tbody>
</table>
Figure 5-8: Case 2 displacement difference of the prostate surface nodes before prostate motion compensation (dotted blue line) and after prostate motion compensation (solid red line).

In case 3, the phantom was rigidly rotated $5^\circ$ around the x axis. Results of two different initializations are summarized in Table 5.3. Also, Fig. 5.9 shows the results of displacement difference between the two states of pre- and post-motion compensation.

Table 5-3: Results of the proposed method for case 3 of the second experiments set where the phantom was rotated $5^\circ$ around the x axis.

| Case                        | $dx$ (mm) | $dy$ (mm) | $dz$ (mm) | $d\theta_x$ (rad) | $d\theta_y$ (rad) | $d\theta_z$ (rad) | # of iterations |
|-----------------------------|-----------|-----------|-----------|-------------------|-------------------|-------------------|----------------|----------------|
| The Original Probe Position | 0         | 1         | 0         | 0                 | 0                 | 0                 |                |
| Body Displacement           | 0         | 0         | 0         | 0.087             | 0                 | 0                 |                |
| First Initial Guess for the | 0         | 1         | 0         | 0                 | 0                 | 0                 |                |
| Probe Position              |           |           |           |                   |                   |                   |                |
| Optimized Probe Position    | 0.02      | 0.98      | 0.11      | 0.092             | -0.002            | 0                 | 127            |
| for the New Body Position   |           |           |           |                   |                   |                   |                |
| Second Initial Guess for the | 1         | 1         | 1         | 0.1               | 0.1               | 0.1               | 149            |
| Probe Position              |           |           |           |                   |                   |                   |                |
| Optimized Probe Position    | -0.01     | 1.01      | 0.08      | 0.084             | 0.005             | -0.001            |                |
| for the New Body Position   |           |           |           |                   |                   |                   |                |
Figure 5-9: Case 3 displacement difference of the prostate surface nodes before prostate motion compensation (dotted blue line) and after prostate motion compensation (solid red line).

A more complex body movement was tested in case 4 where the phantom motion consisted of 5 mm along the y and z directions and a rotation of 5° around the x axis. Results of two different initiations are given in Table 5.4 while Figure 5.10 shows displacement difference between the states of pre- and post-motion compensation. This figure shows remarkable reduction in the prostate deformation discrepancy with using the pressure feedback system.

Table 5-4: Results of the proposed method for case 4 of the second experiments where the phantom was moved 5mm along both the y and z directions and rotated 5° around the x axis.

<table>
<thead>
<tr>
<th>Case</th>
<th>dx (mm)</th>
<th>dy (mm)</th>
<th>dz (mm)</th>
<th>dθx (rad)</th>
<th>dθy (rad)</th>
<th>dθz (rad)</th>
<th># of iterations</th>
</tr>
</thead>
<tbody>
<tr>
<td>4</td>
<td>The Original Probe Position</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>Body Displacement</td>
<td>0</td>
<td>-5</td>
<td>-5</td>
<td>-0.087</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>First Initial Guess for the Probe Position</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>Optimized Probe Position for the New Body Position</td>
<td>-0.04</td>
<td>-4.05</td>
<td>-4.91</td>
<td>-0.079</td>
<td>0.003</td>
<td>0.001</td>
</tr>
<tr>
<td></td>
<td>Second Initial Guess for the Probe Position</td>
<td>0</td>
<td>-1</td>
<td>-3</td>
<td>0.1</td>
<td>-0.1</td>
<td>0.1</td>
</tr>
<tr>
<td></td>
<td>Optimized Probe Position for the New Body Position</td>
<td>0.02</td>
<td>-4.01</td>
<td>-4.93</td>
<td>-0.080</td>
<td>-0.002</td>
<td>0.007</td>
</tr>
</tbody>
</table>
5.4 Discussion and Conclusions

In this work, we presented a method for optimizing the orientation of ultrasound (US) probe during prostate needle biopsy using pressure feedback. The algorithm uses the Nelder-Mead Simplex method for optimization. The fact that starting from an arbitrary probe position, the original orientation of the probe can be reached using this optimization method shows that this optimization method is suitable for this problem. Also, based on the results, the optimization algorithm drives the US probe such that the prostate motion and deformation are compensated for. The computational study presented in this work shows a very good potential of using the proposed algorithm in combination with a robotic system to alleviate the necessity of deformable image registration between intra-operative 2D ultrasound images and high quality 3D ultrasound images of the prostate, leading to more accurate prostate biopsy. Incorporating pressure feedback as described in the proposed technique can also be applied in combination with prostate intra-operative US images to ensure more effective MRI/US data fusion in the technique proposed by Hadaschik et al. [11] to achieve more accurate prostate biopsy outcome. In the numerical experiments conducted in this investigation, it was assumed that probe
insertion and body motion are the most significant factors influencing the prostate deformation. Prostate deformation due to other factors such as prostate and bowel movement, pelvic muscle construction, and bladder filling were assumed to have second-order effects compared to probe insertion. The other factor that may change the prostate position relative to the rectum and deform it significantly is the gravity. The gravity may cause significant prostate motion relative to the rectum if the patient’s body rotates significantly. Significant body rotation between positions during 3D and 2D TRUS image acquisition, however, is expected to be small, leading to only insignificant prostate motion relative to the rectum.

There are multiple methods for 3DUS acquisition, including using different TRUS probe (2D probe versus real-time 3D probe), and also using location (left–right) or pulling (backward–forward) of a 2D US probe for scanning the 3D data. In this work, it was assumed that TRUS probe with similar geometry is used at the time of both intra-operative 2D TRUS and pre-operative 3D US image acquisition. As such, the proposed technique is limited to this scenario. It is noteworthy that relative tissue deformation due to using a different type of TRUS probe can be modeled and compensated for efficiently using the prostate FE model. In the presented phantom study the anatomy was idealized using approximate geometries. For example, the rectum was idealized as a cylinder while the surrounding tissue was idealized as a rectangular block.

Marks et al. [19] presented a review of image guided prostate biopsy systems that utilize, among other modalities, MRI-US image data fusion. In general, these systems have shown very good potential of improved cancer detection. These systems involve rigid and deformable image registration in order to facilitate image data fusion. Among them, the Urostation (Koelis, Grenoble, France) system utilizes real-time TRUS to TRUS image registration while efforts are under way to equip the Artemis (Eigen, Grass Valley, CA) with rigid and deformable image registration software necessary for fast and accurate registration necessary for image data fusion. Image registration algorithms involved in the latter are challenging as accurate deformable image registration algorithms are time-consuming. In other words, there is always a trade-off between accuracy and computation time. As suggested earlier, our proposed concept of ensuring
the application of similar probe contact pressure to the prostate maybe incorporated in these systems to minimize the necessity for image registration or at least to justify using less time demanding image registration algorithms consistent with small deformation prior to data fusion.

A major issue that has prevented broad tactile technology utility in medical robotic systems is the cost associated with pressure feedback. This study demonstrates clear benefit of such a system which justifies the cost of incorporating pressure feedback system in medical robots. The next stage of this project will involve constructing the proposed US probe with pressure sensors and incorporate it into a medical robotic system. This will pave the way for testing the proposed method first with tissue mimicking phantoms followed by in vivo study.
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Chapter 6

Conclusions and Future Work

6.1 Conclusions

In this investigation, two ultrasound elastography methods were introduced and thoroughly investigated for prostate cancer early detection and specification. These techniques are based on the premise that tissue stiffness changes as a result of cancer. This research also included a preliminary study of the concept of using a pressure feedback system for improving the current clinical 3D ultrasound guided prostate needle biopsy. Application of the concept relies on the assumption that prostate tissue pressure profiles collected from the surface of the rectum is a representative of prostate deformation. As described in Chapter 1, the motivation behind these studies was to develop clinically acceptable techniques that can be used as simple add-ons easily incorporated into the current available prostate cancer assessment systems without introducing significant expenses and excessive inconveniency for the patient. These proposed techniques utilize tissue biomechanics principles to provide valuable information that can be used solely or in combinations of other clinical data within a multi-parametric imaging system, leading to improved accuracy of prostate cancer detection through imaging or image guided needle biopsy. The investigations conducted in this research were presented in four chapters. The main research contributions and results explained in each chapter are summarized below.
6.1.1 Chapter 2: A Fast Shape-Similarity-Based Ultrasound Elastography Technique for Prostate Cancer Diagnosis

In this chapter, a novel prostate elastography technique was presented. This technique requires only two sets of prostate TRUS B-mode images that are acquired under pre- and post-compression states. As such, the elastography system which incorporates this technique only requires a conventional US imaging scanner to conduct elasticity imaging, i.e. no additional hardware or software is required for tissue displacement data acquisition. The reconstruction technique used in the proposed method is a constrained technique as it assumes that each tissue type is homogenous throughout its volume. As such, it requires a priori knowledge about the geometry of the tumor and normal tissues, which means that the algorithm relies on tumor detection prior to elastography. While incapable of tumor detection, the proposed technique can separate malignant tumors from benign ones. An *in silico* phantom study including four prostate phantom cases with variable tumor locations and Young’s modulus values was conducted. This was followed by a tissue mimicking phantom study which was conducted to further assess the merits of the proposed method. Results of these studies indicated that the proposed method can reconstruct the mechanical properties of the tumor, prostate and its surrounding tissue with a reasonable accuracy. The results also indicated that the method is robust as it is not significantly sensitive to segmentation errors, especially when a weighted cost function is used. In the weighted cost function, larger weight was assigned to the prostate capsule as it can be segmented relatively accurately in ultrasound images while a smaller weight was assigned to tumor boundary which is associated with higher segmentation uncertainty. The method was also accelerated with SFEM for near real-time elasticity reconstruction. Using SFEM did not introduce further significant errors to the reconstructed Young’s modulus values while it accelerated the reconstruction process such that the computation speed was two orders of magnitude higher.

6.1.2 Chapter 3: Towards Clinical Prostate Ultrasound Elastography Using Full Inversion Approach

In this Chapter, a full inversion quasi-static US elastography technique was introduced. The method was structured based on a mathematical framework that takes into account
realistic boundary conditions and stress non-uniformity, leading to more reliable YM reconstruction. The proposed elastography technique only requires RF data acquired under two prostate states of pre-compression and TRUS induced post-compression. These data can be acquired using any clinical ultrasound imaging system which allows access to RF data while no additional hardware attachment is necessary. The quantitative elastography method proposed in this chapter is capable of tumor classification while it can be also used for tumor detection and localizations it does not require image segmentation. This feature of not requiring image segmentation is highly desirable, particularly with US elastography, as B-mode or strain images frequently lack enough sensitivity and SNR necessary for segmenting tumors and sometimes even the prostate capsule. The proposed prostate US elastography method was validated using in silico and unifocal and bifocal tissue mimicking phantom studies and the results indicated the reasonably high accuracy of the reconstructed YM ratios and its robustness to noise. It was also validated using a small patient study where patients involved in the study had prostatectomy after undergoing the US elastography procedure. Histopathology images of prostate slices indicated good agreement with the reconstructed Young’s modulus images. The drawback of the developed reconstruction algorithm is that it is computationally complex, hence is not suitable for real-time applications unless parallel computing using GPU programming or accelerated FEM techniques is used.

6.1.3 Chapter 4: Statistical finite element method for real-time tissue mechanics analysis

In this chapter, SFEM which is a novel fast FE-based technique was proposed for estimating biological tissue deformation and stress under specified loading conditions. The technique utilized preprocessed data obtained by accurate FE analysis to develop effective interpolation functions to relate the organ geometry space to its corresponding FE solution including displacement and stress fields. Two different fitting functions, namely NN and PCA, were used in this study to develop the mapping functions between geometry and FE fields. Due to the large number of variables required to define the geometry and FE spaces, PCA was employed to reduce the feature dimensions by projecting both the geometry and FE spaces on their respective main bases. The proposed
technique was validated with an *in silico* phantom study. This study included four different analysis types, i.e. prescribed displacement boundary condition and contact problem in conjunction with linear elastic and hyperelastic materials. The results obtained for numerically generated 2D shapes proved that the method is both very fast and highly accurate for calculating both displacement and stress fields of prostate tissues. These encouraging results indicate the method’s excellent potential for application in many biomedical applications. As an example, SFEM was used to accelerate the constrained elastography method proposed in chapter 2. The validated phantom study explained in that chapter confirmed the suitability of this method for computer-assisted diagnosis and intervention applications where real-time tissue deformation calculation is required.

### 6.1.4 Chapter 5: Towards ultrasound probe positioning optimization during prostate needle biopsy using pressure feedback

In this chapter, a method for optimizing the orientation of ultrasound probe during prostate needle biopsy was presented. The method utilizes a tissue pressure feedback system for this optimization. It is founded on the assumption that similar pressure patterns of the surface of an organ under similar loading conditions reflect similar tissue deformation. Hence, in the context of TRUS guided needle biopsy, the proposed system was driven by the pressure feedback as a function of the TRUS probe position such that the pressure pattern acquired using pressure sensors during 2D imaging is similar to its pressure pattern counterpart acquired during 3D TRUS imaging. In this work, it was assumed that TRUS probe with similar geometry is used at the time of both intra-operative 2D TRUS and pre-operative 3D US image acquisition. The pressure feedback required in the proposed technique can be acquired by mounting a 1D tactile sensor array wrapped around the imaging 2D array of the ultrasound probe. The method was validated with a computational study, and based on the obtained results, the probe position was optimized in such a way that the prostate motion and deformation were compensated. This computational study showed the potential of using the proposed algorithm in conjunction with a robotic system to alleviate the necessity of deformable image registration between intra-operative 2D ultrasound images and high quality 3D ultrasound images of the prostate, leading to more efficient and accurate prostate needle biopsy.
6.2 Future Directions

The constrained elastography method is capable of prostate tumor classification in real-time using SFEM. However, it requires that the tumor is clearly visible in the image. Although in some cases nodules appear as hypo-intensive regions in ultrasound images, such cases are rare as discussed in chapter 1. There is an ongoing project in our lab to apply the same concept with T2-wighted MR images where the objective is to increase the MR images specificity. It is noteworthy that prostate nodules are frequently more visible in T2-weighted images, hence, can be segmented more reliably. In this research project, mechanical stimulation is applied by inflating the prostate RF coil balloon. As the proposed method is capable of obtaining the prostate tissue elastic moduli in vivo, it can be used for applications where biomechanical simulation of the prostate is involved. To be reliable, such applications require reasonably accurate tissues’ elastic moduli. Examples of such applications include virtual reality (VR) systems of prostate surgery and computer-aided prostate medical intervention.

As stated earlier, the unconstrained elastography technique proposed in this thesis has the potential for tumor detection and localization. As discussed in chapter 3, comparing the histopathology images with the reconstructed elasticity images indicates imperfect matches between tumor location and geometry in some cases. This lack of perfect matching can be attributed to factors which contribute to image artifacts through the image reconstruction process. It can also be attributed to the fact that the histopathology sections are deformed significantly compared to the corresponding in vivo prostate sections and that histopathology sections often do not exactly match the position and orientations of US scan sections. Assessing the capability of the proposed unconstrained elastography method for tumor localization requires accurate registration of ultrasound images to histopathology images.

A potential future work for continuing this research is to assess the method’s sensitivity and specificity which requires a clinical study. To this end, a relatively number of clinical cases with different tumor size and location scenarios are required. An interesting future study that may follow sensitivity and specificity assessment can be
testing an important hypothesis of correlation between tumor stiffness and its level of invasiveness.

In this research, the SFEM method was used to accelerate the constrained elastography technique. Except elastography, this method can be implemented in applications such as VR environments used for surgery training, computer-assisted surgery and brachytherapy where real-time simulation is required. As discussed in chapter 4, the important feature of the method is that its speed does not depend on the complexity of the FE model used in the pre-processing procedure. However, the more nonlinearity involved in the FE analysis, the more complex the fitting function may have to be, which may influence its accuracy. An interesting future study can be applying the SFEM should on 3D models to test the complexity of the mapping functions and their accuracy. Another concern about the method is that in some cases, loading conditions are not fully known a priori. In such case, the final deformed shape can be obtained using the superposition principle which combines SFEM analysis results corresponding to a set of unit displacement or force boundary conditions. As a future work, these cases should be considered to have a more generalized mapping.

The pressure feedback system explained in chapter 5 was a preliminary study to prove the concept of using pressure feedback to improve the prostate needle biopsy outcome. In the numerical experiments conducted in this investigation, it was assumed that probe insertion and body motion are the most significant factors influencing the prostate deformation. Prostate deformation due to other factors such as prostate and bowel movement, pelvic muscle contraction, and bladder filling were assumed to have second-order effects compared to probe insertion. Further experiments should be done to test the effect of these factors. Optimizing the size and location of the pressure sensor based on the model is the other goal that can be pursued in the future.
6.3 Closing Remarks

Different types of imaging modalities can be used for prostate cancer assessment. These modalities would help for early detection of prostate cancer with higher accuracy, tumor localization and classification and consequently prostate cancer accurate diagnosis. So far, no sole single modality imaging has been developed which is capable of providing comprehensive data necessary for reliable prostate cancer assessment. Such assessment often requires data obtainable from other tests and imaging modalities. For clinical viability of a technique to be included in a multi-parametric framework, the technique needs to be inexpensive, convenient for patients and clinically acceptable. The methods proposed in this thesis for prostate cancer assessment are steps towards development of such techniques. They rely on technologies currently used in the clinic with the aim of improving prostate cancer diagnosis accuracy without introducing significant cost and inconvenience to patients. However, further investigations involving clinical studies are required for assessing the reliability and accuracy of the proposed techniques in clinical setting as suggested in this Chapter.
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