


78 Chapter B. Rings Reduction

polar coordinate there are a lot of redundant data. Especially when it is close to the centre of
the rings, several pixels are interpreted as a whole column in polar coordinates.

In order to take advantage of 3D data, we also take into consideration the neighbouring
slices when doing mean filtering. Similarly, we compute the median value for each rings and
get the artifact templates. Figure B.2 shows the comparison before and after rings reduction.
We get reasonable result when it is far away from the centre of rings. However, the result is
still not satisfying at the centre of rings.

(a) (b)

Figure B.1: Rings Reduction in Polar Coordinates [40]
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(a) Before Rings Reduction (Slice 351) (b) After Rings Reduction (Slice 351)

(c) Before Rings Reduction (Slice 386) (d) After Rings Reduction (Slice 386)

(e) Before Rings Reduction (Slice 494) (f) After Rings Reduction (Slice 494)

Figure B.2: Comparison Before and After Rings Reduction



Appendix C

Eigenvalues of a Symmetric Matrix

Theorem C.0.1 Eigenvalues of a symmetric matrix are real numbers

Proof (MIT Open Course Lecture Nodes, click here for the link)

Suppose A is symmetric and Ax = λx. Then we can conjugate to get Ax = λx. If the
entries of A are real, this becomes Ax̄ = λ̄x̄. (This proves that complex eigenvalues of real
valued matrices come in conjugate pairs.) Now transpose to get xT AT = xT . Because A is
symmetric we now have xT A = xTλ. Multiplying both sides of this equation on the right by
x gives: xT Ax = xTλx. On the other hand, we can multiply Ax = λx on the left by xT to get:
xT Ax = xTλx. Comparing the two equations we see that xTλx = xTλx and, unless xT x is zero,
we can conclude λT = λ is real. How do we know xT x , 0?

xT x =
[
x̄1 x̄2 . . . x̄n

]

x̄1

x̄2
...

x̄n


= x2

1 + x2
2 + . . . + x2

n = 0 (C.1)

If x = 0 then xT x = 0.

Theorem C.0.2 The eigenvectors of a symmetric matrix A corresponding to different eigen-

values are orthogonal to each other.

Proof Let λi , λ j. Pre-multiply vT
j to Avi = λivi,

vT
j Avi = vT

j λivi (C.2)

Take the transpose of Av j = λ jv j on both side, we have vT
j AT = λ jvT

j , and we post-multiply
both sides by vi,
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http://ocw.mit.edu/courses/mathematics/18-06sc-linear-algebra-fall-2011/positive-definite-matrices-and-applications/symmetric-matrices-and-positive-definiteness/MIT18_06SCF11_Ses3.1sum.pdf


81

vT
j AT vi = λ jvT

j vi (C.3)

Subtracting Equation (C.2) and Equation (C.3) yields (λi − λ j)vT
i v j = 0, from which it

follows that vT
i v j = 0.



Appendix D

Distance in 3D Space

This section is about some basics of 3D geometry. We believe they are very fundamental and
easy to understand, but we failed to find good resources. Therefore, they are documented them
down here for any future references.

D.1 Distance Between Point to Line in 3D

Figure D.1: Distance From Point to Line in 3D

Assume we have line in 3D, which is defined by a pair of 3D points p1 and p′1. We are
looking for the distance from a arbitrary 3D point p2 to this line as is illustrated in Figure D.1.

p′′1 is a point on the line and l2 is the direction from a p2 to p′′1

p′′1 = tp′1 + (1 − t)p1

l2 = p′′1 − p2

l = p′1 − p1
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Then the goal is to determine t such that ‖l2‖ is minimized.

The Solution
‖l2‖ reaches the minimum value if and only if l2 is perpendicular to l .

lT
2 l = 0

which gives,

(tp′1 + (1 − t)p1 − p2)T (p′1 − p1) = 0

=> (p′1 − p1)T (p′1 − p1)t + (p1 − p2)T (p′1 − p1) = 0

Therefore,

t = −
(p1 − p2)T (p′1 − p1)
(p′1 − p1)T (p′1 − p1)

With t, we can determine the intersection point as well as the distance easily.

D.2 Distance Between Two Lines in 3D

Figure D.2: Distance Between Lines in 3D

Assume we have two lines in 3D. Each line is defined by a pair of 3D points.

l1 = p′1 − p1

l2 = p′2 − p2



84 Chapter D. Distance in 3D Space

where l1 and l2 are the directions along the lines; and p′1 and p1 are two points on the first line;
and p′2 and p2 are two points on the second line.

As is illustrated in Figure D.2, p′′1 is an arbitrary point on line 1 and p′′1 is an arbitrary point
on line 2. Their relationship with p1, p′1, p2 and p′2 are

p′′1 = t1 p′1 + (1 − t1)p1

p′′2 = t2 p′2 − (1 − t2)p2

Assume line 3 intersects with line 1 and line 2 on p′′1 and p′′2 respectively. Then the direction
along line 3 is

l3 = p′′2 − p′′1
= [t2 p′2 − (1 − t2)p2] − [t1 p′1 + (1 − t1)p1]

= (p′2 − p2)t2 − (p′1 − p1)t1 − (p2 − p1)

= l2t2 − l1t1 − (p2 − p1)

The goal is to find the smallest magnitude ‖l3‖.

The Solution

If ‖l3‖ is the smallest distance between line 1 and line 2, then line 3 should be perpendicular
to both the two lines.

lT
3 l1 = lT

2 l1t2 − lT
1 l1t1 − (p2 − p1)T l1 = 0

lT
3 l2 = lT

2 l2t2 − lT
1 l2t1 − (p2 − p1)T l2 = 0

That is

lT
2 l1t2 − lT

1 l1t1 = (p2 − p1)T l1

lT
2 l2t2 − lT

1 l2t1 = (p2 − p1)T l2

Solve the linear equations in two unknowns t1 and t2, we will be able to determine the
intersection point as well as the shortest the distance between the two lines.
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D.3 Distance Between Two Line Intervals in 3D

We can still represent an arbitrary point on a line segment with interpolation of the two end-
points. In another words, the following still holds.

p′′1 = t1 p′1 + (1 − t1)p1

p′′2 = t2 p′2 − (1 − t2)p2

The only difference is that since they are line intervals, both t1 and t2 should be within the
range of [0, 1].

We can still use the method in Section D.2 to calculate the distance between two lines. If
either t1 or t2 is not in the range of [0, 1], we use method of Section D.1 to calculate the distance
between the each of the end points to the other line and the choose the minimum one.
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