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1

Recently, many authors have noted anomalies in risk
adjusted returns aq)measured by the Capital Asset’?ricing
- Model (CAPM). The majdéity of these studies are based

;mﬁli;itly or explicitly on two assumptions:,

\ -
-

A) there are no systematic cross-sectional or

t;bé-serieé differences in the probability of a
- . trade occurring -at  the bid’or at the ask, and
. 4 ' .

- o,

.o . , 9
.B) there are‘Po systematic time-series=s movements in

' proportional bid-ask spreads.

gﬁ ihis thesis; I test the validity of these two

£

.Assuniptions by testing four subsets of Asdumptionuhg using
-LOG;; regressiops and a single subset of‘Assumption B, using
a SUR reg:essibdzﬁ.Thg CaﬁadiaP.data include time and date
" stamped intraday bid-ask quotes, transaction prices. and
vpl‘mes on evetry security liated on the Toronto Stpck .
Exchange (TSE) over’ the period January 1979 to December
1987. The U.S. data consists of all securities interlisted'
on the TSE NYSE and AMEX durxing the period January 1984 to
.

. December 3987, and includes many active securities such as

IBM, GM, Mobil O;f, and American Express.

~
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= I find

bid and ask -

systematic diffefences in the probab}lity of .a

across days of the week, price stratified

. g d
portfalios, and times(qf day. I also find proportional X
spreads_aré not stable durjng the day. Based on -these i
results, I conclude Assumptions A)and B are not wvalid.
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,"- _ . VCHAPTER 1 ' . (W
INTRODUCTION - ,(_/ _ .

=] ’ . .
* . i

Bid-ask s&readg.and the statistical biades they can

create in computed returns and varianges have interested

researchers for at least two decades. Niederhoffer and
o . -
Osborne-(1966) show the existence of E}d-ask spreads leads

.£to negative autocorrqlation in stock price changes. Fisher

(1966) demonstrate%'the~bid—ask spfead can result in an

upward ‘bias in computed reté;ns. " More recently, imany-

authors, including Blume an& Stambaugh (19%’). Stoll. and

Hﬂaley (1983), Lakonishok and Smidt (1984), and Amihud and
o . .
Mendelson (1986), examine the bid-ask spread as a-possible -

‘ epranation'of several anomaliee in risk-adjusted returns as
measured by the Capltal-Asset Pricing Model (CAPM) ‘These
anomalies 1nc1ude the small flrm effect the day of- the -week
effect,. and the end qQf-the-day effect The majorlty of ~

these papers are based implic1tly or explic1t1y on two

? N LY
\ ] assueftigpe. : - '
\ ' LS

-

. -
A) there are no systematic cross-sectional or

time seriés q;tferences in the probability of a

o €

trade occurring at the bid or at the ask, and

-

. Q .
B) there are-no systematic time-series movements in

)

- proportional bid-ask spreads (measured as the




percentage difference between bid and ask prices). .

.

The sidnificance of these two qsedmptibns~1s .

-

- demongtrated with the following examples.
1) Gibbons and Hess (1981) find, on average, weekend
returns are negative when returns are measured Fridgy;cloée
to Monday close. Keim and Stambapgh (1984) note returns are

usually measured with closing prices and closing prices

often represent a specialist’ s bid or ask priqe-rather'than

' the "true" price at which a security would trade in the

absence of the specialist. They‘thén show relativeiy smalf
/ variations in the frequencg of trades ;t|the‘bid or ask

during the week can create an effect similar to the effect
found by GibboMe, and Hess.. For example, if a $50.00 stock
has a spread of $0.25, and {f there 1s a’'15% gréqteg .
probability of a-closing trﬁ?e at ;he ask .on Friday-gnd'a '
15%'greater probability qr a closing trade’aE:the bid on .

Mo&ahy. then the calculatedfweekend repﬁﬁp“ would be -0,09%"
- ot . -t .

evén though the "true"” return is zero. .- This negative return
is similar in size to the negatiye'returns found in studies

-of the weekend effect. - ) -—-

2) Terry (1986), when studying the gnd—of-the;day effect,

finds that hourly returns variances.fqi\the Dow Jones 30 are
ébbroximately-lsoz higher in the last hour of the day than

i? any other hour of the day. 'To gxamine what por&ion of

<j "'. | tJH{



_this difference®may be the result of computing variances .

using transaction prices, consider the following example. .
Assume tbg average price of a Dow Jones 30 stock is $50.00;

the average spread during the hour 11:00 to 12:00 ﬁs-l/B:

the average spread during the hour 3;00 to 4:00 is 1/4. . The

variance of returns for 30 stocks, half moving frbm the bid
to the ask and.half moving from the ask to the bid, is
6.25E-06 in the earlier hour and 24.95E-06 during the last

hour of the day, or an incrgase of 300%. This example shows

the variance differences found by Terry could be the resuff,

of the-'spread widening toward the end of the day.

<&

3) Blume and Stambaugh (1983) suggest part of the small -

firm effect may be the result of_ an upward bias in compuﬁed
daily returns resulting from the existence of specialist’s I

-

bid and ask prices. They propose that observed price, Pit'

is a function of the true price, P and a bid-ask bias:

it’

P, =[1 + &

it

L XA ; S

-

where E[§ §‘0 and § is independently distributed

it] it
through time and:is independent of P, for all 1. They then

show that expected observed return is a function of expected

true return and the variance 62'6:
’ ~

- . s
) ’ " 3

Eirgel = Elrged v o708y (gl (2)

N




"To show the siie of the bias, they assume the observad’

price is an ask price, Pa' or a bid'priée. Pb' with equal
probability. This assumption implies expected closing

]

E[Pc} = zall i “iPi = (Pa +"Pb)/2 $3)
. P “ ) -
which is assumed equal to the true price P. It then follows,
that §. is plus or minus (P_ - P b/ZP and the variance of §,
"1 a b» . i
is: . /,’
2 = - 2 = - 2
Lo} iéi} = zaIl i wi[Gi E(Gi)] (Pa Pb) (4)
- 2
< (Pa + Pb)

- /
For a stock with a bid of $1.00 and an ask of $1.05,

o’[&i} computes to 0.059%, which is a substantial portion of

Blume and Stambaugh s.computed daily return for small firms

.

~ of 0.141% ' ~

If the same analysis is repeated with the assumptién

that 60% of the trades take place at the ask and 40% at the

bid, rather than 50% at each bounéary. then'E{Pcl becoffes:
. ) N

EfP_] f.u1 4 "4Py = (3P, + 2P_)/5 (5)

-



-

‘which is also assumed equal to the true pricé P. It then
\ . (
follows, Ih this case, that Gi is plus or minus e
- 2(Pa - Pb)/SP and the variance Qs\fi is:
2 — ! - N 2 - - 2
o {éi} = zall i ﬂi[Gi E(Gi)] 4(Pa P.) (6) -
Ty 2
(3Pa + ZPb)

For a stock with a bid of $1.00 and an ask of $1.05,

’{6 } computes to 0.037%, or almost 40% less than the

number calculated based on the assumption of egqual

’brobability of trades at the bid and fhe ask.
In summary, the violation of Assumption A

which may result in empirical researchefs drawi

conclusions from their - -studies.

¢

In this thesis,-I test the validities of Assumptions A
and B using intraday Canadian and U. S ‘data. Four subsets

of Assumption A are tested based on a review of the

day-of-the- week and end- of(ihe -day anomalies

subget of Assumiption B i's tested based on a review of the
determinants of bid-ask spreads. The results of these tests '
imply that both Assumptions A and B are iﬁvalid.
- implication of these fiﬁdinqs is conclusions drawn from .
empirical studies based on the these aasumptions may also be

invalid. For example, the’ returng and variance patterns

or B can

create statistical biases in measured returns and variances

ng incorrect

A single

Pl [

The major




1

S . ,
founq$§y Wood, McInish and Ord (1985) will virtually,

dishppear'if retursrs and varianges .are calculated using the

’

mean'pfvthe'bid ask spread, rather,than tréﬁeaption prices.

»  The remainder of this thesis is organized as follows,

In Chapter 2, 1 rev1ew the literature on the day -of-the-week

and end-of- the day effepts One explanat1on.of these

- e.’ e . _

anomalies is bid-ask hiae:l This ékp}anation'casts doubt on
- re * -, . .

the vakidity of Assumptioh A. In Chapter 3, I-describe and
test four hypotheseg~that bear directly on the validity of

Agsumption A. This Chapter also 1ncludeg a descrxpt1on of
the data. In Chapter 4, I-review the Literature‘on the

) + . . b .3 ¢ -
determinants of bid-ask spreads.‘ Buring tHe analysis, I

argue that cross-sectional theqry apd results from .'4
cross-sectional empiricaltstudies imply’time—series-‘
movements in bid-ask spreads. fhis impiication"tébts doubt

on the validity of Asedhption B. In Chapter 5, 1 describe

‘and test one hypothe51s that bears. dlrectly on the va41d1ty

4

of Assumptlon B. Chapter 6 contains_ a summary of the

hY

.contlusions and the implications for ‘future research.,

’ . .
) .

T

- 3,

In this thesis, I rékek to bid-ask bfas as a general class of:blases ‘
which results when computed returns, variances, correlations, .etc.
differ from the "true" parameters because of the existence of the
speci 1ist s bid-ask spread )

. ;.
3




e i CHAPTER 2
THE DAY-OF-THE-WEEK AND END-OF-THE-DAY EFFECTS:
* PREVIOUS RESEARCH : .

. .
L v - -

] . '
In this Chapter, I review the empirical evidence on-the

. ( day-of-the-week and end-of-the-dey anomalies. Then, ‘I
. - _

- review explanations of the anomalies. One of these

¢ . explanations, bid-ask bias, implies Assumption A may be Y
invalid. - T
. 2.1 Evidenge of the Day-of-the-Week Effect

Cross (1973) documents theldifferepces in the
- ' )
distribution of prices on Fridays and Monde?s by counting

advances and declines, méasured close to close. He finds,

. L. _ . » .
. for the S&P 500 index (Oanuary 2, 1953 through December 21,

1970), there is a eiqnificantly—greater number of advances
'

. ] on Fridays than on Mondays. He alsc finde. following a

‘Friday advance, there 1q’q-50x chance of a Monday advance or

iy °decline, whereas following a Friday decline; there is a 75x

chance of a Moﬁday decfine This pettern is signiﬁicantly

different from the relationehip of price chengee found on e
other successive trqd}nqlaeyg_ .

. .
» French (1980) extends the research of Cross (1973) by
teetinq two epeczfic returne hypotheeee«~€5“”trtdinq time.

.

. . . . . »




hypothQsis and the calendar time hypothesis. The trading
time hypothésis implies returns on Mondays should, on -
average, be equal to returns on the other trading days since

- . t 4 - -

each day includes equivaient trading time. The calendar day

’
I’

hypothesis imﬁliés.rétﬁi;:‘are generated in caléndar'time;

theyefore, Mondays retur shoyld, on average, be three

“ ~ -

tiMfhes largér than returns on other trading days since they
‘ * . Ed g:‘“

include a weekend. Using,the regressions:

-

/
. P S /
L Re T om t8d5e ¢ S3dae * Badae * Gsdse t oo - (D
.
.

Re = @l * 2dye) * 83d5¢ ¥ 8393¢ * 849 * Bs5d5¢.* §¢ €8)

s .
where: ) T

-~ - [ b

’dlt to dSt = dummy variables for Monday to Friday

-

respectively, and °

]
o
|

~ rs
" a random error 'term,

'
S

0 ) e "

Frénch finds average Monﬁay\réturns are not equal to the

-

[
L} -

othgr trading daQ;‘ average returns and Monday }eturqs are
significantly negative. Therefore, he rejects both the -

calendar and trading tih$ hypotheses.

—~

Keim and Stambaugh (3952) provide evidence that the
weekend effect is size related. Using size deciles basgd on
the daiiy CRSP tape (janUiry 2, 1963 to December 31, 1979)

and the system of fsayeasionb:

N . f
~
. s

f S
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=_a dummy vanﬁaﬁlp which eﬁuaﬁgfl'fqr day i and

it

. \ . . R .
o zera otperwise. and . N P
- S ° > L ] . “_ " \_‘ ] '..
. T ‘ept = a random error term, g .

- - b 4 e ) ’
t - . - 4
-~ o« ’ h .

they find average returns tend to increase as the. week °

progresses. and the effect is most prominent for the smallest

--size decile.—A gystematic relationship between Monday
returns and size is not found but Friday returns eihibit a

- . '// . f-" (\ .
strong relationship te size. - .

.
< s . . n

. . Jafferand Westerf{zéé;}IQBSa. 19855) show the weekend \\

-

: N
" effect is international in nature and the effect- is more

apﬁwopriately name& tke5day;9£-the-week effect. Using index
data from the U.K.,~dapan, Canada, Australia,\hhd the U.S .-, ff

" they find sonie form of the day—ef-xhe-week effect exists in
“ all countries. .The U.S., Canada, and the U.K. have low.
. ,

Monday returns. Japan has low Tuesday' returns.: Austrelia

"~has both low Monday and low Tuesday returns with Tuesday”s P

returns being more pronounced __The highest return day in

Jdpan is Seturday. not Ftiday as usually found}usinq NYSE

data.z_ Therefore, the weekend effect occurs Saturday to..

. ’ . ) g

. - 9

.

a

. :
.2 This result confirms the results of Keim and Stqnbaugh ¢1984). They
N (Footnote Continued)




R ' S 10

5.

‘Tuesday.in Japan and‘Friday‘to Tuesday in Australia but

Frih‘y[to Monday in the U.S., the U.K.,*and Canada. ™ _

EX.

In summary, the.dhy—of—the—week effect has been shown

to exist ingernationally and, in the U.S., on several

-

indices and across size portfoiios. ‘Evidence of the
\\epd-of—the—day effect is also cenvincing.

¢ \./‘ »; '

2.2 Evidence of the End-of-the-Day Effect

»

Wood, @clﬁish and. Ord .(1985) find an intraday returns
pattern for stocks llsted on the NYSE, both in the period
) September 1971 tc Eebruary 1972 and in the period January

1982 to December 1923.. They calculate returns as:

Y T g : .
. ) |
r, = In{(p, #®d,)/p,_,! | (10),

. L. Pt = the brice_pf the gecurity during the minute t,

. Pt—l = the Erice of the security during the minute %-1,

¢ and L e

t any.diviaend declared since the last trade.

Q.
]

e

‘(Footnote Cont‘pued)

find that when the NYSE is open on Saturday, Saturday has the h1ghest s
return of the weet. When the exchange is closed od Saturday, Friday
becomesthe highest return of the week.

ld
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An_eqpally wéiéhted index is developed by summing each
retﬁrn for each minute and dividing by the total number of
firms (946 in'1971-197é and 1135 in 1982). A typical
trading pattern for each day is.then computed by averaging
across days f;i each trading minute. The results show the
average return for all days declines in the first three
minutes of the day and has a substantial increase during the

last three minutes of the day. Returns in the remainder of

the day fluctuate around zero.

-

Terry (1986) calculates returns for the Dow Jones 30
based dn'the last two transactions of each stock in each

trading hour. For example, if the last two transactions in

the hour 3:01 to 4:00 are P and P then the return over

t-1’
the 4:00 hour will be ln(Pt - Pt—l)' Ov;rnight retturns are
adjusted for dividends. Tﬁis method résults in the last
hour returns being significantly larger than'thé'other‘

trading hours fory28 of the 30 firms.

-
s 7 ,

?erry.proceeds by examining the last ten transactions
of the Aay té determine when the large returns occur. He
finds most of the end-of-the-day effegt is concentrated in
the last trade of the day. Some of the effect‘is also
présent in the secgnd last trade. In contrast to Harris
(1§86), Terry %inds that Friday appears to have the largest

end-of-the-day effect.

[




Harris (1986) confirms the end-of-the-day pattern is

.evident across all trading déys. He also finds a

"beginping-of-the-day pattern which is positive from Tuesday -

through Friday but negative on Monday. Similar patterns
occur when firms are stratified by size.
- A

(4

Harris célculates returns using time weighted averages
and the assumption that returns accumulate linearly between

trades. He always uses the first transaction price of the

- .

déy as the denominator in the returns galculations stating
"this seemingly unusual denominator is used in lieu Sf the
normal iagged price to control the unward kbias in arithmetic
mean returns which results when prices jump back and- forth

e

between bid and ask” (p. 117). ' .

Harris results contrast with Terry's 51986). Qho‘finds
the last two transactions of the dayiare positive and make
up a large portion of the end—of—the;day effg?t. Harris
finds the last traqsaction is ﬁositive but the second last
transaction ié negative.

In éummary._evidehce has been forwarded showing the
existence of_fhe day-of-the-week and end—?f-the;day effects.
These effects exieﬁgcross-seétionally and intertemporally.
In the next section. explanations for the two gnomalieg are

-

discussed.



. 2.3 Explanations for the Day-of-the-Week and End-of-the-Day
Effects - - - '

<

2:3.1 gettlement Day Hypothesis

Gibbons and Hess (1981) propose mean returns
differences between Friday and Monday may be the result of
settlement day gifferences. Prior to February 10, 1968, g
Monday s settlement period consisted of only four busirfess
days whereas Tuesday ' s to Friday's included six business
days. ‘Since Monday s returns ineluded two less days

interest, its returns would appear lower thén the returns of

the-otheg th&ing days. Gibbons and Hess propoéé, if

]
Monday s negative returns are due to settlement day

differences, then Tuesday’'s returns should be high enough to
offset exactly Monday's low returns. They test their

hypothesis.gsing the regression: ~ . : -

Rit = %01 * ®11P1e * ®21P2¢ * 241Par * *5iPs¢ * Vi (1)
where: ' .
th to D5t = dummy variable for Monday through Friday
7
respectively, where Wednesday s dummy is ’
arbitrarily excluded, and 3’ ’

vit = a random error term.

—_— L4 s
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A}

o ’ e )
Since tKe coefficients in this equation represent the
differences goetween the mean returns af eadh day and

Wednesdayzs mean, Gibbons and Hess test

>

the offpetting means 7

hypothesis by testing: (clt + aZt) = 0. They find the sum
of the coefficients is significantly différent from zero

leading to rejection of the settlement-day hypothesis.

-

-

Lakonishok and Levi (1982) test the settlement day

hypothesis using a different method. They note étocks

purchased'on Fridays‘do not have the check clear for ten

days afiter the purchase. However, stocks purchased on -
Mondays have tﬂe check clear eight days after the purchase.
Therefore, iqyestorg who purchasé stock on a Friday should

be prepared to pay more for the stock by the amount of two

days interest. Similarly, they suggest, "the equilibrium

rate of return on Monéays should be lower by two days

-

interest than the expected return from either a trading time

or calendar time view" (p: 884). They correct for the

-

~settlement procedure py adding two days interest (measured

at the prime rate) to Monday’ s returns and subtract two days
interest from Friday s returns. The results show the
weekend effect still remains in the period 1968 - 1973 but

disappears pPY 1974.3 '

. . L
3 Jaffe and Westerfield (1985a) find similar corrections for the
settlement procedure do not fully remove the day-of-the<week effect in
the U.K., Japan, Canada, or Australia. Correc;jons for the foreign

(Footnote Continyed)

.
-~

S - -
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2.3.2 Medsufement Error Hypoﬁhesis

-
.

Gibboris and Hess - {1981) -note gecuri;y prices are not
. M v . .
measured without error. Therefore, "if Monday’ s negative

resul?s are etplained‘by-upwardfbiaged prices on'Friday. the
deyiation of.Monday‘s ;egurn from the overall mean shpuld be
-exactly offset by Friday s"™ (p. 591)1 Using equation*(11),
they tzét the hypothesis that' the sum of Mondgy's and
Friday's co;fficient is not siéniﬁicantly’different from

zero. They reject the.null. hypothe51s at -‘the 0. 01

N

significance level.\ ' v N
SR - ,
Keim and Stambaugh (1984) submit that Gibbons and Hess
incorrectly adju!t for the difference of means by

-~

arbitrarily dropping Wednesday's coeff%:}ent. The§ suggest .

that if Waneéday’s mean ai¥ferq from the mean pf other -

days, the test will be biased. ?he correct procedure, they
propose, is to measure deviations from the mean of all &ays.

' %ﬁtestiﬁg the hypothesis with the corrected.procedure. they

find for individual size portfolios, friday s mean and ; o
Monday 's mean are offsetting. However, for the entire l

sample, the two means are not offsetting.

1

o
.

-(Footnote Continued) , >
currency~settlement procedure .are also found to have a negligible effect

pn correoting the anomaly.
. . .
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Keim and Stambaugh (1984) suggest a more powerful test
for measurement error is a correlation test. Based on the
assumption that Friday‘é closin§ prices and Frid#y’a returns
are subject to random errors that are on average positive,
then-Monday would be subject to random errors tiat are on
average nqgative. If thé as;hmption i; correct, then larger
than average positive errors on Friday should be followed by
larger than avera;e positive errors on Monday. Tﬁé
hypothesis pre?icts Friday returns should be negatjvely
correlated %ith Monday returns, or at the least, the
corrélation between’Friday and Monday returns sho&la be
lbwer than the correlation of returns on any other set of
successive trading days. Using the D&w Jones 30, Sgim and'
Stambaugh ‘reject the hypothesis fiﬁﬁiﬁg‘the correlation.
between Friday and Monday feturns are higher.th;n those of
oﬁher successive trading days.4

\Q‘ v _

Harris (1986) notes that if high closing Friday prices
are the result of measurement error., then avgraée last .
transaction returns’should be higher on Fridays than on the
other trading days" His findtqgs. whiqh contrast with thé_

findings of Terry (f986). do not support this hypothéesis.

Harris (198%)_5190 cotrrelates Friday s average last
pa .

k ) hd * .
N o ‘ . .

4 Since Keim and Stambaugh (1984) also show the weekend €ffect is size
related, the use of the Dow Jqnes~30 seems fnappropriate since ft '
contains only large firms.

L] | g v v

-’ .



‘transaction return with the Friday—closé to Monday;open
.return based on tﬁp arguments madc_by Keim and Stambaugh
(1984) Again, tﬂgfgbsults are inconsistent with the
measurement error hypothesis.

Y N - <

*

2.3.3 Tra&ihg Slows Towards the End of the Day Honthesis
. & .

If transactions are mofe widely spaced towards the end
éf the day, tﬂen returns toward thg end offthe day should be
larger to refleét the longer ﬁéldiqg period. Tgrry (19869
fﬁnds the average length of tiqg between transactions
decrsasesitowards the=end of the d;; suggesting, when

- returns are controlled for time, end of day returns.would be
even larger. This result is confirmed by‘Wooa, McInish and
*jQ{9/(1985). w?é compute minute by minute returns and find

>

average returns increase substantially in the last two
>

minutes of the trading day.”

.o 2?5.4 Closing Prices are M;nipulated Hypothesis
S\ .
Portfolio manage?s“hho have part oﬂ,théir performance

evaluation based on the market valpe:of their portfolios

, *have the inéentive. just gefore their evaluation, to attempt
to raise stock prices. This hypothesis implies ‘the managers
place buy order;.at o; above the market quote to attempt t¢&
have the cloaing price of the day executed at.the ask. price
or simply to drive up the laaq‘;ranaaction price. Since the

-

N : o
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manipulation is grtificial, it is expected that only small

volumes will be traded, implying volume ‘will decrease at the

end of the day. Terry (1986) finds volume increases towards

>

the end of the day leading him to rejett the manipulation

hypothesis.

213’5 Bid-Ask Bias Hypothesis =

)

Bid-ask biases may occur if there are systematic
patterns in the freqyency cf bid and asks across days of the

week or times of the day. If such patterns occur,
) -

Keim and Stambaugh (1964) test f{or bid-ask bias by

Assumption A is invalid.

computing pid to bid returns for fifty of the most actively

traded NASDAQ over the counter stocks.§ Affer forming the

bid to bid returns into an equally weiqhted index, they find
“ o . _
a returns pattern similar to the pattern for close to close

return$:. negative Monday returns andtﬁigh Friday returns.

The authors suggest this result is eyidence "the

day-of-the-week effect 18 not due to systematic differences

r

between true prices and closinhg ﬁr;ées recorded ori the'

exchanges” (p.'384). However, this test does not explicitly

* s ~a .

s - . . .
-

. P *
> Bid prices are required for the entiregyear on each stock so that

thefr aftual sample varted from 317 to ﬂﬁ_firms over the years 1978 to
1982 )

* ’

-



test for frequencies of bids or asks. Therefore, this. test

cannot begs9nsidered a direct test of Assuqstion A.

Tgfry (1986) discusses several hypotheses that may
explain the end-offthe-éa§ effect. He believes the
end-of-the-day éﬂfect cannot be thé resul® of a few
outliers, infb}mation increases at the end of the day, or a
disproportionate amount of good news arriving ;t'the end of
th; day. He squesgs, of.iLe hypotheseg he considered, the
-only hyﬁéthesis supported by his data is an increase in
buying by liquidity traders at the end of the day, éesulting
in closing trades being executed at the ask priée. Té;ts

for systematic end-ef-the-day bid-ask patterns were not

completed. ‘ o 2 .

2.4 Summary

o In sumhary. satisfactor§ explanatione for the
end—of—thé-we?k and the end-of-the-day effect have not been

develgped. °‘The bid-ask bias hypothesis implies part of the

-

explanation may be due to a®violation of Assumption A.

'Terry (1986) does not comp}ete a test of the Assumption’and
Keim and Stambaugh (1984) do hot explicitly test the

Assumption. ) - A

In tﬁe nrext chapter, four subsets of Agsumption A are

. tested, One test is completed across days of the week,

Y
ES
e’
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motivated by evidence of the weekend effect. A second test
l '

is completed across price portfolios, motivated by evidence

N k] ‘ -
that the weekend effect is size related.6 The final two

tests are completed across days of the week and times of the

day, motivated by evidence of iﬁtraday patterns of returns.

Rejecting any one of the four null hypotheses implies

» - N
Assumption A is invalid. .

e

"

6 Blume and Stambaugh (1983) and Sto¥! and Whaley (1983) show
stratifying by price or size produce very similar results. | use price
tn this thesis to conform with the theories on the determinants of
bid-ask spreads discussed in Chapter 4.
Q .

4



CHAPTER 3

v

» EXAMINING THE FREQUENCY OF BIDS AND ASKS INTERDAY -

AND INTRADAY: TESTING THE VALIDIfY OF ASSUMPTION A

¢

In this Chapter, I descr%be the four hypptheses used to
. o .- .
test the validity of Assumption X. Descriptions of the data

and the test results are also contained in this chapter.

3.1 Data e . o t '\‘\D

The Toronto Stock Ex?hange (TSE) made available
extensive data for use in this thesis. The Canadian data
include time and date stamﬁed intraday bid-ask quotes,
transaction prices, and volumes on evér?}sqsurity listed on
the TSE-o;eerhe period January 1979 to December 1987. The
U.S. data consis®s of all securities interlisted on the TSE,
NYSE, and AMEX durinq.the period January 1984 to Décember
1987, and incldEZB-many active sec;rities such as IBM, GCM,

" Mobil 0il, and American Exprese.7 Tablés 1, 2, and 3
contain a list of the interlisted securities and a summary

of their trading activity. Table 1 contains ihe Canadian. ‘

based interlisted securities, Table 2 the U.S. based

"

7U.S. data for October 19 and October 23, 1987 4re only available - .
during the last half hour of trading. During the exrlier part of these
two days, the TSE's computers reqyired the processing power and the U.S.
feed was disconnected. o ’

21
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- ?

Sele - . i
interlisted securities, and Table 3 a aummary‘of’volume and

valug traded for both the(Canadian and U.S. based *

inﬁerlistgg securities.

-
L]

]

Y
3.2 Measuring a Tfade'qTPlacement Within the Bid-Ask Spread

\ -
Tests of hypotheseg in this chapter require a statistic
measuring the placemeﬂt of a trade within the bid-ask AR
spread. Since the tests‘completed in this chabte; are tests

of frequencies of bids and asks, the following definitign is
8 B

L4

selected:

- 3
°

Q = J l] if trade takes place above the mean pf the spread

-

0O if trade takes place below the mean of the spread

The estimate of Q also includes tne\?ollowing
restriction: a transaction must be preceded by a valid
R . PN . . :
bid-ask quote. Without the restrijction, it_would not be
. s -

possible to deterﬁine if a transaction {s above or beldw the

mean of the spread. A valid bid-ask qQuote is defing as one
-~ , . ;

F

. " . .
where both the bid and ask prices exist, the ask price is - ,
. haad - 'f’\\“
+ 3 )”

-

8 Approximately 1.5% of clos tradds;took place at the mean of the
spread. Exclusfon of these sbservations was not considered suffictent
to alter the results.

[N
-



above the bid price, and the spread is less than $2.00. °

Less than 1.0% of th tradee fail to muet the restrhct1onvi2‘

h

— .

Q. is distributed dichotomousiy. Appropfjite methods

for analyzing suchra distrikution include'égﬁlT, PROBIT, an8

11

linear probability models. Of the-three models, LOGIT and

’ — . s - .
PRCOBIT are preferred‘béqause the estimated probabilities
generated by the models are constrained between zero and
one. PROBIT reguires evaluation of the cumulative normal

distribution. LOGIT requires evalyation of the'cumulative

g

hyperbollc secant square distributlon The two

'dlstrlbutlons are similar 1ﬂ‘shape but the former. is more
. N *
‘difficult to evaluate because it apvolves the evaluation of

an integratl. Regress&ons in this thesis often contain{’"”;;

10,000'observations. Therefore.-the computational

. ® - .

-advantages of “the LOGIT model atre preferred.and LOGIT is
- i T e

¥

selected ;or’."us.e in this thesis.
1. :

-
-

9 Although all the data are provided dtrectly from the TSE computers and
very few errors exist, $2.00 was arbitrarily chesen as a filter'to :
remove possible errors in recording tﬁe bid or ask prize.

-

10 The maJority of the om{itted transactions occurred early in the
morning and on actively traded >tocks where trades occurred prior to
quotes being recorded“

1 See Madalla (1983) for a comprehensive explanatidn of these three
techniqués. .

.\ )
\
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3.8 Exaﬁining the Frequency of Bids and Asks Across Days of

b | f

i

—-

éhe Week

Tests of the weekend effect by authors such as Jaffe
and Westerfield (1985a), are completed under the assumption
of equal frequency of bids and asks, on the closing trade of
the day; across days of the week. Terry (1985), proposes
that part of the weékend effect may be the result of
systematic patterns in the number of closing trades
occurring at the bid and ask across ‘days of the weegs

,

- . -
Terry s propdsition implies that Assumption A is not valid.

To examine if systematib patterns exist *in the

.

frequency of bids and asks on the last trade of the day,

across days of the week, I test the fq}lowing hypothesis:

-% .

HO:' AFC, = AFC, "f'or all i,j
1 J

|
()
o
[S
A,
-

H,: X # AFC, for.any i.j = 1,...5 isj

AFC
‘ 3

where AFCi is Average Frequency of Closing trades, above or
helow the mean of the bid-ask spread, on each of the five
ﬁradinq days; 1 =1 fQr Monday, 2 for Tuesday, etc. . The

- — . . :
null hypothesis implies equal frequency of bids and, asks

.across all trading{ifys. “The null hypothesis is rejected if

the fregquency of bids and asks on any trading day is

s#ééZ}icantly different fromnthe frequency of bids and asks
on any other tradinglday.

c

-
-
Y
.
€ i .
4
o
:) /



3.3.1 Method )
o

\ Q is calcu}atiisizyfeach closing trade of the—day for

-

every stock and for ry day for which data are available.
Stocks not trading on a particular day are not included in
the analysis. Computef memory limitations makée running_the
entigg sample (about l.OQ0.000 observations in the Canadian
sample) in a single LOGIT regression impossible.
Conseguently, .several regressidhs must be run. ' The
hypothesis tests are completed u;;e; the aq;umpéion that the
set of regression coeffiéients estimated'in each regreé%ion
- is an indébegdent "gsample”! Means and variances of the
regress;on coefficients are used to complete diffeféﬁce of

y means tests. A trade off is made between the number of
observationg used in each LOGIT redressién and the number of
"gﬁmples? use? to calculate éhe meansg and variances for the

hypothesis tesfs. Monthly samples'are used in all testsxand

several tests are repeated with the Canadian data using

’ biannual, triannual and annual samples to détermine.if the
results are dependen; on ‘the monthly sample sizes. .
Regressions are glso run on a ran&om sample of forty
Can;dian stocks across the-fu;l nine year data period to
determine if the results aYe d;pendent'on the large
cross—secEion. short time period (monthly)\;amples.,~1n all’
cases, the results are qualitatiQely'the same as the results

‘reported in this thesis. "

W v
<
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‘In this test, the following LOGIT regression is run on

each monthly sample:

= 6

Tie T %1P1ye

where:

it

All ?°s in each month

\

65D75¢ * 6

3P3i¢

e

¢

ie (12)

1,...,pumber of stocks having a closing trade

on day t;

l,....,number of trading days in the month;

Vb

\
L3

1 if the closing trade for stock i,

is above the mean of the spread,

{

—

O if the closipg trade for stock i,

.. 1s below the mean of the spread,

on day t

on day t

dunmmy variables for the day. of Ehe week,

1 if the closing trade for stock i on day t

occurs on a Monday and zero otherwise,

13

{

1 if the closing trade for stock i on day t

occurs on a Tuesday and zero otherwise,

etc.,

a random error term.

Id

.are stacked and regressed on the

five dummy variables. One hundred and eight monthly LOGIT
\ .

regressions (12 months £ 9

sample anq_forty-eiqht (12

months x 4 years) for the U.S.

years) are run for the Canadian

sample. The average number of observations in a regression

N s
is 10043 using the Canadian sample and - 2045 using the u.s.

L

”
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27
sample. The smallest monthly sample size is 7107 for the
Canadian and 1690 for the U.S. sample.‘

The LOGIT regression coefficients can'bg rewritten to

represent,tﬂe estimated probability of a trade occurring a

™ )
the ask using: -

‘

p = exp(xB) / (1 + exp(x8)). g (13)

The probability interpretation is often more intuitive‘than
the regression coefficients and both are used

interchangeably. . /

3.3.2 Results

s 4

All regressions are tested for significance at the 0.05
level using a likelihood ratio (LR) test. The Ytest

statistic ig;

-

-2 In'L = -2[{1n 1(W) - 1ln 1(w)] (14)

yhere 1{w) is the yalue of the li%e}ihood function evaluated ‘
Qith a constant and four dummy variables and l(w) is the
value ;% the likelihood function with a constant only.
Asympéotically,;the test statistic dis distripuﬁed chi-square
wiﬁh four degreeé.of f?eedom. Approximakely 35% of the

regressions using monthly samples are significant at this

<

-
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‘level.lg When the regressions are repeated using

semi-annual and annual sample sizes, the percentage of

significant regressions increases tg_approxf%ately 70% and

90% respectively.

r

- MeaAns and variances of the five regression coefficients

£

are calculated based on the 108 Canadian r@&9ressions and a
second set of five means and variances based on the 48 U.S.
regressions. Difference of means tests are then completed

-
/
across all days, Monday v i?ﬁs Tuesday, Monday versus

— - -

Wednesd2y , ..., Thursday versus Friday.

v

. Panel A in Table 4 shows, for the Canadian sample,
. L 2
the average Friday coefficient is significantly above the
- N
average Monday. Tuesday and Thursday coefficient at the 0.05

significancé level. This f£inding implies_closing trades on
Fridéys occur significantly more at the ask than closing
trades on Monday, Tuesday and Thursday. Based on this
finding, I reject the nQZI hypothesis of nq,difﬁ?rence in
the frequency oé bids and asks, on the last tradeiot the day

across days of the week, for the Canadién‘sample.

-

A

- ]
- , . //Fvﬂ
r -

12 Month1y samples corttain an average of four observations on each day
of the wa‘!,- Therefore, it is not surprising that only 35% of the
monthly regressions are significant when using day \of the week dummies. -



4

29

LA Y - . T .
e Finding systqutic differences in‘the frequency of bids

and asks across days of the week implies part wf the

Canadian day-of~the-week effect may be the result of this

phenomenon.:;Pt is possible to determine rough estimates of
the explanatory powér of these findings using the estimated
probabir{ties derived from ‘the LOGIT regression

coeffictents. Fo example, an average Canadian stock sells
» r

for about $12.00. Assuming an average bid of $11-.#875 and an

ask of $12.125, the Canadian weekend effect, due to

) L]
. differen®es in the' frequencies of bids and asks, is -0.03%,

or about 25% of the tofal Canadian weekend effect.

Panel A of Table 4 also shows the difference of means

.. —_—
tests for the'U.S. sample. None of U.S. coefficient means
o - :

are significantly different at the 0.05 level. " This finding

contrasts wiﬁh the Canadian results just discussed.

~

) . However, three similirities between the Canadian and U.S.
R }
results are notable. First, Panel B of Table 4 shows both

samples have a similar pattern of incteasing mean

-

-

coeff&c;ent from Monday to Friday. Second, in bo;h'sampleé.
the Tharsday coefficient is less than the Wednesday and

* # Friday coefficients. Third,  even fﬁpugh none of the

difference of means tests are significant in the U.S.
. sample, the difference between the mean Monday. and Friday

U.S. regression coefficients is more than twice as large as

-

the same difference for the Canadian sample. These - <

gimilarities suggest a largér U.s. sample may result in
- - \

)
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significant‘differenceé in the frequency of bi&s and-aai}

across days of the wdek.

»
.In summary, I reject the null hypothesis of equal
frequency of bids and asks.on the last trade of the day, in

“the Canadian ;ample but not in the U.S. sample. The

patterns ’; the mean LOGIT coefficients are very similar

across the tgo samples but the vgriahces'of the U.S.
coefficientssare about ten times larger than the Canadian

coefficients. These findings do not support the validity of

Asigmption A but do support Terry's proposition that part of

the day—of—thé—wée effec% may be the result of sf%tematic

variations in thd frequency of bids amd asks.

3.4 gg_:;pingﬂphe‘Frequengy of Bids and Asks Across Price

Stratified Esrggo)ips

Keim and Stambaggh (1984) find systematic patterns in

the day-of-the-week effect across sizé'ﬁqrtfolioa.13 To

T
L J L

examine if systematic patterns exist in the frequency of
bide’ and asks on the last trade of %he day. <across price

gsiratified portfolios, I test the following hypothesis:

13

In *this thesis, portfolios are grouped by price rather than size to
be consistent with the findings discussed in Chapter 4. In this
chapter, the theory presented suggests that bid-ask spreads are a s
function of stock price. ‘not firm s{ze.

R
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»Hq AFDPij = AFDP,, E T
‘ i=17,...,5 ‘for all j,k=1,....5 j #k "
- -
Hy: AFDPij # Aprik , ;
i=1,...,%; for any j,k=1,...,5 3J #k
Vv N

3

where AFDPi. is Average Frequency’ ~f closing trades., above
or below the mean ‘of - &he bid-ask spread, during Day i for

Portfolio j. The null hypothesis implies equal frequency of

5
bids and asks across all five price stratified portfolios,
while ho;ding the day of the week constant. 'The null

hypothesis is rejeéted if the frequency of bids and asks for »

.

one portfolio is significantly different from .the frequency
of bids and aske in any other pdrtfolio. holding the ‘day of
the week constant. ‘ -

o «

3.4.1 Method

| ) -
To test thHis* hypothesis, I use the same set of Q°s

\
described in section 3.3.1 and the LOGIT regression:

e = 81dy5e * S2d5e * 839350 * fgdase * Ssdsie t oy (1)
i-=1,...,number of stocks having a clesing trade
) on'day t; ‘5_ . . .
’ t = 1,...,number of days in the month;
where:

" g
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o

s,
.

1l if the
is above
Q., = >
- 0O if the
is below

~

=

closing trade for stock i, on day t

the mean of the spread,

closing trade for stock i, on day tx

the mean of the spread,

d1 ta dS = dummy variables for price stratified:

"portfoliod

dije = 3’Jgﬂthe closing trade on day t and stock i

is on a stock in the lowest priced quintile

. oand zaro otherwise, . <
. dZif = 1 4f the closing trade on day t rand stock i

- is on a stock in price portfolio two and =~ ¢
. . ‘ ‘d"r

zero otherwise, etc., and .
: _ e -

e,y T @ random error term.
.S N ‘
f

o

-

To be consistent with the findings of quirical studies

“and theoretical researcﬁ

on ﬁhe determinants .of bid-ask

spreads discussed in Chapter 4, stocks are stratified by

price, rather than by market value. The theories imply

prdportional spreads are

a function of "raw" prices, not

prices adjusted fof.dividenda and gtock splits.. -Therefore,

- ~ the prices used in this study are not adjuq@ed for dividends

or stock splits.

December of the precedin

Smidt {1984). They find

» for low priced stocks.

Portfolios are formed based on tle last traded priqe‘i

g year and are rebalanced annually.

December is the most active month

Since” stocks with no trades KP

@

n

December is selected based on the analysisrof‘Lakonishokmand
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December are omitted from the analysis for the.following
year, the use of December trades allows maximum sample
sizes. -Portfolios are formed t&ahave. as closely as

i ¥ 14

possible, equal numbers of stocks in each portfolio. For

exam%;e} in 1987 each portfolio quintile contains’ )
approximately 210 securities. The price ranges for the five .
portfolios are: P
- $ 0.06 to $§ 1.00
$ 1.00 to'$ 4.20 ' .
"% 4.25 to § 9.50 ‘
$ 9.50 to $ 17.50
$17.50 to $375.00
The LOGIT regressions‘are run with monthly samples ;nd the
means and variances of the monthly eoefficients are used to
determine if €gere are significant diff;:encee Eetween the
means of the five coefficients. o
f
3.4.2 Results T

AN

Means and variances of the five regression coefficients

are calculated based on the 108 (12 months x 9 yea;s)

) .ad

- -~

14 Because the actiyely traded U.S. stocks are all high price stocks in
comparison to the average ®rice of a Canadfan stqck, the U.S. stocks
would mainly fall fnto price portfolio five. Therefore, I concluded
that 1ittle additional knowledge would be gained by stratifying the U.S.
securities by price dnd price portfolio tests were not cémpleted on the
U.S. data. .

”
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regreésions using Canadian data. Panel A iﬁ Table 5 shows
thf ;verage LOGIT coefficients for all portfolios are
significantly different a; the 0.01 level excluding two
comparisons: portfolio two wi£h portfolio three and
| portfo}ip four witp portfolio five. Portfolio four is
significantly diff;rent from portfolib five at the 0:05
level. -
Examinatién of Pane%’B in Table 5 geveals a
moncfonically increasing probability of a trade at-the ask
across the five price ;tratified portfolios. The size of
. the difference in the probability of a trade at the,ask from
the smallest to the largest prici pottfolio is approxi;ately

250% larger than the difference reported when examining the

probability of an ask across.days of the week.

The monotonically increasing pattern: of trades

.occurring at the ask is similar-to the monotonically

increasing pattern of feturns across price and size »

stratified portfolios reported by several researchers
including Keim (1983), Stoll and Whaley (1983) and Morgan
and MacBeth (1983). The similarity of the patterns suggests

part of the returns effect may be the result of incorrectly

assuming equal frequency of bids and asks across price anc

~

's;ze stratified portfolios.
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. To further charagterize the results of this test, I use

the following LOGIT regression:

it

where:

3it-

it

-

(16)

dummy variables for day of the week and
price portfoljo,

1 if the closing trade is on a Monday and
stock i is in the smallest price portfolio,
and zero otherwise,

1 if the closing trad? is on a Monday and
stock i is in price portfolio two, and zero
otherwise ‘

1 if the closing trade is on a Monday and
stock i %s in price  portfolio three, and
zero otherwige. etc., and

a random error term.

The results of running equation (16) with monthly samples

A
are shown graphically in Figure 1. The figure shows the

findihgs across portfoliéa persist across days of the week

and Are not the result of an aggregation bias. The pattern

of increasing probabilities of a trade at the ask across the:

five price stratified pbrtfolios is consigtent,acrosa all

days of the week. The probability of a trade at the ask is

13.9% higher for the Friday high priced portfolio than for-

A
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the Monday low price portfolio. This difference is more
than 300% larqer than the efitct found when considering only
days of the week but only Zox“iarge“khan found when

.considering only price stratified portfolios. Based onf . "Q\—}

these differences, I conclude that systematic patterns in
the frequencies of bids and asks, on the last trade of the

day, is‘more a price than a day-of-the-week phenomenon. :

The pattern of bids and asks found-in this study is not
identical to thd returns pattern found by Keim%and Stambaugh
(1984) 'but the coénclusions are similar. Keim and St;mbaugh

-~

i .
conclude returns calculated Lsinﬁ the last trade of the day
are size and day related. I find the systematic patterns ofi ;
bids and asks, based on the last trade of the day are price

and day related.

. .
N . 0
In summary, I reject the null hypothesis of no e
difference in the frequency of bids and asks, on“the last
trade, of the day, across price stratified pertfolios at the

0.05 significance level. This finding implies Assumptfoh A

is not wvalid.

S
“\/9



" the dayyfnd decreare significantly in the first t&cqef .

F
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3.5 Examining the Fr ency of Bids Qnd Asks Across Times ©

the Day, Holding the Day of thngeek Constant

L4

- B

-

Wood, Mclnish and Crd (1985) fiq@ average calcglated\

returns increase significantly in the last three m;ggtés of

miputes of the day. The& calculate returné using

transaction prices that usually reflect the épec;alist's bid

and ask ‘price rather than the "true” pfipe at which a

security would .trade in the absence of the specialist. If

- .

Assumption A is not valid, thep systematic patterns {9~\ ,;

intraday returns may be the result of systematic pattéFﬁs in
o .

the freguency of bids and-asks.

-

To examine if systematic .patterns exist in the “'x .

»

frequency of bids and.qsks across times of the day, holdinq‘ﬂ:?

the day of week pohstant} I test the fgllowiﬁg hypothesis:

Al

.
L]

{\FDTij = AFDTik.

1,...,5; for ald j,k

-

ik
1,.:..5; for any j,k =

AFDTij # AFDT

-

. . - !ﬁ'\. ’:/-"”“-,.\\ 3 .
where AFDT, . is Average Fyéquency. of trades, above or below
the mean of the bid-ask spread, during Day i, in Time

period j. The null hybothesia impIies, holding'the‘day of

the week constant, equallfrequency of bids and asks across

- -
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b ) L

time of the day."The null hypothesis is rejected if the
frequency of bids and asks in one time'periqd~is

significantly different from the frequency of bids and asks
i - 1
in any other time period, holding the day of e week o
I '

constant. 7 %

3.5.1 Method

To/tést this hypothesis, a new set of Qs arekgglcuiated.

Firsty I defike seven intraday time periods: _ : ™~
~ “_f\ 1

Nl sy

the bpening three dinuteé of the day,ls - a

the three minutes from‘ll:OQ to 11:03,

the three minutes from 12:06s to 12:03,- .

” M - -
the three minutes® ftom 1:00 to 1:03, - .
the threé minutes from 2:00 to 2:03, ' . =
s . * 7

the three minutes from- 3:00 to 3:03, and - y

A ~

the closing three minutes @of the day.

\

.

The three minute time period i?/ghosen for cqpparison of the

(.
-~U.S. results tééfhe findings of “Wood, Mclnish and Ord, who -
e B

find anomalous returns patterns during the first and last

three minuhgﬁ of the trading day.
;f'\ ’ ) ‘:, ”’-\k ’

N

15 The openjﬁ§ three minutes of the{Qg& ts defined as 10:00 to 10:03
prior to the first trading day in October, 1985 and 9:30 to 9:33
thereafter Both the TSE and NYSE began opening ag 9: 30 on September
30, 1985 .

4

§
B \ . ,-‘
\ “v/ N
i ' POt .
¥ s - .t
4
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¢
 Then, for éach of the seven three minute time periods,
I calculate Q for'any_ttansaction during the period that
meeté'thé restriétion Sf:a preceding vglid'quote. 1 repeat-
} the_procedure for each day ofithe,zzsg\frading days of -
Canadian data—;nd the 1004 trading days of U.S. data.

I

I then run the following LOGIT regression:

-~

~

®na = %1P1nda * %2P2nd * %3P3na * ¥4Pana * ¥sPsna * %ePena
* 50704 * ®na | (17)
n=1,..., the number of ;bservationsfin.dey d,
across all seven time periods of the day;
d=1,....5, the number of days of the week; .
‘'where: ' , S ..

dummy variablesvfor each hourly time perioa,

)
[
ct
o
]

.

D = 1 if observation.n, on day-d occurs -in the

first three minuteé of the day and zero
. s M | *
. otherwise, ° L A

Dan'= 1 if observatign n, on day d occurs in the
period 11:00 to 11:03 and zero otherwise,
° *  etc.,
end'= a ‘random error term.
Thig regression is run méh%hly with the Canadian data and in

triannual samples using both the U.S. and Canadian data.

The purpose of using the triannual samples is to keep a‘

. B . . o

9




similar num®r of observations in each LOG¥T.regression -

!..

across all tests. The monthly and triannual results are

qualitatively identical and the triannual results are
reported. For ex&mpre, ’for the 27 Canadian triannual
sample3s, the regression is run for all'observations that
occurred on a Monday, yielding }7 sets of Monda&, time dummy
coefficiente on wpich diffefence of means tests are

completed across times of -the day. The procedure is then

repeated for Tuesday, Wednesday, Thursday and Friday data,
yYielding 27 sets of coefficients for each day. Means and
variances are also calculated for all days combined. The °

entlre procedure is repeated for each of the twelve
—
triannual .samples for the U.S. dgta.

»
- ~ o PR
.~ . .

& .
) — ‘~ N
3.5.2 Results "

- A}

Figures 2 and 3 show, on all five trading days, the

last three minutes of the day has significantly more trades

occurring at the ask than any other time period ofhEhe day
L) - '\-

in both the Canadian and U.S. samples. Table 6 shows the

"%

results for both samples when all data is aggregated. In

- -, ' : ¢
the Canadian sample, the open is significantly below all. "’
other time periods and the close’Te'eignificantly above all

other time peribde. boﬁhﬂmegﬁured at the 0.01 significance

-level. None of the remefﬁing periods are aiqnfficantly
. .
. different at the 0.05 level. R \f
' < Y

7
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In the U.S. sample,~tbe probability of an ask across
times of the day forms a bid-ask pattern similar to the
- returns pattern found by Wood, McInish and .Ord (1986). The .
close has significantlx;?o;e asks than any other time ° .
. '"period. The open has siénificantly more asks than all time
periods excluding the close. With one exceﬁtion, none of
the remaining time periods are significant at the 0.05

level.
To examine the explanatory power of these findings, the
regression coefficients are converted to estimated

probabilities. Then,.if an average NYSE stock has a bid of

$50.00:and an ask of $50.125, the pattern found by Wood,

) " McInish and Ord (1985), using-19§? intraday data, can be
$totally explained with bid-ask frequencies in the first ) .
| three minutes gf the day and reduced by 28% in the last

threé minutes of the;day. In their 1972 data, the pattern

in the first three minutes 6f,the day can.be reduced by 50%
and the pattern in’ the last three minutea«af the day can be
totally explained, with bid-ask frequendies'”

In summary, in both the Canadian and U.S. samples, I

(1]

reject the null hypothesis of no difference in’the frequency .
of bids and asks‘acrosg.timeslof the day. The closing time

‘ period has significantly more trades occurring at the ask

A

than any other time.period in both countries when measured

at the .00l level. Fﬁrther. both the open and the close ‘are

»
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significantly different from the }ema;ning

during the day when all data is aggregated.

-open has significantly fewer asks than the

42

time periods

In Canada, the

[ ]
midday time

periods and in the U.S. the open has significantly more asks

than the midday

— -

observétions.

g

3.6 Examining the\frequency of Bids and Asks Across Days of

the Week, Halding the- Time Period Constant

Harris (1986) finds returns patterns differ across days

returns .using transacgion prices under the implicit

" of the week during the same time of day. He calculates

-

assumption of no systematic patterns in the frequency of"

bids and asks.

~——

To examine if systematic patterns exist in

the frequency of bids and asks aéros§ days of the week,

holding the time of ay cqnsfant, I test the
hypothesis:~ - C

where AFDTijris
the mean of the

period j.

4 3

AFDT = AFDT

ij mj
all i,m=1,...,5 i # m; j
AFDT. . # AFDT_. .

1] mj .
any i,m.=1,...,5 1 # m; j

-
<

Average Frequency of %?ades.

bid-ask spread,.during Day i,

follawing

above or below

in Time

Tﬁ% null Hypothesis implies, holding the time of

day constant, equal frequency of bids and asks across days'

.

" e

-~ ( L

-
-



A
of the week: The null hypothesis is r;gected if the.
fregquency éf bids and asks for one day of the week is

. .
sign;fiéantly different from the frequency of bids and asks

s ¢ -
for any other day of the week, holding the time of the day

constant. .
(}

o

3.6.1 Method

-

To test this hypothesdis, I usé the same set of Qs
. ' . . = ¢
described in section 3.5.1 and the LOGIT régregsion:

- B : ¢

s

.
Qe = §1D1nt * 8000t * %30ane L 84Pane * S5Psne ¢ ene

4

(18}
‘1,.., to the number of observations in time

per;od'f acréss.gll_days of the week;.

1,.., 9, the number ?k daily time periods;

T

dummy variables for the day of the week,

1 if observation n, in time period’t is on a
L - - (

Monday.and zero_otherwise,

D2nt = 1 if observation n, in time period t is on a

<

Tuesday and zero otherwise, etc.,

ent a random error term.
: &

’

AY
a

The regres;ion is run monthly, once‘for-ench month and
’ .

time period giving 756 (12 nionths x 7 time periods x 9 °
[ ’ :

years) sets of reéression éoefficiehts for the Canadian
(R

had L)

’-—"ﬂJ




'procedure is repeated for Tuesday through Friday on the

- b}
. \a.

sample and 336 (12 months ﬁﬂh time periods x 4 years) sets

r
of coefficients for the U.S. sample. Means and variances

for the Monday open coefficients through the Friday close
coefficients are then calculated #nd significance tests for

differences in means among theé seven time periods are

<

cohpleted.- For exaﬁble. for the Monday test, in each of the

108 months of the Canadian sample, the means and variances
of the Monday open coefficients through the Monday close
coefficients are calculated. These means and variances are

then used to complete difference of means tests. The

Canadian data and the entire procedure is repeated for the

48 months of the U.S. data.

~ ' L]
..

3.6.2 Reéhlts &

. &

Table 7 shows the difference of means tesls and Table 8

shows the means and variances of the regression coefficients

¢
- '

for both e Canadian and U.S. samples. Sigilér to the

results across dpys g} tﬁe week, thé Canadian, but not the
-« ‘ .

'J.S. sample, shows several significant results. B

™
Panel A of Table 7 shows .the Monday open 18

significantly different from the open on all other days at \
thy 0.05 level. At 12:00, 1:00, and the close, the

.
frequency of bids and asks on Moqpay and Tuesday is

sjgniffcantly‘different from the frequency on Friday. At

A
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. A N
1:00 and the claﬁf, Wednesday.’'s frequencies are also

significantly different from Friday:'s. .

-
-

Based on‘these results._I reject the null hypothesis of
equal frequency of bide and asks across days of the week,
while holding the time period constant. The Canadian

e
coefficients, converted to probabilities are shown™

graphically ' in Figure 4. ' -

In the U.S. sample, one of the difference of means

S

tests is significant at the 0.05 level, Monday open is
significantly below the Frgdaf oﬁen. - As concluded for the
Can$¢ian sample, I¢reject the null Hypothesi; of equal
frequency of bids and asks across days ?f the week, holding .
the time of tﬂe day constant. The U.S. cocefficients,

converted to probabilities are shown graphically in

" Figure 5. . ’ ’ C . N

The bid—ask’frequency patterns I find in this study
’ i
during the first hour of the day do not resemble the raturns

patterng found by Harris_(1986) during the first hour of the

[
Friday returns increase. I find an increase in the

’

frequency of bids across all fiv; days. These results

daff— He finds Monday returns decline but Tuesday through

suggest that the returns patterns found by Harris may not be

the result of systematic differences in bid-ask frequencies.

-




spread may also be invalid.

46

In summary, in bbth the Canadian §nd U.S. samples show
. 3 .

differences in the frequency of bids and asks across days of

the week, holding the time period constant. These results

4
again imply Assumption A is not valid. N

\

3.7 Summary

-

In this chapter. I test the validity of Assumption A

using four hypothesis tests. I reject the hypothesis of’

equal frequency of bids and asks across days of the week,

across price stratified portfolios, and across times of the

day. The overall conclusion is Assumption A is\not valid.

This result implies that conclusions drawn from emp{rlcal

studies not correcting for the existence of the bid-ask



{ < - CHAPTER 4

DETERMINANTS OF BID-ASK SPREADS: PREVIOUS ‘RESEARCH
o

In this Chapfer. I review the literature on the
determinants of bid-ask spreads. Botﬁ theoretical and
empirical support are given to the hypothesis that bid-ask
spreags vary c¢ross-sectionally. During the r;view. I arque
that cros;—sectional theory and the results of
crosé-sectional empirical studies iﬁgly the existence of
systematic time-series movements in proportional bid-ask
spreads. These arguments are inconsistent with Assumption
S

B: there are no systematic time series movements in

proportional bid-ask spreads.

4.1 Early Empirical Studies

in his seminal article on the deterﬁinanta of_bid-ask

spreads, Demsetz (1968) generates interest in an' area mostly
neglected in the previous literature. Using both supply and

demand theory and the role of the speciélist, Demsetz - N

develops p?%'miin-argument "that uader competitive
’ *

conditiqas the bid-ask spread, or mafkup will measure the
cost of.making transactions without delay”™ (p. 39). He

suggestd that typical supply and demand theory omits the

possibility that a seller (buyer) will not be available when -

a buyer (seller) enters the market. Therefore, if spmeone

(14




is willing to stand ready to.immedaatgly buy or sell shares
at stated prices, this individual will take on the waiting

costs associated with the expected time between the initial

~

order and the receipt of a following offsetting order. ™~
. . -
These waiting costs are reflected in the bid-ask spread of

.

the specialist or market maker. It follows that the main
determinants of the spre;d_sh;uld be those factors that
affect the time rate o¥ transactions. .
- - AT .
) . S
Demsetz continues by submitting that secondary factors
affecting the spread should appear in two other forms:
competitive forces on the specialist and the price per
share. Standaéd economic theory would predict increases i
- competition would result in narrower spreads. Price is %ij;,_
proposed as a determinant of the spread since the "spread
will tend to increase in proportion to an {,creaae in the
price per share so as to équalize the cost of transaction
per dollar eichanged. ftherwise those who submit limit

orders ‘will find it profitable to narrow spréads on those

securities for which spread per dollar exchanged 1s larger"

(p. 45).

To eTpirically test his hypothesis, Demsetz uses the.

\ -
-

regressions:

(19)

A
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Sj = Bg. * ByPy * BNy + BgM, « e, ~ (20)
~whe;e: ’ ’
| si = the bid-ask spread for security i measured in
dollars per share,
. Pi = thefirice of security i, : -
Ti = the aQefage number.of transactions for“éecurity i
. oyer the two day observation period, .
Mi = the numbgr of mérﬁets on which security i is
listed,
N, = the num?er of shareholders of security i measured
b in hunq?eds, and '
e, =.a random error term. ‘

The regressions are run using ;oth linear and
logaritﬁmic forms and he finds the best fitting equations
are linear in price byt logarfﬁhmic in number of .
shareholders and transactions.

e

Even though the data set uapd\fs gquite limited and

specialist risk is meationed only in passing, Demsetz's

w

research is instrumental in initializing study in the area
and in’%eveloping the beginnings of a cross-sectional theory
on the determinants of bid-ask spreads. -

Tinic and West (1972) continue the development of

cross-sectional theory by criticizing Demsetz (1968) both

L

)




4 . -
for his lack of discussion on dealerls'risk and for his

-———— ——<choice of proxy for competiti6n. Tinic and West® believe,
4 «
for over-the-coupter (OTC) securities, the number of dealers

quoting on a stock is a more approﬁfiate measure of

compeﬁitibn than the number of markets on which a security

is.listed:

L) -

Using a data set comprised of a single observation

(January 18, '1962) on each of 68 OTC stocks, they regress: _

’ ) P4 v . *
-
. - R .
S — ‘w

- ' i T %0 T mAy Py egRy ey (21)

it}

’ .S, = the average bid-ask spread_ for security i,
= - } 4

.A; =.0.93750 Z + 0.37500 Z_, derived from a principal
i ) Iy

L ]

L4 .

{ components analﬁsis on Vi, the totél.sales

and purchases for security i, and Nt' the number

-

of dealers quoting bid and ask prices on security
' '

i. Zv and Zn are the atandardized'vatiablea of Vi .

and Ni respectively,

P.”= avgrage price of security 1 1n 1961,
R

it = (Phigh - Plow!+/ Py. and ' ‘
. .
ei = a random error term. ®
s ; ) L ]

-

16 In this-‘thesis, dealer, specialist, market maker and desiqnated

market maker are used as synonymous terms .
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They find their proxy for dealer risk, Ri is
& : .
statistically insignificant: This result squeststghat oTC

market makers may be able to_e;i@inate rgsk through

diversification, since spreadsagre not related to Tinic and
-

West s proxy for risk.. However, Pinches and Kinney (1971)

show Tinic and West’'s risk proxy is not stable-évgr time,,

[ 4

making such a conclusion difficult:to support.

¥

Tinic (1972)2 extends egquation (21) to include further

cross-sectional variablés. These include tﬁ!\(&gber of
v “~
institutions holding the,étock‘ trading continuity, standard

deviation of stock price, and two variables describing

)

individual specialist units. The additional explanatory

variables result in the following multiple ‘regression:

B

8§ = @y *+ o,P, ¢+ c’zln(vi) +a M. +ra, I 4 dij + agCy

71 0 1 i
- v agony "\S(Kj/Ti) +uy (22)
where: »

Si = average bid-ask spread of security i,
, Pi = averaée price of security i, v

éi = average number of shares of security i traded

per day,
Mi = index of competition for secyrity i,
Ii = number of institutional investors holding

security i;

T, = average number of trangactions in eecuriﬁy i per

~




day . ‘\_,;
.C. = trading continuity of security i (Eé?bbr of -~
days traded/number of days sampled).

N. = total number of specialty stocks carried by the

J
unit reg{stered in security i,
°pi = standard deviation of the price of ;ecurity i,
Ki = totak‘purchasing'tapacity of specialist unit j
in thousands, and ' 4 . (/J
. ;

a random error term.

b4
The additional variables are included iR the regression

based on arguments of dealer ris{. Tinic argues" that

v

inveﬁtbry variables reflecting the risks inherent in the

- v
carrying, borrowinig and liquidity costs of inventory should

be major factors in the determinants of spreads. These

risks, he suggestg, will be a functior of trading activity,

stock price veolatility, and the burchasing power and
diversification of fhe dealer. Using 80 securities and
nineteeq trading days in March, 1969 (averaged to give a
single obgfrvation for each'etock) Tinic finds the
regression equatién is significant at the 0.001 1evé1.
Excluding opi and (Kj/Ti). all the independent varigbles are

significant at the 0.C5 level.

-\ ‘

. -

. .
Tinic uses a second cross-sectional regression to test

N

.the hypothesis that active, continuously traded stocks have

their bid-aak‘spreads altered less often than inactively



traded stocks. The hypothesis is dbveldped on the
assumption that dealers may systematically vary their

bid-ask quotationa to vary their inventory positions. Tinic
- ‘ »
suggests such a practice would be more common for -~

infrequently traded stocks, thus the variance of the bid-ask
spread should be higher for inactive stocks. The

regression:

By *+ ByC; + BT, + BP, + 84(3Kj/Nj) + vy (23)

the standard deviation of tie bid-ask spread on
the ith stock, and

vi = a random error term,

-
-

is used to validate the hypothesis. Bo. C, T, and P are

-

found to be significant at the 0.05 level. The F test.is

significant at the 0.001 level.

. L\Logical extensions to Tinfc‘s (1972) cross-sectional

énalysis result in the prediction of time—serieg variations
in sprea@s. 1f invehtpry‘risk is a major determinant of
spreads and if during certain time pefiogs. such as periods
when the ex&hange is closed, the invéntary risk of the
-dealer systematically increases, then one would expe?t to
find systematic time-sefies variations in the size of

bid-ask apréaaa as the dealer attempts to control this risk.
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Since the dealer hglds a non-diversified portfolio, any
restriction in the "ability ko ;lter inventory position could
significantly increase dealer risk. Therefore, one would
expect increased risk ovef non-trading periods such as

weekends and year-ends. This extension is inconsistent with

Assumption B. . :

4.2 Theoretical Models

Stoll (1978) introduces explicit theory to the supply
éﬁde of dealer services. Dra;ing on the insiqhts of Demsetz
(1968), he describes the role of dealers as one of providing
the service of rmmediacy. _ He believes the cost of immediacy
takes three forms: holding costs’, which include the risk of
price movements and the opportunity cost of holding
securities; order costs, which include the costs of
arranging tradés, recording and clea;ing transa ns; and
information costs, which include costs which aygise when

investors trade on the basis of superior informhtion.
<@

Using these three concepts aﬁd the ;ésumption of
utility maximization, Stoll (1978) derives a dealer cer
function which is quadratic in dollar spread but linear in
proportional spread. He finds that holaing costs are

pendeﬁt 6h size of transaction, the variance of the return
of the stock being trajed, the size of the iﬁitial hbidinqs

-» B
of all stocks in the dealer s trading account, and the

-
-

L
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’covariance.between the return on the stock,being traded and
the return on the trading account.

Stoll’'s theory is extended to continuous time and to\
;nclude the demand side of the dealer cost equati;n by Ho
and S&ol? (1981). They find the dealef?s bid and ask prices
depend on the return characteristics of the stock, the’ |

stochastic demand for dealer seréices. and the dealér)s
utility fu;ction. Their theory prédicts wider Spreadé for'
larger transactions and the bid and ask are always
aLt;red to the point where the deal is indifferent bgtweea‘
a purchase or a sale. For example, if the probabilities of
a purchase or .a sale are equal, then.the bid and ask prices
are changed equally. If the probabilities are not equal,

the bid and ask prices will not change the same amounts bﬁt
the final setting will leave the dealer indifferent between

a sale and a purchase.

Following Tihic'a (1972) research, Ho and Stoll’'s
((1981) prediction that dealers will maniéulate the bid and *
ask prices £o control inventory sizes an& thereby control.
inventory risk leads directly to the hypothesis of -
t%meﬁser}es variations on bid-ask spreads. Aésuminé a

positive probability of the arrival of new, relevant

information over a non-trading period‘inventory risk must
4 - F 4 -

increase over the nongtrading period since it is not

A

possible for the dealer to alfer the securities’ inventory




position. The larger the probability of the informatién

arrival, the greater the increase in inventory risk,. -

Fﬁrther. assuming the probability of the information arrival
~is an increasing function of time, longer nén-trading

$eriods should result in wider bid-ask spreads. This

-

hypothesis iglégaiq'inconsistent with the assumption of no

+

systematic time-series movements in bid-ask spreadsf'

o -

7 - .

~ -

Copeland and Galai (1983) show the spread can be
expressed af a combination of call aﬁd put options. The
advantage of this model, over the models of Sgsll (1978)'and |
Ho and Stoll (19@1), is the dealer's utilit;.function‘ﬁges

.not.entér into the equation. . , . —~
. . - -\‘\ /‘ o ,\ -

[} . - - T

As introduced by Bagehot (1971) and empirically tested

L

by Benston .and Hagerman ('1974), Copeland and Galai (1983)

emphasize two types of trading, the first for liquidity

reasons ghd the second based on supérior information.

Copeland and Galai sfate the d?a.l-exj°can never ggin from ‘
trades wi%h investors having superior info;hatloﬁ but géés
gain frqm trades with liquidity motivated traders.
Therefore, t%gylmoael the spread as a tradk-off between }

expected-logses . to thformed trad?rs and éxpgcted gains ffbm

—

-liquidity traders.. N . ) .t

h -

¢ $

.'/' .

Severgl comparative static Ytesults are predicted by *
“this model. First, as the variance "of a stock' s .rite of

) . - | ' ) ° - ' »

o T -




P

return increases, the competitive, equililyium ask price

®

will be raised. Second, if the prubability of an informed

N

L 2 TR
trade is higher for thinly traded stocks, the spread will be

ﬁider'ﬁor such aecuri'ciee.l-7 Third, if large priee chaﬁéea

are the result of informed trading, there should be a
coqtemﬁoraneous relaﬁionghip between large price changes and

. L .
the size of the bid-ask spread. . °

-4

.

As with previous Ehgoretgcal;models. Copeland and
- N~ -
Galai s model can al@o be applied to sgpport}the hypothesis:

of timge-series movements in spreads. In their model, the
. : .

+

probability that the next tradet is informéd-is a major

[

determinant in the setting of the spread.' Therefo:e. if the

.probabilipy that the next trader is informed is a.funot;on

-—

of the length of time betwbeh’trades. then oﬁe would expect
the average'proportional spread to be a function of the
length of the non;trading period. For example, if

: : v

information arrivals are modelled using<a Poiseon

P . ) )
distribution: . . g . -

' 3 : . <

A7 The probabf?ft} of an informed trade may be highér ‘for: thinly tﬁadid
stocks because they are more closely held or because there 1s a longer
time period between  trades. '

* . ' N
-

-
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where: MRS

&8
]

the expected’ number of informetioq arrivals per

time period

t
i

the number of time periods between trades

€ ! v

a

then 8, the probability of k informatign arrivals in t time
18

periods, must be an incf@asing function of time. " The
model predicts, on average, opening spreads should be wider

than ¢losing spreads ahdf-opening spreads following weekends

shouwld be wider than opening spreads followed bﬁ‘overnight

non-trading periods. These predictions are incondistent

with Assumption B.

o>

.Glosten and Milgrom (1985) continue w1th the assumpxlon

of two groups of traders, one group tradlng for lquIthy

a

and the other trading with proprletary information. The

authors make three critical assumpt1ons thhp’a;l.investors

\-

and speczallste.are~r15k neutraL. that‘the‘apeciaiiet kaiows

.

the probability ﬁiétrfbutién of'trade arrivals; and the .

specigfiqt éh‘np zero profits. fhey then.provetseveral
L

propositions, one of -which shows that the width of the
sprdad is a positive function of the.quality of insider

information, the proportion of informed to uninformed

-

_ trades, and the "desire of the uninformed to trade."

18 The distr1bution parameters are assumed stable over the per1od in
question ) - . . ‘

~

ty



-~

Glosten and Milgrom use their theory to suppecrt the

hypothesis of cross-sectional v;riations in bid-ask spreads

but do'not extend. their theé;y to include time-series

movements iﬁ spreads. However, i€ seems logical, to as;ume

that longer periods between trades would allow informed

traders more time to verify:the quality of their
F&\inférmation. If the.assumption is valid, support is again
& given to the hypothesis of systematic time serieg moveménts

in spfead§ around'non-tradinq‘pgriods.

- .

Finally, in support of Assumption B, Terry (1986)
argues that because bid and ask prices move in 1/8 dollar
increments, the optimal étrategy for the specialist may be
to avoid adjusting the width of the spread regardlegs of the

oo expected number of informed trader;. He suggestg if the

specialist widehs the spread in period t, in expectation of

the arrival of inforped traders, then liquidity traders‘ﬂ}ll
delay their trade to a period where the.spread is narrower.
If such a delay tactic occurs, then the proportion of
informed traders 'in period t will be' even .larger, requiring
‘the specialist to widen the spread even furthgr. This
_wwidening will result in more liquidity %radqr;.delay}ng

19

" their trades and the cycle will repeat. To avoid such a

-
hd ]
.

19 Terry (1986) does not consider the goal spread of thé spectalist

which would effectively end the cycle when the specialist could no .

longer widen the spread. The ex1stence of interlisted securities would
. (Footnote Continued)
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cycle, .-Terry (1986) suggests quiialists will only partially
adjust their spreads in reaction to expected informed
traders. The partial adjustment may be within the 1/8

dollar increment iﬁplying no adjustment would occur and that

time-series movements in spreads do not exist.

4.3 Summary

In_this chapter, I cite.theoretical and empirical
evidence linking cross-sectional variationé.in bid-ask
spreads to ;ross—sectional variations in risk adjusted'
retutns I argue, based on the theoretical and emplrlca;
research that s;%tematlc time- ggrles movements in bid- as#
-spreads should exist. I propose, if such moyement; do
exist, they will be found surrounding periods Qf
non-trading.: Spreads, I argue, should be widest following
periods of non-trading and may also be’ a function of the '
length Pf the non-trading period. These arggments imply
Assumption B may not be valid. In.the next chapter, I
complete a direct tes; of the validity of Assumption B.

~
\

(Footno-e Continued) .
also weaken the argument unless all speclalists widened and narrowed
their spreads simuitaneous]y



CHAPTER 5 ¢
EXAMINING THE TIME-SERIES BEHAVIOR OF INTRADAY
PROPORTIONAL BID-ASK SPREADS: TESTING THE

VALIDITY OF ASSUMPTION B

In this chapter, I describe -the hypoghesis'used‘to test
a subset of Assumption B. Then, I discuss the methodology
and results of the test. I reject the null hfpotheais at

the 0.05 level and conclude. that Assumption B is not valid.

5.1 Meagﬁringﬁlntradav Proportional Bid-ask Spreads

In the previous .chapter, propositions are forwarded
suggesting that cross-sectional'stu&ies on the deterﬁinants
of bid-ask spreads imply time-series movements in bid-ask.
spreads. These propositions imply proportianal-spreads may
sgstematically vary across days of the week and across times
of the day. The propositions are based on empirical and
theoretical evidence suégesting that proportional bid-ask
spreads are a‘"function of the spécialists’'s inventory
control, the potential for-informed traders and the quality
of the informed traders iﬁformation, If systematic pattgrns
in proportional bid-ask spreads exist, then Assumption B is

invalid.

61




To examine if systematic‘patterns in proportional
bid-ask spreads exist intraday, I test the following

hypothesis:

Hy: APS;, = APS;,
i=1,...,5; for all j,k=1,...,7; j # k
Hy: APS,, # APS;,
i=1,...,5; for any j,k=1,...,7: j # k

:where APSis is Average ?ropdrtional Spread in day i during
time period j. The null hypothesis implies, holding the day
of the week conéfant, average proportional spread is .
constant th?oughout the day. The null hypothesis is
rejected if average proportional spreaa in one time period
is significantly different from average proportional spread
in any other time period. Thé seven time periods are the
same as those deséribéd in section 3.5.1. |

$S.1.1 Method

%
.

. The discussion.in the previous chapter implies that, at -
a minimum, proportional bid-ask spreads are a function of ‘
stock price, stock price variance and stock activity.
Therefore, any correct test for changes in average
propertional spreads during the trading day must, at a

—

minimum, include contr¢l variables for these three factors.

v

- ~
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Similar to earlier studies, such as Blume and Stambaugh
(1983), I control for price by placing all stocks into one
of five portfolios using the sam; method described in
Chapter 3.20 Similar to earlier studies, such as Tinic
(1972), I usé volume to control for trading activity. I use
variance of the mean of the bid-ask spread to contrel for
stock price variance. This method is chosen based on the
findings of Marsh and Rosenfeld'(1985) who show that biases

may occur if stock price variances are estimated using

transaction prices.

To calculate the volume variable, I record volumes for
all transactions'ﬁeeting the restrictioﬂ of a preceding
valid quote, during each of the seven three minute time
”periods, and during each day of the nine year period for
which-data are available. The volumes are aggregated by
‘averaging monthly with{n each time- period and price
portfolio, and the log of the average is calculated. This

1 A
ﬁtocedure yields 35 observations per month, one for each of

the seven ti;e perioas in edéh of the five price portfolios. .
For example, in month m, a transaction occurs at 11:01 on

stock i and stock i is in portfolio one. Then, the volume

on that transaction is added to the volumes of all previous

transactions occurring in mornth m between 11:00 and 11:03 on

20 Since price portfolios are used in this test, U.S. comparfisons are
not completed for the same reasons discussed earlier.
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stocks in the f%best price portfolio. At the end of the
month, thd arithmetic average of the volumes is determined
and the log of the average is calculated.21
Y
Option pricing studies, by researchers such as Geske
(1979), imply that ;tock prjce variances change over time.
Since this thesis deal8 with three minute time periods, it

is desirable to.use estimates of three minute variances to

capture the movement of the variances through time.

. Regrettably, there are insufficient quotes on any stock in a

three minute time period to cqéﬁnlate a .three minute

variance. Consequentlyl to estimate the variance variable I

. ¢ e 22
assume variances are stable within a montn.

To estimate the variance variable, I regord the mean of

all valid quotes during &ach month and for each.stock. The
variance of these means is then used as the estimate of.
stocK price variance for each individual stock. Variances
are not calqulated when a-stock nas fewer than five quotes
in a month. These monthly variances are then sveraged

within each of the five price portfolios. For example, if

~

21 The regressfon {s also completed without logs. The results are
qualitatively the same on the difference of means tests.

22 Other methods of estimating the variances were considered such as
estimates of varfances based on implicit variances derived from
Black-Scnoles option pricing model. All were discarded because of
intractability or the assumptions were considered less acceptable than
the assumption gf constant variance within a month. .

/



;stock i has seventy quotes in July, seventy observations are
used to calculate the variance of the mean of the bid-ask ‘
spread. If stock i is in price p&rtfolio one, its ihly
variance is add;d to the July variances of all price

portfolic one stocks and an average July, portfolio one

variance is calculated.

e dependent variable, proportional bid-ask spread, is
defined as:

I = (ask - bid) / ((ask + bid)/2). ) : (25)

As with volume, I calculate this statistic for every
£fansaction meeting the restriction, in each of the seven
‘thrée minute time periods during thglffading day and fo;
each of the trading days during the nine year period of the
Canadian data. [ s are not calculat?d if a stock does not
trade during the time period or the trade is not preceded by
a valid quote. The T s are averaged in the same manner as

described for volume. The averaging yieldé 35 cobservations

for proportional spread in each month.

These three proxies for proportional spread, volume and
.vafiance. are then combined with seven dummy variables in

the following system of regress£ona:
—

~




57 1 (G
8,055t * 8897, * Sgln(Voe) + e, (26)

..., 5, the number of price portfolios;

.., T3

.» 108, the number of months in the

<

sample;

arithmetic average of proporti;nal spreads

in portfolio p during time t,

dummy variables for each hourly time period,
1 if the observation on)g;rtfolio p is during
the first three minutgf of the day ana zZero
otherwise, ‘

1 if the observation on portfolio p is during
‘11:00 to 11:03 agd zero otherwise, etc.,

log of average volume for portfolio p during

time period t,

»

average variance for portfolio p during
month 1, and

e = a random error term.

pt.

»

At least two models are appropriate for estimating

. ~ .
these equations simultaneously: pooled cross-section .

-
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/

23 and Seemingly Unrelated Regression (SUR). The

tim;—sgries
’aévantqge of SUR is the method makes use of- the information
“contaiﬁéd in the contemboraneoug correlation of th?
residuals across eqﬁations. Analysis of the da£a, using
" standard ogs grid search techniques, shows the individual
eqﬁatidn regression fésiduals have an average rho of greater
than 0.5 when testing for first order autocorrelation.
Therefore the data is transformed.equation by equation prior:
to running the SUR regression.24 Evidence presented on the
day-of-the-week effeét suggests differences in intraday
propcrtional.bid—ask'spreads may exist across days of the
week. Therefore, the system of equations is run daily as
‘well as wifh all data combined. The regression is aiso run
with and without the variance and volume variables to
. .

determine if th; significance of the time coefficients is

the result of the proxies chosen.
9.1.2 Results

The results are virtually identical for the six

regressions; therefore, only the regression for the total

Z |

23

See Judge et. al. (1982, Ch 16) for an explanation of pooled
cross-section time-serfes. . - :

24
presence of autocorrelation.

.See Kmenta (1986, Sec 12-3) for a discussion on using SUR 1n the

!
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~

s;mple is reported. The ébR regression ccefficients and t
sta;isfics for the regression with the time coefficients
only are shown in Table 9. Table 10 ;ontains the éesulta of
the regression with the time and volume coefficients ﬁnd
Table 11 contains the results of running equation (26). The
resu%ts of the F tésts for-equalify of the time coefficients

for equatioh (Zé) are shown in Table 12.

With one exceptioa {Table 11, p=1l, t=close), in all
cases and in every equation, the time dummies are
significant at the 0.05 level. Examination of Tables 11 and
12 show the spread is -the \‘:le.et’at the opening of the
Exchange, narrows to midday and, for all portfollos
(Excludlng the low price portfolio, 81gn1f1cantly widens in
the last twb hours of trading. Therefore, I reject, at the
0.05 significance level, the rniull hypothesis éf éonstant
proportional Qprea&s within the trading day. The’
interpretation of the time coefficients sho@n in Table 11 is
the mean of proportio;al spread for por&foiio p, . during time

period t, after controlling for the effects, of variance and

volume. ' i o

These results imply that Assumption B is not valid.
N -~
Terry' s (1986) proposition that spreads will not widen
throughout the day because ,of Exchange requirements is also,.

not supported by the results of this study. . The data does

»

1 .
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{ _ .
support the tim9—aeries ex;ensions presented %:fthe previous
chapter. » . -
TN

Finding spreads are widest in the morning, narrow to
;idday, and ;iden again to the close of trading implies
variances calculated with transaction pricéé wiliivafy
systematically throughotit the day. Variances will be
lérgest in the morning, decrease to midday.apd increase to
the close of trading. ihis is exactly the pattern found by
w6¢d. McInish énd Ord (1985). The similarity of the éwo
patterns implies parL of the variance patﬁern may be the

result of intraday movements in proportional bid;ask

spreads.

. * -

The coefficients on the volume and variance variables

are not consistent with previous theory or empirical

studies. Only the coefficients on the first and fifth

po;ffolios are.aignificant for the variance variable égd the

first, fourth, and fifth portfolios for the volume variable.

The sign® and patterns of the coefficients-are counter

- » * A
intuitive. Based on the discussions in the previous

chapter, the expe;ted si?n on the volume variable is °
negative %pd positive on the vafiancé varisble. Table 11
shows a the volumé coefficient starts poéitive for portfolio
one, monotoniéally decreases t6 éhe fourth portfolio, where
it becomes negative, and then iﬂ%reases but remgins ﬁegative

for'the fifth portfolio. The pattern is almost the reverse
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for the Wwariance variuble. The varianEe pattern may be the
result of assuming constant variances across months but the

explanatlon for the patterns is left for future research.

. ~ . - .
R &
5.2 Summary - - .

S o

In this chapf@) I test the validity of Aasumptlon B by

testing a sué;et of the Assumptlon; I reject the null

hypothesis of equal proportlonal spreada across times of the

day while cOntrollihgifbr stock price,'stock prige-. yariance,

and volume. Based on this result I conclude thgt Assumption

~

B is not valid. : 7
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: CHAPTER 6
. concrusioNs’AKD IMPLICATIONS

A

6.1 Conclusions

- » . '
In tgié thesis I test the validity of two Assumptions:
. .
;-

-

A) there are no systematic cross-sectional or

time-series &ifferggces in the probabilities of a

trade being“at the bid or at the ask, and

.

2

B) there are no ‘systematic time-series movements in\P

- proportional bid¥ask spreads.

)
. ) : >

Two conclusions result from the tests:
t

-

1) 'Assumption A and'Assumption B are invalid.ngNulb

!
——

hypotheses of'équal‘frequency of bids and asks acrose days

of the.w:;k, across price stratified portfolios, and across
time of the dgy are ali rejected at the 0.05 significance.”
levqli‘?The°nu11 hypoth2dis of no difference in proportional

Qpreadé acrqss'tgmc of the 'day is-algo rejected at the 0:05
' { . - N .
level. 1 . : )

.
-
v

2) There are similarities between the syatemati; patterns

in the.frequency of bids and asks found in this thesis and }‘

~
) - . N
- -

- , 2’ . o
L. .
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returns anomalies such as thé day-oféthe—weék,
end-of-the-day and small firm effects. Bid-ask patterns
occur'at.the beginning and end of the day, as do the
intraday returns patterns found by Harris {1986) and Terry
(1986). Bid-ask patterns occuf across days of khe week as
do the returns patterns found by authors sucl. as Giﬂépns and
Hess (1981). Bid-ask patterns occur across Price portfolios
"as do the returns pattern; found by Blu@e and Stamkaugh

(1983). .

6.2 Impli;atiohs for fhture Research

’
»

L]

The major implication of the findings in this thesis

is: conclusions drawn from empiricai studies not correcting-
for varia}ions in bid;ask frequencies and for variations in
proportional ?id—ask spreads may be erronédus. Becayge of
theAsize of the "bdases” found, the implication has more
_\relgvance in daily‘and iﬁ;raday studies than studies using
dat;.with less frequeét oggarvationa. Blume and Stambaugh
{1983) suggest the convenfioﬁ of ‘using the mean of the bid
and the ‘ask rather than transactidﬁ prices would help remove
bid-ask biases. Lakonishok and Sﬂidé‘(1983) suggest this
method may not be ;ppropriate due to Exchanqg_ tinuity,
requirepments. The results of the studies in !ﬁ;}%tpesls

suqégst transaction prices may nat be the most accurate

proxy for calculating "true” retuEQb and iances. The’
' derivatioﬂ of a better proxy 1s left for futute research.
. hd * .. \\'~ h

. \

..\. ‘ . - »
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»
The examples given in this thesis show the use of the mean
[
of the bid-ask spread, rather than transaction prices, to
compute returns and variances can eubstantialfy reduce

several returns and variance anomalies.

»

An explanation for the existence of systematic

variations in the frequency bids and asks interday,

intraday, and across price peortfolios is also left for

4 . .
- future research. Since the specialists set the bid and ask
prices, part of the explanation may be found in a study of
s - specialist activity dur‘rg the day and across securities.
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TALE | comt’a
REVIEW OF INTERLISTED TRADING FOR THE YEAR DIDED OECEMQER 1],
CANAD I AN-BASED INTERLISTED ]SSUES
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TOTAL CON-SASED INTLST 4,095,126, %04

-

! Totals reflegt trading on 411 Vachanges 10 esach country.
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TABLE 2
TRADING SUMWARY OF U S -BASED SECURITIES INTERLISTED
ON CAMADIAN EXCHNANGES OURING 1907
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: TABLE 3 .
- SUMMARY OF VOLUNE AND VALUE OF CAMADIAN-BASID AMD U.S.-BASED _

INTERLISTED SECURITIES FOR THE YREAR DNDED DECEMBER 31.1987

NEW YORK
AMERICAN

NASCAQ
OTHEER U.S.

SUB TOTAL U.S. EXCHANCES
TOTAL ALL EXCHANGES I’

SUB TOTAL CDN EXCEBANGES

NEW YORK
ANER I CAN

MASDAQ
oTRIR U.S.

' , SUB TOTAL U.S. EXCEANGES

s - TOTAL ALL EXCEANGES

- VALUX OF TRADINC -

($080)

CDN-BASED INTLST

39,256,630
7.451,51 9480
213,549

4 . o8

0y

46.921.837

27,134,410
7.730,895
7,775,713
12.034,.00

42,653,083
89,574,891

U S -BASKD INTLST

455,270
51.450
(o o]
00

506,720

363,220,569
197.113
93,229

363,519,012
364,025,733

.

- VOLUME OF TRADING - °

CON-BASKD [NTLST
-

1.891,284.042
268,212,178
33,251,864

. 1,000

2,192,749,081

969,990,532
168,348, 734
520, 465,657

3,872,500

1,862,377,42)
4,085,136,504

- U.S.-BASED

INTLST

11,973,166
740. 447
00,

00

P 12,713,612

4.563,839,51%
9.6810,498
17,821,200

00

4,591,271.218
4.603,.984, 020

-

GRAND TCTAL

39.711.901 4
7.502,.701
213,949
os

47.420,55%8

390,363,079
7,928,008

_ . 7.868.943
12,034

406,172,066
453,600,628

CRAND TOTAL
1.9023,257,208
268.952,622

33.251,0864
1,000

2,205,.462,694

5.533,830,049
377.999.232
538,206,857
3,572,500

6,433,648,.638
8.639,111,332
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\ ) TABLE 4
Dlm OF MEANS TESTS. MEANS, AND VARIANCES
FOR LOGIT REGRESSION COERFFICIENTS ACROSS DAYS OF THE Ill!.
USING CANADIAN DATA 1979 - t? AND U.S. DATA 1984 - 1987
Wodel: 8, = 8;Dyip * 8;025e *¥3%31e * SePaie * 50sic * %y
Parel A: T Statistics for Difference of Means
Tests Acress Days of the Week N
Canadjan Data
Tue -0.2417
Wed -0.8999 -0.6807
Thu -0.%052 -0.2732 0.404? N .
rry -2.4832* -2.3240* -1.6468 -2.0420*
Mon Tue Wed Thu
U.S. Data
Tue 0.0721
: wWed -1.4143 -1.4882
Thu - -0.8728 =0.9478 0.%730
Fri ) -1.5827 ~1.6603 -0.1080 -¢.7083
Non Tue Wed Thu
. v .
Panel B, Means and Variances of Regression Coefficients .
Across Days of the Week a
[
Cana Dat. . .
Mon Tue Wed Thu Fri
Mean -0.33313 -0.3279 -0.3134 -0.3220 -0.2798
Variance 0.0291 0.02%2 0.0239 0.0281 . " 0.0210
U.5. Bs. .
‘A
Hean 0.0724 0.0666 . 0.1882 . 0.141% 0.1969
Variance 0.1524 0.15%507 0.1698 0.1489 0.1449

“Ihe model is run monthly giving (12 x 9)"100 sets of regression coefficients with the"
Canadian data md. (12 = 4) 48 with the U.S. data. Means and variances of these -
g cpo!ﬂchn‘u are used to calculate tha difference of means tests. Variables: ‘Q“ =0 if
. closing trade on day t for stock i is belov the mean of the preceding Juote and 1 above
. the mesn. The dummy varisbles are for day.of the veek, Dyge 1 if day t is & Monday
. &nd zero othcrv;d_, Qe = 1 11 ‘d.nywt is s Tuesdsy and zero othervise, atc.
Significant at’ the 0.0S level.

\_,/
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TABLE §
DIFFERENCE OF MEANS TESTS, MEANS, AND VARIANCES :
FOR LOGIT REGRESSION COEFFICIENTS ACROSS PRICE
PORTFOLIO QUINTILES USING CANADIAN DATA 1979 - 19g7*

Model: 2, = a1dlit * 8ot 8dyy * 849y * Bedgye * oy

.
) L J
Panel A: [ Statistics for Difference of Means
Tests Across Price PortFolios
) . .
- . T,
Port 2 -2.8851%%
Port 3 -2.9907%* -0.2528
Port 4 -5.7422%* . =3,3779** . =2.9316**
Port § ~7.4473%* 5. 4115** -4 .85300%% -1.9983%
Port 1 . Port 2 Port 3 *  Port &
- : ‘ -
, .
Panel B: Means and variances of Regression Coefficients
Across Price Portfolios »
Port 1 Port 2 Port 3 ' Por. 4 Port §
Mean -0.4i46 -0.3397 -0.3339 -0.2682 -0.2253
Variance 0.0474 0.0285% 0.0314 0.0229 0.0202

)

“The model is run -onthly qivinq (12 x 9) 108 sets of rcqreuion

coefficients. . Means and varlinccl of these cccffiqjents are used to

calculate the difference of means tests. Variables: Qit =0 if a
transaction is below the mean of ‘the preceding quote and 1 above the
Mean. l!'ho dusmy vn{hbln are for pri e portfelio, dlit‘. 1 if stock |
is in lowest price portfolic and zero othervise, ."zu = 1 if stock 1 is’
in price portfolio 2 and zero othervise, etc.
* Significant at 0.05; *f significant at 0.01.

1

- .

‘e




TABLE 6
DIFFERENCE OF nnns TESTS, MEANS. AND VARIANCES FOR LOGIT REGRESSION
COEFFICIENTS ACROSS TINES OF THE DAY. ALL DAYS COMBINED,
. USING CAMADIAN DATA 1979 - 1987 AND U.S. DATA 1984 -'-1987

Nodel. th = GID + szznd + 5393“ QD‘hd - Gsbsnd . ‘GDSM. 0"57DM . .id

Panel A: T Statistics for Difference of Neans Tests
Across Times of the Day

Canadjian Deta

11:00 -4.7867**
12:00 -4,8853* 0.0100
1:00 -3.0325** 1.2587 1.2718 -~
2:00 «3.2487** 1.0906 1.1011 -0.1661
3:00 -4.0325%* 0.9158 1.9267 ~C.4722 . =0.2910 v
4:00 -11.3099#** -5.5547% -5.7268** -6.3025%* ~6.1791** -5.9008**
Open 11.00 12.00 .1:00° 2:00 3:00
U.S. Data ’ ’
\/
11:00 3.1314*
12:00 2.4002* 40.8967
1:00 1.4164 -1.53%7 -0.7691 : *
2:00 3.59864% 0.52%3 1.4299 . 2.0039*
3:00 2.2523* -0.47%0 0.2743 0.9003: -0.9255
4:00 -3.6638** =7.0636** -6.5063** -4,9569%» =7.4778%* -5.5886"*
Open 11:00 12,00 1:00 2:00 3:.00
] . R
Panal 8. Means and Varisnces of LOGIT Regression Cocffichnu’*_\
c_.ugm Open 11,00 12,00 1.00 2:00 3:00 4,00 .
_Mean’ -0.1468 -0.0588 -0.0390 -0,08%0 -0.0813 -0.075%4 . 0.0322
‘Variance 0.0096 0.0107 0.0098 0.0153 0.0148 0.00% 0.00‘4
‘ 3
1. s |
Nean 0.0848 -0.0236 000088 0.0323 -0.0417 . -0.0049 .20%2
Variance 0.0368 0.0348~ 0.0282 0.0447 0.0371 '0.0877 0.0283
. . ]

“Ihe model is run triannually for eech day of the week giving (3 periods per year = 3 days
per veek x 9 yurn‘) 138 sets of regression coefficients in the Canadian sample and (3 = 5 x
4) 60 in the U.S. sample. Means and variances of thesé coefficients are used to.calculate
the difference of mesns tests. Variables: 2 ., = 0 if transaction n on éay d is below the
mean of the preceding quote and 1 above the mean. The Admmy veriables are for time of the
day, D » 1 if trlnuction n on day 4 occurs in the opening three minutes and zero
othcn-iu Dopg = } u :rmocuon n on day d occurs in the 11.00 to 11:03 time periocd and
zero othe-vise, etc. .

*Significant at 0.03; bl ui_miucmt at 0.01.
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*‘:\\’ TABLE 7
T STATISTICS FOR DIFFTRENCE OF NEANS TESTS FOR
LOGIT REGRESSION COEFFICIENTS ACROSS DAYS OF THE WEEK, FOR SEVEN TIMK a -
PERIODS DURING THE DAY USING CAMADIAN DATA 1979 - 1987 AND U.S. DATA 1984 - 1987
. } Model: 8.0 = &) 0t * 82%2ne * %3%3ne * 54%nt * sOsme * *ne
Panel A: o an Data
Open 11:00 12400 1:00 2100 3:00 4.:00
MON vs TUR 3.4141%* 0.8842 0.5469 0.4032 -0.2823 0.0022 -0.1301
MON vs wED 1.9944* -1.0203 -0.7843 -0.1618 =1.7039 -0.687% -0.2738
MON vi THU 2.6874** -1.1662 ~1.0605 -1.1472 -1.6498 -0.1514 -1.3731
MON vs FRI 2.4945%* -0.8407 =2.1037% -2.9706** -] 0464 -1.4384 ~2.5781*
TUE vs WED ~-1.5616 -1.9262 -1.3316 -0.5761 -1.4510 . -0.7381 -0.1330 .
TUE vs THU -0.8988 -2.1172% -1.6271 -1.5386 =1.397M -0.1655 -1.1970
TUE vs PRI -0.8765 -1.8297 ~2.6538% -3.3114** -0, 7874 -1.5509 -2.3514*
WED vs THU 0.707S -0.1036 -0.26481 =1.0007 0.0393 0.592% -1.1197
WE wvs FRI 076279 0.2677 -1.31%7 ~2.8728** 0.6112 -0.7%66 -2.3416*
. THU wvs PRI -0.0337 0.3939 -1.1271 -1.9302 Q.5677 -1.4173 ~1.1796
. - - *
s -
Pandl B: U.S. Dats ]
L]
Open 11:00 12:00 1:00 2100 3:00 % 400
. .
. MON vs TUE -0.9376 -1.0602 -1.6126 1.2846 0.497% ~0.9838 0.2390
MON vs WED -0.53s58 -1.2%22 -1.6880 1.3904 -0.0261 1.8707 0.5133 .
MON vs THU -1.4524 -1.9666 -0.5039 0.1444 -1,1994 -0.3834 -0.2068
.. - MON vs [FRI -2.0680* , -1.4006 ~1.6689 1.9264 0.6351 0.3265 -0.1033
TUR ve WED 0.4549 ~0.292¢ -0.2450 0.1721 -0.5448 1.8916 0.2860
. TUR vs THU -0.7193 -1.2064 1.1996 0.00%7 -1.6023 0.5396 -0.4296
TUR vs FRI  -1.4246 -0.%5079 -0.3632 0.6589 0.1678 1.35% -0.3371 )
WED vs THU -1.0888 -0.9021 1.3087 -0.1482 -1.2324 -1.21%¢ -0.6781
WED vs FRI ~1.7946 -0.2182 -0.1370 0.4552 0.6820 -0.569S -0.6012
THY vs IRI ~0.5470 0.6707 -1.3092 0.5776 1.6562 * 0.7048 Q.1062 .
v -
~’
‘ b . * -
' -
Y '
"nblq 8 contains a decription of the model. The model is run 7%6 times (12
wonths x 7 time periods x 9 years) for the Canadian data and 336 times (12 months = 7
time periods x 9 years) for the V.3, data. Nesns and variances of the rtqrul:l;m
coefficignts are calculatad on the 108 (48) monthly Canadian (U.S.) observations for
each of the 7 time periods. Dighrmc‘o of means tests afe computed for each day of
¢ the week vithin each th-. period based on the means an variances.
* * Significant at 0.05, ** significant at 0.01. . .
r— )
. . _“‘..
- \ ‘ ( * a . » “n
N ¢ . ¢
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TABLE 8
MEANS AND VARIANCES OF LOGIT REGRESSION COEFFICIENTS
ACROSS DAYS OF THE WEER, FOR SEVEN TIME PRRIODS a N
DURING THE DAY USING CANADIAN DATA 19?9 - 1987 AND BS DATA 1984 - 1987

Model: @ _ = 8D, .+ & + 8D, +§

nt = 81%1ne * $2P2ne * 83Pane + 8Dgp, * @

QDCnt $°.5nt nt

Canadian Data Mon Tue . wWed Thu Fri
Open Mean -0.0738 -0.18%9 -0.1388 -0.1591 -0.1580
Variance 0.0542 0.0831 0.&452 0.0433 0.0%61
11,00 Mean -0.0948 -0.126% -0.0569 -0.0832 -0.861
ey - Variance 0.0733 .- —— 00648 0.0760 0.0646 0.0526
N ehg
TR e
12¢00  Mean -0.1078 -0.1281 -0.0791 -0.0708 -0.0347
N Variance 0.0743 0.0786 0.0677 0.0554 0.0550
1:00 Nean -0.1336 -0.1501 -0.1270 -0.0899 -0.0198
Variance 0.0861 0.0949 0.0782 0.0702 0.0722
* 2:00 Mean 10.1398 -0.127% -0.0688  -0.0700 -0.0937
Variance 0.1082 0.0976 0.0811 0.08S1 ©0.1021"
3:00 Mean -0.1176 -0.1176 -0.0900 -0.1117 -0.0620
Variance 0.0938 0.0717 0.0801 0.0657 0.0671
Clese Mean -0.0184 -0.0140 -0.0097 0.0248 0.0589
Variance 0.056% 0.0634 0.0521 0.0500 0.040%
L] : -
U.S. Data S— .
Open  Mean ~0.0030 0.0760 0.0437 0.1323 0.1766
variance 0.2321 0.1092 0.1322 0.1846 0.1300
* 11:00 #ean -0.1099 -0.0473 -0.0319 0.0250 - -0.0190
Variance 0.1104 0.0%689 0.0%87 0.115%4 0.0918
12,00  Mean -0.0906 0.0094 0.0226 -0.0564 " 0.0318
", variance 0.1311 0.0536 0.0847 . 0.0907 0.1262
1:00, Mean - 0.09%2 0.0127 . 0.0012 0.0123 -0.0292
Variance* 041023 . 0.09%6 . 0.1167 0.1498 0.0977
. . - * - e -
2700 ._Neap - * -0.0421 -0.078™ -0.0408 0.0400 -0.0%00
. Tyariance 0.1013 e, 0dUl . 0.0811 0.1236 0.1724
LT . - st
3:00 Mean -0.1173 0.0639 -0.080% 0.0203 =0.0369
Variance 0.1%17, - 0.1318 0.1481 0.1819 0.1336 ‘
Close  Mean 0.2164 0.2037 * 0.1889 0.2208 0.2222
Variance . 0.0721 0.0630 0.0653 0.1007 0.0822

— Ty -
“The model is run monthly for each time period as described in Table 7. Variables:
QM v 0 {f'a transaction is below the mean of the preceding quote and 1 above the mean.
. The duemy variables are for day of the week, Dlnt = 1 if transaction n, in time period
t, is un a Nonday and zero othervise; D, = 1 if transaction n, in time pPariod t, is on \
a Tuesday, etc, Difference of means tests, computed for each day of ‘:ho week vithin
z) each fime period, are shown in Tablg 7. .
LA ¥

e ~ . *

*
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) Model)

.

’ TASLE 12
F TESTS FOR

T
Liex &0

. .

* %%0del description is in Tables 9, 10, and 11.
portfolio quintiles 1 through S.
* Significant at 0.05; ** significant at 0.01.

“ I
SUR REGRESSION TIME DUMY councxms'

-

+ ‘ala(vp:) + 696‘ ‘e

pe pt

pe1l
11:00 0.354 . :
12:00 1.180. ®*579
1100 Y. 308 1.418  ° 4.730°*
2.0 2.087 1.211 0.299 8.434
3,00 4.082¢ 2.549 1.010 8.384%% ~ 0.379
Close 20.997%*  10.388%* 6.037* 15.419™ 3.829 3.2m
. :
T Opes— ' 11,00 1200 1.00 2,00 3.00
! ¢ * ’
P2
- 11400 47,4484 -
12.00 73,707 1], 659 )
1.00 62.563**  10.848* 0.338
< +2:00 91.016** . 23.672** 5.178%, 6,567
3400 " 67.276%* 7.034"* 0.00S 0.33¢ 7,995
Close 117.703#%* 6.0%9* 0.064 0.436 S. 346" 0.045
¢ Open 11:00 1200 1:00 2,00 3100
rd pw=l - -
11,00 28.105**
12100 JSEHAETT 34,4184 - -
1:00 $3,838%*  16.292** 0.7%9
2:00 67.739%% - 23 229%% 0.07? 1.548
3:00 69.010%*  17.6860**, 0.184 ©0.089 0.767 .
Close 80.412** §.12¢* 4.349% 1.670 5.127% 1.804
. Open 11.00 12:00 1:00 2100 3.00
. " prd )
11.00 145.043%* - .
12,00 110.115%#* 0.697
1100 156.596%*  28.186*%  13.740**
2;00 L133.144%%  12.796%*  10.485" 4.029*
3.00 143.842%* 6.3853% 3.eM 7.773# 2.481
Close 140.8794# o 2.882° 20.973%*  20.063** 19,239
- L]
*
-7 Open 11.00 12:00 1.:00 2,00 3:00 .
p=Ss
1100 268.408*
12,00 234.938** $.278* ,
1:00 216.684% 197184 10.737**
2,00 247.873** 29.9034 13.668%%, - 1.48% . .
3.00 268.3%4%* . 12,.2814* 3.2!0{ 0.861 S.430*
Close 230.337~ $.8235* 14.933% . 30,769%* 45.078%* 03.002‘ .
Open 11:00 12100 1:00 2:00 3:00
‘ P

P = 1 through p = 5° represent price '

All the P tests have 1 and 3267 degrees of freedom.
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