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Abstract

A Physically Unclonable Function (PUF) is a new and prongsapproach
to provide security for physical systems and to address tblelgms associated
with traditional approaches. One of the most importantgrerince metrics of a
PUF is the randomness of its generated response, whichdgsriesl via unique-
ness, uniformity, and bit-aliasing. In this study, we immpknt three known PUF
schemes on an FPGA platform, namely SR Latch PUF, Basic RQ &idFAnder-
son PUF. We then perform a thorough statistical analysisein performance. In
addition, we propose the idea of the Hybrid PUF structurehicivtwo (or more)
sources of randomness are combined in a way to improve rameksn We in-
vestigate two methods in combining the sources of randosmaned we show that
the second one improves the randomness of the responsticaigfty. For ex-
ample, in the case of combining the Basic RO PUF and the AnddPyJF, the
Hybrid PUF uniqueness is increased nearly 8%, without aryppocessing or
post-processing tasks required.

Two main categories of applications for PUFs have beendnited and an-
alyzed: authentication and secret key generation. In thidyswe introduce an-
other important application for PUFs. In fact, we developerst sharing scheme
using a PUF to increase the information rate and providetehéatection capa-
bility for the system. We show that, using the proposed nubttize information

rate of the secret sharing scheme will improve significantly

Keywords: FPGA, Hardware Security, Information Rate, Message Authen
cation Code, Physically Unclonable Functions, Robust&eginaring, VHDL
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Chapter 1

Introduction

The traditional approach to prevent passive physical kdtaach as counterfeit-
ing, cloning, reverse engineering and the insertion of cmalis components in-
clude cryptographic primitives such as encryption/dettoypalgorithms, digital
signature schemes, and authentication codes. The probitgmnthese types of
security measures is that, they rely on the protection of#dueet keys which are
stored in non-volatile memory such as EEPROMs or fuses. €hsitive data
stored in such memory can be read out directly through imeeasitacks([1]. To
counter this issue, expensive protective coatings araepbut still, the devices
are vulnerable to sophisticated physical attacks.

Therefore, physically unclonable functions (PUFs) areothiiced to address
such problems. A PUF is@hallenge-respongarimitive which is used in a physi-
cal system to provide the required security measutes|[1/d8fead of storing the
secret key in a memory, it can be intrinsically generatedbyRUF-. In fact, a PUF
generates &esponsdo a givenchallenge The idea behind the PUF is that, the
output response is totally random and unpredictable. Iss@anique for different
instances, even if the two instances are exactly the samesanthe exact same
components. This is because the PUF response dependsotéky unique and
random characteristics of physical devices, such as g#gslen fact, the very
important feature of a PUF is its unclonability, i.e., evean attacker has access

to the circuit and builds an exact same copy of it using theesemmponents, the
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response of the new device to a given challenge would berdiftdrom that of

the original device to the same challenge.

1.1 PUF Constructions

A variety of PUF constructions have been introduced durlreggast ten years
[14]. Non-electrical PUFs include Optical PUFs]15, 16],08stical PUFS[[17],
and Coating PUF< [18]. Optical PUFs use an optical micreestire which is
built by mixing microscopic refractive glass spheres omg transparent epoxy
plate [15]. This micro-structure is called a token. Whensetebeam is applied
to the token, it will generate a random pattern that can béhdurprocessed to
produce the PUF response. The pattern generated by thewolksnbstantially
change even with a slight change in the laser beam, in teritswévelength, an-
gle, or focal distance. Acoustical PUFs are built upon theuatical delay lines.
An alternating electrical signal is transformed to a medatervibration using a
transducer. This vibration propagates through a solid orediacoustical line)
which includes random scatterers. At the other end of tres time wave is trans-
formed back to an electrical signal. The produced eledtsimmal has unique
properties which depend on the random physical charatibsrisf the acoustical
line. Therefore, this electrical signal can be used as tiguerPUF response. In
Coating PUFs, a protective coating material is inserted tm¢ device using ran-
dom dielectric particles which have random propertiesae,sshape and location.
In fact, in Coating PUFs, a random element is purposely tedento the device in
order to provide more strength against physical attackeréfbre, Coating PUFs
are different from othemtrinsic PUFs in which the random element is intrinsic
to the device.

In addition, Electrical PUFs are categorized as Memonrebt&JFs and Delay-
based PUFs. Memory-based PUFs include SRAM, SR Latch HHip; Butterfly,
and Buskeeper PUFs [19+424]. The idea behind memory-baséd BUo bring

a bistable memory element (which can contain only 1 bit abrimfation) into its
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metastable state where it is not clear to which stable statél ifall back. This
settling state is totally random and unpredictable foredght memory elements
due to random physical variations.

Moreover, delay-based PUFs consist of Arbiter PUFs [2,R8]g-Oscillator
PUFs (RO PUFs)8]8,113,26-28], and Glitch PUF5][8.9, 29 Emdom element
used in delay-based PUFs to produce response bits is thdejate For example,
in Ring Oscillator PUFs, two identical ring oscillators drxe two clocks with
different frequencies. The frequency of each RO dependb®delay of the in-
verters used in the feedback loop of the ring oscillator.réfuee, the frequencies
can be compared to each other to produce one response lgit, dasvhich ring
oscillator is faster. In this study, we focus on electricelH3 and discuss their

characteristics in more details in Chapter 2.

1.2 PUF Performance Metrics and Properties

Some of the important performance metrics of PUFs inclutiahiéty, unique-
ness, uniformity, and bit-aliasing/[6,130]. Reliability afPUF is a measure of its
reproducibility. The reliability of an ideal PUF is 100%g., the PUF generates
the same response to a given challenge at different ingasfagme and under
different environmental conditions. Uniqueness is a measi inter-distance
variations of the response bits among different PUF ingsnin other words, if
a specific challenge is applied at the same time and undeathe sonditions to
two identical PUF instances, the response of the two PUFsldhee different.
Ideally, this value should be 50%. Uniqueness is one of thstingportant fea-
tures of PUFs and represents the randomness of the PUF sesipitsi[30]. Also,
uniformity of a PUF measures the ratio between the numbefscdrid the total
number of response bits. Uniformity of an ideal PUF is 50% mggathat, 50%
of the response bits are 1 and 50% are 0, and therefore, thed3pénse does not
have a biased behavior towards a specific bit value. Anothpoitant factor of

a PUF which also represents the randomness of the PUF ressdois-aliasing.
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Bit-aliasing of a given bit position in the PUF responsesgiercentage Hamming
Weight (HW) across several PUF instances. Again, this veheild be ideally
50% for all response bit positions. The definition of thesgpprties along with

their formulations are provided in details in Chapter 3.

1.3 PUF Applications

Two main applications have been introduced for PUFs: demitkentication and
secret key generatioh![1]. Authentication is performedan steps. First, in the
enrollment phase, a trusted party (authentication autfjaecords a number of
challenge-response pairs (CRPS) in a database. Then, vetifieation phase, a
random challenge chosen from the database is applied tdtReaiRder verifica-
tion and if the generated response is "close enough” to twrded response, the
PUF is verified to be authentic. Figure]l.1 shows a generalPa$ied authenti-

cation scheme [1].

Enrollment Verification
Phase Phase

Authentic
PUF

PUF under
verification

Challenge Response

Secure database Selected  Generated
Challenge Response

Challenge-Response Pairs
Challengel | Responsel
Challenge2 | Response2
Challenge3 | Response3
Challenge4 | Response4
Challenge5 | Response5

Corresponding
Response

Figure 1.1: A general PUF-based authentication scheime [1]

One of the most important requirements of a practical PUFEis utilized in

a device authentication process is a large set of challesgmense pairs (CRPS).
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Because the CRP which is chosen by the authentication atyth®transferred
over an insecure channel, an attacker can capture and t@ssaformation to
attack the authentication system. In order to prevent saplay attacks, each
challenge-response pair should be used only once duringutientication pro-
cess. Therefore, the utilized PUF should provide a largebmurof challenge-
response pairs so that a device can be authenticated acghiiumber of times
before the CRP set is exhausted.

In secret key generation, on the other hand, a specific keyldlhe regener-
ated for unlimited number of times. In other words, becabsesecret key is not
stored in the system, and the PUF circuit produces it wheriei®needed, the
regenerated response (key) should be 100% noise-free.opssed by Suh et al.,
the secret key generator based on PUF works as follows [Xherinitialization
phase, a specific challenge is applied to the PUF and a resjggenerated, as
shown in Fig.L.I.R. Then, using an error correcting code ssdBGH, the error
correcting syndrome (called Helper Data) for that respamsemputed. The ap-
plied challenge and the syndrome are then stored publicly dnip or a server.
In the reconstruction phase, the same challenge is apmi¢gidet PUF and the
noisy output will be corrected using the computed syndram@édduce the same
response as the secret key. Note that, the publicly stomredirsge reveals infor-
mation about the PUF response and thus the secret key. drerdgfag-bit secret
key is needed and the syndrome bit-sizd,ishe number of PUF response bits
should be at least| = b + ¢ [1].

1.4 Thesis Outline and Contributions

In Chapter 2, we discuss different memory-based and dedagebPUFs in more
details. More specifically, the construction and properaé SRAM, SR Latch,

Flip-Flop, Butterfly, Buskeeper, Arbiter, Ring Oscillatand Glitch PUFs are dis-
cussed. Additionally, more details about the PUF applicetiare provided. The
first contribution of this thesis is introduced in Chaptett3ncludes proposing a

novel Hybrid PUF structure to improve the randomness of #reegated response.
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Initialization Re-generation
Phase Phase
PUF
Challenge circuit
Response 4 Irl Generated Original
4 PUF Noisy ECC Noise-free Hash
circuit Response Decoding Response | Function | Key
ECC I , Ir 1
Encoding
b
Syndrome " b Selected Corresponding
v Challenge Syndrome

Public database
Challenge-Syndrome Pairs
Challengel | Syndromel
Challenge2 | Syndrome2
Challenge3 | Syndrome3
Challenge4 | Syndrome4
Challenge5 | Syndrome5

Figure 1.2: A secret key generation scheme using PUF [1]

In fact, two known PUF schemes are combined in a way to takerdedge of both
of them. We analyze the performance of the proposed schemeents of relia-

bility, uniqueness, uniformity, and bit-aliasing and campit with other imple-

mented schemes. The second contribution is discussed pt&a We propose
an efficient secret sharing scheme based on PUF properhiesnfiormation rate
which is the main factor in assessing the efficiency of a $edraring scheme
is increased using our method. Our proposed scheme alsalpsosheater de-
tection capability for the system. Finally, conclusion datlire work are briefly

discussed in Chapter 5.



Chapter 2

Literature Review

In this chapter, we briefly review the proposed schemes ifitdr@ture related
to both PUF applications and PUF design. As mentioned in teeq@us chapter,
both memory-based and delay-based PUFs are chosen, wbiclerSRAM, SR
Latch, Flip-Flop, Butterfly, Buskeeper, Arbiter, Ring Oatior, and Glitch PUFs.
We describe the PUF structures and explain how the respatssaré generated.

Also, each structure’s advantages and disadvantages atenmed.

2.1 PUF Applications

In this section, we briefly review the proposed works pul@iin the open litera-

ture regarding the applications of PUFs.

2.1.1 Authentication

As discussed before, in device authentication, there iseea mo generate 100%
noise-free response bits. In fact, if the generated regpmn&lose enough” to

the one stored in the database, the PUF under verificatiartheaticated. There-
fore, the failure rate of the authentication system whictiééned as the device
misidentification probability [30], depends on the relldkiand uniqueness prop-

erties of the utilized PUF. It also depends on the number df Ri$ponse bits.
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In other words, a longer PUF response can authenticate @rpygpulation of
devices with less failure ratel[6]. In addition, the resitie of the authentication
system against the replay attacks depends on the numbeanltérae-response
pairs provided by the PUF. Thus, all the works which are psepiao either im-
prove the reliability, uniqueness, number of response &itd/or number of CRPs,

can be considered as works related to the authenticatidicatn.

2.1.2 Secret Key Generation

The main building block in a secret key generator schemeguRBUF is the error
correcting code (ECC) which is used to produce a 100% noerésponse. The
use of 2D Hamming codes for error correction is suggestedidh [Also, using
a more realistic model of PUFs noisy properties, Suh et algssted the use of
BCH codes as the ECC [B1]. In addition, a new syndrome codihgree that
restricts the amount of leaked information by the PUF ecarecting codes is
proposed in[32].

A fuzzy extractor implementation on FPGAs is proposed._ir] [B3yenerate
uniformly distributed and noise-free cryptographic keyke proposed fuzzy ex-
tractor has two stages; the first stage generates a nosdédgeusing an ECC,
and the second stage transforms the response using a ahivash function to
achieve a uniform or any other required distribution of keys 128-bit secret
key using an RO-PUF is proposed in [13] using a fuzzy extrastuch includes
a BCH(255,37,45) error correcting code. In addition, Maeale proposed a
practical low overhead secret key generation called PURKNch can generate
a 128-hit secret key with a failure rate v, in 5.62 ms, and with low area
overhead[7].

2.2 Memory-based PUFs

As discussed before, a bistable memory cell which has 2estdbtes (0 and 1),

goes to the metastable state for a short period of time anddéttles in one of
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the 2 states. This settling state is random and unpredecfabeach memory cell.
Therefore, this random behavior is used to build a PUF whrchiyces random
response bits. For example, as shown in Eig. 2.1, an SRAM meoedl consists
of 2 cross-coupled inverters at its core. The transient\aehaf an SRAM cell
when it is powered up is what an SRAM PUF is built uponl [19]. i€ab SRAM
cells are designed to have perfectly matched inverters.ederydue to uncontrol-
lable process variations, tisgrengthof the inverters will not match in an SRAM
cell. Based on which inverter is stronger, the memory cdllseitle in one of the
stable states. If the difference between the strength ahtresters is significant,
the produced response bit (which is the settling state atelgwill be stable. On
the other hand, if the inverters are somehow equally strvgsettling state on

eachpower-upwill be different due to noise effects, resulting in an ubgtait.

VDD

—

GND

Figure 2.1: SRAM cell logic circuit

The power-up state of 8190 bytes of SRAM from different memialocks
on different FPGA boards are collected in][19]. The uniqesns reported to
be 49.97% and the reliability is shown to be 96.43% at normalddions and
88% for higher temperature conditions. The main drawbadkisfPUF scheme
is that, the response bit is generated only on the poweraip sf the circuit. In
other words, the response bit cannot be re-generated wWigleitcuit is opera-
tional. This drawback makes the SRAM PUF an impractical PE@€alse for
each sample of the response bit, one has to turn the cir¢ahdfon again.

Other memory-based PUFs are depicted in 2.2. The basicigde of
these PUFs is the same as that of the SRAM PUF: random misrbataeleen
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nominally matched cross-coupled devices. For exampldarBR Latch PUF, 2

cross-coupled NAND (or NOR) gates constitute a simple SRHh.at

Response Response
—» . —
Latch Latch
(a) SR Latch PUF cell (b) D Flip-Flop PUF cell

»| preset [ Response
Latch

Latch
P clear Response

(c) Butterfly PUF cell (d) Buskeeper PUF cell

Figure 2.2: Different memory-based PUF structures

In the NAND-based SR Latch, when tResetignal is 0, the output bit is 1.
When the reset is released, the output bit will convergetteeeiO or 1 depend-
ing on the internal mismatch between the 2 gates. 128 NOBeb&R Latches
are instantiated on 19 ASICs manufactured in 130 nm CMOShtdolgy [20].
The uniqueness and reliability at nominal conditions apored as 50.55% and
96.96%, respectively. The main advantage of the SR Latch iBifat the PUF
response bits can be re-generated at any time when thet¢cgpawered and op-
erational. In fact, we can take many samples from the regpbihso analyze the
PUF performance by connectinglockto the Reset signal. In addition, a major-
ity voting technique can be applied on the samples to gemenate reliable bits.
Flip-Flop, Butterfly, and Buskeeper PUFs behavior and [jpiecare basically
similar to those of the SRAM PUF. Like the SRAM PUF, the resgmhits gener-
ated by these PUFs are obtained only on the device powegatg 3the power up
states of 4096 Flip-Flops on 3 different FPGA boards are oredsn [21]. After
applying simple majority voting techniques on the outpts fthe uniqueness and

reliability are estimated as 50% and 95%, respectivelyoAlmplementation of

10
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64 Butterfly cells on 36 FPGA boards yields a uniqueness ofceqapately 50%

and a reliability of 95%][[22]. Finally, a 8192-bit Buskeefp8dF has been imple-
mented on an ASIC platform in [34]. The uniqueness is estihat 48.88%. At
normal conditions, the reliability is reported as 95.84% ander higher temper-

ature conditions, it is shown to be approximately 83%.

2.3 Delay-based PUFs

2.3.1 Arbiter PUF

Figure[2.8 depicts a basic Arbiter PUF design proposedlin J2je basic idea
of this scheme is to let a rising-edge signal travel througb different delay
paths. At the end of the delay paths, ambiter circuit decides which path is the
winner of the race. The arbiter circuit has 2 inputs and 1wt the rising edge
arrives at the first input before it arrives at the second tinghe output will be
1, and O otherwise. The delay paths are implemented as a chaivitch boxes
Each switch box has selectsignal which determines the connection between the
2 inputs and the 2 outputs. If treelectis 0 the connection is straight and if it
is 1, the connection is crossed. As shown in the figure, thé&ckwiox can be
implemented using tw@ — to — 1 multiplexers. Since there are a number of
switch boxes in the chain, the sets#lectsignals can be considered as the PUF
challenge bits, and the outputs for each configuration cacobsidered as the
PUF response bits. The structure of the utilized switch bpaad thus the delay
lines must be nominally perfectly symmetrical so that thgatibits depend only
on the random physical and manufacturing variations. Aflse,arbiter circuit
must be completely fair, i.e., it must not have a biased bieh&awards a specific
bit. As suggested by Lin et al. in[35], a basic SR latch is thstloption for a fair
arbiter because of its symmetric construction.

There is a non-trivial chance that, both delay lines are atna@ntical. In this

case, the rising edge arrives at the 2 inputs of the arbiteeatly the same time.
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Therefore, the arbiter goes into its metastable state dadashort period of time,
it will settle down in one of its 2 stable states. Although theput in this case is
totally random, it is not static for each device and therefdaris the main cause

of unreliability in an Arbiter PUF.

Challenge

N ’ N . S BN G N .
N7 N ; N N .
N N N7 7 L Response bit
—>| > < P2S I Arbiter [————— >
RN PN VRS AN :
. N . y /7 N S

Switch Box / p R 7

Figure 2.3: A basic Arbiter PUF design [2]

Gassend et al[ [36] implemented the basic Arbiter PUF desiga set of
FPGA chips. This implementation lacks low-level controkeothe placement
and routing of the delay lines. The reliability is reportedoe 99.9% under nor-
mal conditions, which is a high value. However, the uniqesnaf this scheme
has an extremely low value: 1.05%. Hence, this Arbiter PUpl@mentation is
very biased which is a result of non-symmetric delay linaglesAnother imple-
mentation is performed by the same group on ASIC platfornttvicbntrols the
placement and routing of the switch boxes. The uniquenessown to improve
significantly: 23%. But, it is still far from the ideal 50%. &heliability is also
shown to be very high: 99.3% under normal conditions and&%.Lnder high
temperature conditions.

The most important issue with the basic Arbiter PUF is its kvessilience
against modeling attacks. The digital delay line is additdy nature, meaning
that, the total delay of the delay line paths is the sum of #laydof the switch
boxes in the chain. Therefore, an attacker will be able taliptainknown re-
sponses as accurately as possible after monitoring a speagifiber of challenge

response pairs. It is shown in [|25] that the basic Arbiter BdReme is 96.45%

12
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predictable after observing 5000 CRPs. Hence, it is easdidn through mod-
eling attacks.Feed-forwardArbiter PUF is thus proposed inl[2] to increase the
resilience of Arbiter PUFs against modeling attacks. Tleaiof feed-forward Ar-
biter is shown in Figl_2]4. As we can observe, sie¢ectsignal of a switch box in
the main delay path is determined by the inserted arbiteiThe implementation
results on ASIC platform indicate that the uniqueness ofg Arbiter PUF is
increased to 38%, while its reliability is decreased to 8@lunder high temper-
ature conditions. The reliability is decreased becausatimeber of arbiters are
increased in the design and as discussed before, eaclr adritgo to a metastable
state which results in noisy outputs. This scheme is alswiho be vulnerable
against modeling attackis [37,38]. In fact, the feed-fodvarbiter PUF is shown
to be 97.5% predictable after observing 50000 CRPs.

Challenge

— >
N ’ N ’ N ’ N ,
A AN AN AN R Response bit
N N 7N 7N Arbiter [———>
7’ Y 4 Y 4 Y e N
7’ N 4 N 4 N 4 A
N — N

Switch Box

Arbiter
A*

Figure 2.4: The feed-forward Arbiter PUF desigh [2]

Majzoobi et al. proposed a more advanced technique to maigeAPUFs
resilient against modeling attacks in [39]. In this techugigmultiple arbiter PUFs
are used in parallel and their outputs are XOR’ed to gen¢nat@esponse bits.
Although this technique makes modeling attacks much hardex still shown
that modeling attack against such scheme is feasible. rRdihet al. show that
the new scheme with 64 switching boxes and 3 parallel aghige39% predictable

with 60000 challenge-response pairs being obsefved [38].
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2.3.2 RO PUF

Figure 2.5 shows a basic RO PUF structure proposed in [YjcladesV identical

u-stage ring oscillators shown in Fig._R.6. Note that, the benof stages in a
ring oscillator is the number of inverters in the feedbaakloThe ring oscillator
generates a clock signal, the frequency of which is direetigted to the delay of

the inverters.

YVYYyY

T R ey —

A

Response
Oorl
>?

Counter

YVvYy

A

YVYYY

/Au

Challenge

Ref_Clock .
2% Ref Counter |-RunTime?

Figure 2.5: An architecture of an RO PUF [1]

The outputs of the ring oscillators are connected to thetgpltwo N —to—1
multiplexers. A2 log, N-bit challenge selects a pair of ring oscillators, the otgpu

of which will be connected to the clock inputs of the two caarst

odd number of inverters ()

Enable E

Figure 2.6: A basic ring oscillator circuit

The two counters will start counting at the same time and aftgpecific pe-
riod of time (determined by thRefCounteras Run Tim¢g, the counter outputs
are compared. If the upper counter has a greater value, spense bit will be

1, otherwise 0. Theoretically, the oscillation frequenéalbthe ring oscillators
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should be the same because they are exactly identical. Howegwe to the in-
herent inter-chip and intra-chip process variations, al$ agethe environmental
conditions, the delays of the inverters will vary acrossedént ring oscillators,
thus affecting the oscillation frequency of the ROs|[28]. t&dthat, the pair of
ring oscillators that generate two oscillation frequeaaihich differ more, will
produce a more reliable response bit, because the envirdahohanges will less
likely reverse the relation between their frequencies tiheowords, the reliability
of a PUF depends greatly on the difference between the aisaillfrequencies of
any RO pair. Additionally, one of the advantages of the RO MRat, the ring
oscillator can be implemented as a hard macro and instedtzs many times as
needed in the top-level design. Using this technique, alR®s will be identical
in terms of placement and routing. A large scale charae®oz of RO PUF is
provided in [26]. The uniqueness is shown to be 47.31% andetiability is
measured to be 99.14% under normal conditions.

In order to improve the reliability of an RO PUF, a 1-out-pfhasking was
introduced in[1]. In this scheme, the RO pair that has theimar frequency
distance among other pairs are selected and their freqggeace compared to
produce the response bit. The reliability of this PUF schamm@emented on 15
FPGA chips shows a uniqueness of 46.15% and a reliabilit &2 under nor-
mal conditions([1]. The main drawback of this scheme is thgeharea overhead.
In fact, ~ times more area is used to produce the same number of respibmise
Maiti et al. addressed this drawback by proposing and coctstig aconfigurable
RO[3]. Figure[2.7 depicts their proposed 3-stage configurBi@e each stage of
which can fit into 1 SLICE.

G, G, G,

Enable

Figure 2.7: Maiti’s Configurable RQ3]



CHAPTER 2. LITERATURE REVIEW 16

Despite the basic RO (Fif._2.6) that has only one path in théfack loop, in
this configurable RO the three signals,,G,, andG5 can select the inverters to
be included in the loop. This provides us with 8 differengroscillators (because
of the delay variations of different LUTs and wires withiretkPGA), while it
occupies the same amount of area (1 CLB) compared to a basiSiR@ar to
the 1-out-ofy masking scheme, a configuration for the one pair of configarab
ROs which has the maximum frequency distance among the 8coafions can
be selected in order to improve the PUF reliability. In sumynténe configurable
ROs can be used in a 1-out-@fmanner (where = 8), while occupying the same
amount of area. Another important advantage of the Malitiiffigurable RO is its
ability to create 8 response bits instead of a single respbits Implementation
results for 64-, 128-, and 256-RO PUFs under varying voleag® temperature
shows that, using the 1-out-8fscheme with the configurable RO improves the
PUF reliability while maintaining a high value of uniqueses

In addition, Xin et. al improve Maiti’s configurable RO by measing the
number of possible configurations to 256 [4]. Figlrd 2.8 shtweir proposed
configurable 3-stage RO which can also fit into 1 CLB. As we @& similar to
Maiti's design, each stage is implemented in 1 SLICE. Howevkatch is inserted
in all SLICES and the signael determines whether or not a latch should be in-
cluded in the path coming from the preceding stage. Bec&esgeiay associated
with each latch is random and unpredictable due to manufagtwariations, it
can be considered as another random factor in the PUF désighelps enhance
the PUF unclonability. Note that, the other select signais, have the same
functionality as select signal&;, in Maiti's RO.

Because there are 8 configuration signals in the ring osmijlaamelysel[3..0]
and bz[3..0], 256 different RO configurations are available, each of Whian
generate different oscillation frequencies. Thus, thigeste is able to generate
even more response bits for a given challenge while occgpyia same amount

of area. It is shown that the reliability of this RO PUF deswgith 128 ROs is
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Figure 2.8: Xin's Configurable RO in One CLBI[4]
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98.98% and the uniqueness is reported to be 40% for the samigemwf ROs.

In addition, a multi-voltage RO PUF is proposed]in [5] as d&sd in Fig[Z.D.
The idea behind this scheme is the dependency of the cordnabpath of digital
cells delay on the supply voltage. As we can see in Fig. 26stipply voltage
of each column of inverters is different and can be selectedng d different
values. Because the oscillation frequency of each RO dependhe delay of
the inverters included in its feedback loop, and the delayhefnverters depends
on process variations as well as the supply voltage, diftdR©s generate clock
signals with different frequencies. The authors claim th& new RO PUF can
produce a higher number of response bits, consumes lessawfoarea, and is
more reliable in case of temperature variations. It can ggaea higher number
of response bits because the supply voltage of the diffe@nmns is considered
as another random factor that can directly influence on tbidatson frequencies
of the ROs. Therefore, by changing the supply voltages ofrtherter columns,
each pair of ROs can generate a set of different responséHagever, one of the
important drawbacks of this scheme is that, the invertezd usdifferent columns
are not identical any more. Thus, if an attacker gains adoetbe supply voltage

configuration of a chip through an invasive attack, they wanbst likely estimate

17
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the most probable response bits.

(Dol Solfbot - o
(ol olot o
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vddl  vdd2  vdd3 vddl vdd2  vdd3 vddl  vdd2  vdd3

Figure 2.9: Multi-voltage RO PUF[5]

The 1-out-ofsy masking scheme proposed in [1] is a good example of PUF
post-processingln fact, an additional processing is performed on the risgjlo
lator frequencies to provide more reliable response hitaddition, the previous
schemes suffer from the fact that, the number of PUF respaitsand the num-
ber of challenge-response pairs provided by the PUF aréelihto the area. The
idea of RO frequencies post-processing is further invagidjin [6]. In this study,
anidentity-mapping functioalong with a quantization process are applied on the
RO frequencies in order to increase the number of challeegigense pairs. The

proposed scheme is shown in Aig. 2.10.

Digital Physical Quantity Real Value Digital
Sample Identit;
Challenge Measurement Mapping Response
Helper Data

Figure 2.10: The RO PUF with identity-mapping [6]

In the sample measurement phase, the challengelects each ring oscillator
one at a time and the selected RO frequency is measured ardedc Therefore,
the "Physical Quantity” in the figure refers to the RO freqeies. In the identity-
mapping phase, any subset of RO frequencies whose catdiisajjreater than 2

is selected and a correspondif@gvalue is computed for each subset. The "Real
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Value” in the figure refers to thi§)-value because it is not a digital value and
it can have more than 2 values. Therefore, a quantizatiocegsois required to
transform these real values to digital strings which arel@sethe PUF response
bits. It is shown that, the proposed scheme can provide2ipto N — 1 response
bits, wherelV is the number of ring oscillators. Therefore, it is obsertred, with

a small number of ring oscillators (and thus, a small ared),cadarge number
of response bits and a large set of CRPs can be produced. Thexpense that
is paid is the additional post-processing applied on the Rtpuds. Experimen-
tal data obtained from an implementation on 125 FPGAS showsgueness of
49.99% which is nearly ideal. Also, the reliability is denstmated to be 90%

under high temperature conditions (70).

Another good example of post-processing on the generateffd&®fDencies
is the one proposed by Maes et al. [in [7] and shown in Eig.]12THere ares
batches of ring oscillators where each batch containgg oscillators. In total,
there are5 x a number of ROs. The design of each batch is similar to the basic
RO structure shown in Fig. 2.5, i.e., alring oscillators are fed into an—to — 1
multiplexer and the output of the multiplexer is connectethie clock input of a
counter. The counter counts for a specific period of time Wwigadetermined by
a reference counter. The count value after this run timeesgmts the frequency
of the selected RO. The frequencies®oROs selected from each batch are mea-
sured simultaneously and arbit response is generated based on the ordering of
the measured frequencies. Therefore, the total numbemafrgied response bits
is equal toh x «. The process of encoding titefrequency measurements and
transforming them into ah-bit response is performed in 3 steps. First, the mea-
sured frequencies are normalized by removing the osailiependent structural
bias. The bias value is shown to be the mean value of the RQdray which is
estimated by averaging the frequency over many measursraemany devices.
The estimated mean value for different ROs are called thealzation terms
which need to be computed only once and can be stored in a ROMtér use.

Subtracting this mean value from the measured frequencytsas the normal-
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ized frequency. The normalized frequencies are then tamsfd into an:/-bit
vector based on the order of the frequencies using the peddeshmer-Gray En-
coder. It is shown that, some bits among the generatdxts are biased and/or
dependent to each other. Therefore, in order to increasentinepy and thus, the
randomness of the response bits, a simple compressionf@mped on theh'’
bits. In fact, the bits which suffer the most from the bias/andependencies are

XOR’ed with each other to produce arbit response, where < h.
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Figure 2.11: The RO PUF structure proposed in [7]

Possible modeling attacks that can be applied on the BasiPBPare dis-
cussed in[38]. Itis mentioned that, if an attacker can séfecchallenge-response
pairs adaptively, they can sort the RO frequencies in a 8pdobrder without
knowing the exact frequency of each RO. Then, the attackiébeiable to pre-
dict the responses with a correctness rate of 100% becaeisdsolute value of
the RO frequency does not have any effect on the generatpdnss. In fact,
the response is produced based on the ranking of the RO freigge Maiti et
al. investigate the security of their proposed RO PUF witintity-mapping ([[6])
against this modeling attack. Since the produced respdnggesoscheme does
not solely depend on the frequency ranking of the ROs, itasvshto be resilient
against this attack. In other words, because the RO freigeiace first trans-
formed into@-values, and then th@-values are transformed into binary strings
using the quantization function, the sorting techniquepps®d in [[38] will not

work against this scheme. Additionally, five other casesarssidered to analyze
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the security of the RO PUF with identity-mappinglin [6]: wnimity of response,
response conditioned by challenge, inter-response depepdest, differential at-
tack, and reverse engineering attack. The proposed sclseshewn to be resilient

in all cases([6].

Finally, the effect of the FPGA chiggingon the Basic RO PUF is investigated
in [40]. Aging is considered to be ameversibletemporal change that has the po-
tential of affecting the reliability and randomness of théFPresponse and thus,
making the PUF unsuitable for authentication and secregkeyeration applica-
tions. It is shown that, the reliability of the RO PUF is redddy 6% with aging.
However, the uniqueness and entropy of the RO PUF do not sebm dffected

by this parameter. Therefore, the security of the RO PUFtisoimpromised with

aging.

2.3.3 Glitch PUF

Any combinatorial logic has a glitch behavior. The occucesithe number and
the shape of the glitches on the output of the combinatargitlis partially ran-
dom and device-specific depending on the random procesttivas. The glitch
behavior of such circuit can thus be converted into rand@pamese bits. In other
words, Glitch PUFs produce response bits from the unwarlttxhegs in the cir-

Cuit.

Anderson PUF proposed in [8] is an example of Glitch PUFs. i8sused be-
fore, in order to have a set of identical ring oscillatorseamts of placement and
routing, one should create a ring oscillator as a hard maudoirsstantiate it as
many times as needed in the top level PUF design. The dravdfalsis approach
is that, the design flow becomes too complicated with the Gibam macros. In
fact, the designer must work at a lower level of abstract@mtRegister-Transfer
Level (RTL). Also, routed hard macros tend to cause longetiraes in the Place
and Route (PAR), and might even cause PAR to crash. The Aol&YF ad-

dresses these issues. It does not need the use of hard madroarabe easily
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embedded in a design’s HDL. Figure 2.12 depicts the propB&Heicircuit.
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Figure 2.12: The proposed Anderson PUF circuit [8]

Two LUTs within a slice are used as 16-bit shift registers.TLAJis initialized
with 025555 and LUT B is initialized with0z AAAA. Therefore, shift register A
generates a bit stream 6101... and shift register B generates a bit stream of
1010....Note that, these two bit streams are complement of each. oBezause
the delays associated with the shift registers and the pheders they drive are
different due to process variations, the outpiit can be either a constant O or a
short positive spike. The presence or absence of a poggike sn /N2 is utilized
to decide the response bit. This process is shown in[Eig] Z'h8 response bit
is 1 if a spike is applied to the asynchronous preset inpuhefflip-flop, and O
otherwise. The PUF circuit shown in F{g. 2112 generates dmgsponse bit. This

circuit can be instantiated as many times as needed to @enatati-bit response.

0 or glitch
N2 v
PRE

_Oorl
" (response bit)

clk

Flip-Flop

Figure 2.13: PUF response bit generatian [8]

The aforementioned design along with a pulse width tuningegch are im-

plemented on a Virtex-5 6bm FPGA and the performance is analyzed under
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temperature variation. It is shown that, on average, 3.6%igiature bits are
unstable under high temperature conditions, which is iaVifith other published
PUF circuits. Also the uniqueness is reported 48.28%. Agroitinplementation
of a 64-bit Anderson PUF on 5 Spartan-6 FPGAS in [41] showsiquemess of
45.62%.

Another example of Glitch PUFs is the one proposed_in [29] kater im-
proved in [9]. Figuré 2.14 depicts the Glitch PUF proposef@]nThe generated
response bit is the parity of the number of glitches that odtuing a specific
period of time. In fact, the output of the combinatorial lopgivhich is chosen to
be the AES S-Box as an example, is connected to a toggle fiypfithe number
of glitches is odd, the response will be 1 and if it is even, régsponse will be
0. To improve the reliability of the proposed scheme, thaalrie bits are iden-
tified in a pre-processing stage and the information abaermtis stored in the
system. These unstable bits are ignored when the PUF idlgataad in practice.
This technique is calledit-maskingand adds extra overhead to the system but
it is shown to improve the reliability, significantly. Theqposed scheme along
with the bit-masking technique is implemented on 16 FPGAslaind the relia-
bility is reported to be 98.7% under normal conditions. Heereit is shown that
the applied bit-masking technique ignores almost 38% ofdsponse bits. This
demonstrates that, the proposed Glitch PUF without thenbisking technique
suffers from a substantial instability. Since the bit-magkechnique is a general
technique and not specific to Glitch PUFs, it is concludetlttrmproposed Glitch
PUF does not show a suitable practical behavior. In additio® uniqueness is

reported to be 35%.

Glitch Waveform

—> —>
Input Combinatorial Logic M Response bit
—>

Challenge —| —> N
€ Register T-FF
—>

> e.g. AES S-box
—> >

Figure 2.14: The Glitch PUE[9]
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Table 2.1: Comparing the performance of different PUF saseim the literature
in terms of uniqueness and reliability (%)

Reliability Number Any
PUF Scheme Uniqueness| Normal Higher Temperature Platform of Processing
Conditions Conditions Boards | Applied?
) Xilinx Spartan
Basic RO[26] 47.31 99.14 96 3E FPGA 125 No
RO with 1-out-of-~ Xilinx Virtex 4
masking 1] 46.15 99.52 N/A LX25 FPGA 15 Yes
) Xilinx Spartan
Configurable RO [4] 40 98.98 N/A 3E FPGA 4 Yes
RO with identity- Xilinx Spartan
mapping [E] 49.99 99 90 3E FPGA 125 Yes
RO with Lehmer- Xilinx Spartan 6
Gray Encoder [7] 48.4 98 o1 XCBSLX45 FPGA 10 Yes
Xilinx Virtex
Anderson [8] 48.28 N/A 96.4 5 EPGA 36 No
Xilinx Spartan 6
Anderson [41] 45.62 N/A N/A XC6SLXA5 EPGA 5 No
SR Latch [20] 50.55 96.96 N/A 130nm CMOS ASIC 19 No
SR Latch [34] 37.01 96.6 87.29 65nm CMOS ASIC 192 No

Tabld 2.1 summarizes the performance of the PUFs discus#ed chapter in
terms of unigueness and reliability. Note that, a fair congoa between different
PUFs performance can be done only when they are all impledent the same

platform, under the same conditions, and even designedebgaime developer.



Chapter 3

Implementation Results

In this chapter, we provide the implementation results tiédent PUF schemes in
terms of reliability, uniqueness, uniformity, and bitesing. First, the formal def-
initions and formulations of these PUF performance metrrespresented. Then
more details on the implemented schemes, design paramatersneasurement
system are provided. Finally, the implementation resuéspaesented and dis-

cussed.

3.1 PUF Performance Metrics

In this section, four important PUF characteristics inahgdreliability, unique-
ness, uniformity, and bit-aliasing are discussed. Tdromnes®f a PUF re-
sponse is determined by i&ntropy However, it is very difficult to estimate and
calculate the entropy of a PUF response because one caanottfe complete
details about the statistical distribution of the PUF res@s which is generally
determined by very complex and even chaotic physical peas=34]. So, the
randomness of the PUF responses is truly indicated by unegpsg uniformity,

and bit-aliasing [B].

25
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3.1.1 Reliability

Reliability of a given PUF instance is a measure of stabditthe PUF response
bits to a given challenge at different times and under difiéconditions([B]. Ide-
ally, the value of reliability is 100%, meaning that the PUtelar study generates
the exact same response to a given challenge at differees timd under different
conditions, such as different temperatures or differeppguvoltage values. It is
defined as[3]:

m—1

" HD(r
Reliability = (1 — 3 T’” ) x 100%  (3.1)

m X ( —1) = 5
wherem is the number of response sampless the number of response bits, and
HD is the Hamming distance between two response samplsdr;. So, we
basically taken number of samples of the response of a given PUF instance to
a specific challenge, calculate the Hamming distance betaeg two responses
(where the total number of unique comparisons betweeasponses |§1(L1)

and calculate the average number of unstable bits amaegponse bits. This
value represents the average instability or intra-digtarfithe given PUF instance.

Finally, reliability is derived by reducing this value frob®0%.

3.1.2 Uniqueness

Another important feature of a PUF is its uniqueness. Umess is a measure
of inter-distance variations of the response bits of ddférPUF instances. In
other words, if a specific challenge is applied at the same éind under the same
conditions to two identical PUF instances, the responsaéetwo PUFs should

be different. Ideally, this value should be 50%. It is cadtat as[[B]:

. HD( T’Z,TJ
Uniqueness = Tx(a=1) Z Z x 100% (3.2)

=1 j=i+1
whereg is the number of PUF instances under studig the number of response

bits, andH D is the Hamming distance between two response samplaad
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r;. The same challenge is applied gadentical PUF instances and the average
Hamming distance between the response bits of any two POHitsitis calculated

(where the total number of unique comparisons betwgeeifferent PUF circuits
i (9=1)
is 29—,

3.1.3 Uniformity

Uniformity is the measure of uniform distribution of 0’s aft$ in the response
of a single PUF instance. It is defined asl[14, 42]:

1 m a
Uni formity = e Z Zrm x 100% (3.3)
i=1 j=1

wherem is the number of response sampless the number of response bits, and
r; ; is thej-th bit of thei-th response sample. Ideally, uniformity should be 50%

meaning that 50% of the response bits are 1 and 50% are 0.

3.1.4 Bit-aliasing

Anotherimportant indicator of a PUF randomness and undlitibais bit-aliasing.
The bit-aliasing of thg-th response bit is the average Hamming weight of that bit
position across several PUF instances. Ideally, this vsthaelld be).5 for all bit
positions in the PUF response. It is defined as [26]

1Y
Bit — aliasing; = — Z Tij (3.4)
g

i=1
forall j, 0 < j < a, whereg is the number of PUF instances ang is the j-th

bit of thei-th PUF instance response.

3.2 Design concepts: Basic PUFs

Among the memory-based PUF schemes, the SR Latch PUF isrchesause of

its ability to re-generate the response bits when the cirsygowered and opera-

27
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tional. We also implement the Basic RO and Anderson PUFs aneMaluate and

compare their performance through statistical analysis.

3.2.1 SR Latch PUF

A NAND-based SR Latch PUF is implemented as shown in Eig. A.tlockis
connected to the reset signal and whenever the level of tok ¢ 1, the output
bit is read and recorded. Note that, if we need to obtairvabit response, we

have to instantiate the SR Latch unittimes and obtain 1 bit from each unit.

clock |
Q >
LUT Q
(NAND) D Q Response
>
LUT 5
NAND ~
D o ( ) Q Q

Figure 3.1: The NAND-based SR Lat¢h [10]

In order to achieve the best results for the SR Latch PUF mgef random-
ness of the response bits, some details related to the inepkation of the SR
Latch have to be considered [10]. First of all, the flip-floggd on the input side
of the latch are necessary to reduce the skew of the cloclalsigrhe flip-flop
used on the output bit signal) is used to balance the capacitive load ofhe
signal with the capacitive load of thg signal [10]. Note that, our platform in
this study is a Virtex Il Pro FPGA evaluation board. Each CliER&irtex Il Pro
FPGA has four SLICEs, and each SLICE contains two lookugetaahd two flip-
flops. Therefore, each lookup table (NAND gate) along wighinput and output
flip-flops are implemented in a single SLICE. So, the SR Laldws in Fig.[3.1

requires only two SLICEs which can be placed in a single CLBwE\ver, in or-
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der to guarantee the symmetrical implementation of@rendQ signals, the two
SLICEs have to be placed in two separate CLBs. Even the distaetween the
two CLBs is important and has direct effect on the PUF pertoroe. A thorough
analysis is performed on the effect of the placement of thB<an the random-
ness of the generated response bit$ in [10]. Based on oial iniplementations
and experiments, we obtained the best results when thendestaetween the two
CLBs is 1 CLB. In other words, if one of the lookup tables alawith the cor-
responding flip-flops is fitted in the SLICKOYO, the other lookup table and its
flip-flops are implemented in the SLICEDY4.

3.2.2 Basic RO PUF

As discussed before, an RO PUF generates the response ltsiiparing the
frequencies of two different ring oscillators (Fig. 2.5)otd that, the counter size
and run time should be carefully selected because, as websame, the response
of the PUF relies on the difference between the oscillatteguency of different
ring oscillators. Thus, the run time should be long enoudgtifferentiate between
the oscillation frequency of different ring oscillatorsn @e other hand, it should
not be too long to cause a counter overflow. Also, the counter should be
big enough to prevent a counter overflow. A more detailedudision on how to
select the counter size and run time is provided in [13]. Alete that, in order
to generate a/-bit response)/ different challenges (where each challenge is
2log, N bits wide) have to be applied to maké comparisons between different
ROs. So, one of the disadvantages of this design is the lowwaathe number of

response bits to the number of challenge bj%).

The maximum number of possible comparisons betw¥etifferent ROs is

Nx(N-1)
2

response bit. For example, if A is greater than B and B is grdatin C, then A

equal to:

. However, not every comparison will result in an uncorredate

will be greater than C. Therefore, the comparison betweendGis correlated to
the comparisons between A and B, and B and C. It is shown irhEg] selecting
and comparing the adjacent RO pairs (i.e., compafnayg with RO,, RO, with
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ROs, ROs with ROy, etc.) eliminates the effect of this correlation. Thus, we
perform onlyN — 1 comparisons out of the total number of comparisons, regulti

in a response which i& — 1 bits wide.

3.2.3 Anderson PUF

As mentioned in Chapter 2, Anderson PUF design is an exanigleedGlitch
PUFs which produce response bits from unwanted glitchekencircuit (Fig.
2.12 and_2.13). The response bit is decided based on thenpeese absence of
a glitch signal on the output of the top carry-chain multkgle(N2). The most
important factor that determines the quality of this desigterms of randomness
is the width of the produced glitch. If the glitch is too namat will be damped
while it propagates through a wire which acts like a low pdssrfiThus, even if
a glitch is produced, the response will be 0 because thengitaotseenby the
flip-flop. If the 2 shift register-multiplexer blocks, A and Bre located very close
to each other, the produced glitch will be too narrow and #sponse bits will
always be 0. In fact, 100% of the response bits will be 0 in¢haise. On the other
hand, if the 2 blocks, A and B, are located in a way that theya@rdar from each
other, a glitch will always be present & and therefore, the response bit will
always be 1. The concepttrfning the glitch widths utilized in the proposed PUF
design to address this issue [8]. The idea is to widen theuymexdi glitch so that
it is seen by the flip-flop. This is accomplished by insertiogsintermediate
blocksbetween the blocks A and B, as shown in [Fig] 3.2.

Note that, the shift registers in the intermediate bloclksiaitialized with all
1's. So, they act like a simple wire. They only cause the ftemms from B’s
output to take a little longer and therefore, the glitch v widened. Now, if
too many intermediate blocks are inserted between A andeBgfponse bits will
be 1 with higher probability. So, all the possible numberraérmediate blocks
should be tested in order to achieve the best result in tefnusitormity and
randomness. The best tuning was shown to be 5 intermedat&s{shown in

Fig.[3.2) in [8]. Based on our tests, the tuning which reslite best uniformity
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PRE

SLICE

Figure 3.2: Tuning the glitch width in the Anderson PUF on &é&# Il platform
8]

was also 5 intermediate blocks.

3.3 Design Concepts: The Proposed Hybrid PUF

In this section, we propose the idea of the Hybrid PUF stmectThe idea is to
combine two (or more) available sources of randomness inyatevanprove the
uniqueness while maintaining other important performametrics. This struc-
ture is based on the Basic RO PUF which can be combined witlotrgr PUF
unit that produces a random bit. The RO PUF and the Andersdnd& com-

bined using two methods and it is shown that the second me#sadts in better

31
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performance. Therefore, we combine the RO PUF with the SRNLRUF as an-
other example using the second method only. Finally, théeampntation results

are presented and discussed in Sedtioh 3.5.

3.3.1 RO/Anderson Hybrid PUF, Method 1

As previously discussed, the RO PUF uses the randomly gieelRO frequen-
cies to produce the response bits, and the Anderson PUF hesaift register-
multiplexer delay as its random parameter to generate gponese bits. We try to
combine these two ideas to increase the PUF randomnessois s Fig.[2.12,
the Anderson PUF works in a clocked manner and the clock isdhee for all
instances. Also note that, the inverters in the RO circwgtiarplemented using
lookup tables in the FPGA. Thus, an inverter in the RO ciranid a 1-bit buffer
can be used as LUT A and LUT B in the Anderson PUF design. F@i#shows

the proposed scheme.

0 or glitch

Enable

Figure 3.3: The proposed RO/Anderson Hybrid PUF structaethod 1

Note that, the output of the inverter and the buffer are cemgint of each
other which is a requirement of the Anderson PUF. In fact pitogposed scheme
is similar to the Anderson PUF except the fact that, the cloicthe system is
generated using a ring oscillator which can be differemvsdifferent instances.
So, there are two sources of randomness in the scheme, dreerisdom clock
frequency generated by the RO and the other one is the loalkulg-multiplexer
delay. The output of the flip-flop is AND’ed with the RO clockhdrefore, the

output of this scheme is either a 0 or a clock. Similar to the R@F structure
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(Fig. [2.8), this block is instantiated as many times as néeda the counter
values are compared after a specific run time to produce thereel number of
response bits. Note that, if we havé number of blocks and if we compare
only the adjacent pairs, as discussed earlier, the numhbespbnse bits will be
N — 1. Let us consider two instances of this scheimstance iandinstance j
Because each instance can have 2 different outputs, O odamaclock, there are
4 different scenarios shown in Talel3.1. As we can see, #porese bit produced
in scenario 1 is 1, scenarios 2 and 3 will produce 0, and theorese bit of the
scenario 4 will be either 0 or 1 (with probability 6f5 for each of them). Note
that, the response bit is the comparison result of the twiatgs outputs after a
specific run time, similar to the Basic RO PUF scheme. Bectheseccurrence
probability of all scenarios are theoretically equabtd5, it is expected to have
37.5% & (0.25 x 1+ 0.25 x 0.5) x 100%) of the response bits to be 1 and 62.5%
(= (0.25 x 1 +0.25 x 1 + 0.25 x 0.5) x 100%) to be 0. This means that the
proposed method has a biased behavior toward the bit 0 aschdbenprove the
randomness of the response bits. The implementation sga@$ented in Section
[3.3 verify this fact.

Table 3.1: RO/Anderson Hybrid PUF method 1 different scesar

Scenario 1| Scenario 2| Scenario 3| Scenario 4
Instancei output Clock 0 0 Clock
Instance] output 0 0 Clock Clock
Response bit 1 0 0 Oorl

3.3.2 RO/Anderson Hybrid PUF, Method 2

Figure[3.4 shows method 2 for combining the RO PUF and the AsotePUF.
The Anderson PUF implementation is exactly the same as tgmalr Anderson
in terms of tuning and in the sense that the input clock toretances are the
same. The Anderson output bit which is 0 or 1 (with theorépeabability of 0.5
for each of them), is connected to thelectsignal of the2 — to — 1 multiplexer

in the ring oscillator circuit. If theselectsignal is 0, the ring oscillator will have 5
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inverters in its feedback loop and therefore, produces ekalath the frequency
of f5. If the selectsignal is 1, there will be only 3 inverters in the feedback
loop which results in a clock with the frequency ff Note that,f; is always
greater thary; because the frequency of a ring oscillator depends on ithfesk
loop delay. A higher number of inverters in the feedback loegults in a larger
delay and a higher clock period and thus, a lower frequenayif $here are two
instances of this blocknstance iandinstance j there will be 4 different scenarios
based on the Anderson output bit. These scenarios alongtieth produced
response bits are listed in Talple]3.2. Similar to Tabl¢ 3é produced response

bits are results of comparison between two instances frenes

0 or glitch

fzor fs (fs > fs)

Figure 3.4: The proposed RO/Anderson Hybrid PUF structmethod 2

Table 3.2: RO/Anderson Hybrid PUF method 2 different scesar

Scenario 1| Scenario 2| Scenario 3| Scenario 4
Instancei Anderson output 1 0 0 1
Instancej Anderson output 0 0 1 1
Response bit 1 Oorl 0 Oorl

The response bit produced in scenario 1 is 1, scenarios 2 anldl groduce
either 0 or 1 (with probability of).5 for each of them), and the response bit of sce-
nario 3 is 0. Because the occurrence probability of all scegare theoretically

equal ta).25, we expect to have 50%-(0.25x 140.25x0.54+0.25x0.5) x 100%)
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of the response bits to be 1 and 50%((0.25 x 1+0.25 x0.54+0.25x 0.5) x 100%)
to be 0. This means that the proposed method maintains theiaB&tmity of the
response. It also has a potential to improve the uniquerfabe ®UF response
because it produces the response bit using two sourcesadmaress instead of
one. The implementation results presented at the end othiapter verify this

fact.

An interesting fact about the proposed scheme (Eigl 3.4)as even if the
occurrence probabilities of the scenarios are not equadh ether, the theoreti-
cal uniformity of the response will still remain 50%. The ao@nce probability
of each scenario is determined by the probability of 1 andr@gged by the An-
derson PUF (or any other utilized PUF, the output of whichasrected to the
selectsignal of the multiplexer). Let us denoférob, as the probability of the
generatedelectsignal to be 1 androb, as its probability of being 0. Note that
Prob; = 1 — Prob,. If the uniformity of the utilized PUF is 50%, we will have
Proby = Proby = 0.5 and thus, the occurrence probability of all scenarios will
be equal td).25, as discussed before. Here we assume the general case n whic
Prob; is not necessarily equal #roby. In this case, the occurrence probabilities
of scenarios 1 and 3 are equal®@ob, x Proby, the probability of scenario 2 is
equal toProbZ, and the probability of scenario 4 is equalfteob?. Therefore, the
uniformity of the produced response will be equaltab, x Proby x 1+ Prob? x
0.5+ Prob? x 0.5 = Proby x (1 — Proby) + 0.5 x Prob%+0.5 x (1 — Proby)* =
Proby—0.5x Prob+0.5+40.5 x Probi — Proby, = 0.5. Thus, even if the utilized
PUF which generates tlselectsignal does not have a uniform distribution of 0’s
and 1’s, the theoretical uniformity of the proposed PUF sahevill still remain
50%. Note that, the provided probability analysis is truly érthe Basic RO PUF
is assumed to generate 1 or 0 with equal probability.6f The implementation

results in Sectioh 315 confirm that this assumption is true.

As another example shown in Fig._B.5, the RO PUF and the SRhLRitH-
are combined using method 2. The Anderson block is simpliaceg with the
SR Latch unit. Similar to the Anderson PUF, each SR Latch geriterates 1 bit
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that can be connected to the select signal of the multipléate that, a flip-flop
is inserted on thenableinput of the RO PUF so that both PUF units (RO and SR

Latch) are enabled synchronously.

Enable >

P LUT 0 Oorl

(NAND) S
LUT |
(NAND) Q S
'> 1
0
_’> fsor fs (fs > fs)

Figure 3.5: The proposed RO/SR Latch Hybrid PUF structure

3.4 Implementation Details and the Measurement

System

In this section, the PUF design parameters and the respogssun@ment system

are discussed.

3.4.1 Design Parameters

The design parameters used in this study are listed in TaBleThe number of
PUF units is determined by the required number of resporisabd is only lim-

ited by the area constraints. The number of PUF units is skt&an all structures
but it can be much greater than this value. So, the numbespbrese bits is 128

in the Anderson and the SR Latch PUFs. Also, the number obrespbits is 127
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in the Basic RO PUF, RO/Anderson Hybrid PUF method 1, RO/Asaie Hybrid
PUF method 2, and the RO/SR Latch Hybrid PUF.

Table 3.3: PUF implementation parameters

Parameter Symbol Value
. Xilinx VIRTEX I
FPGA chip NiA Pro XC2VP100
Number of PUF
g 4

instances (FPGA boards)
Ref Counter
clock frequency
Number of PUF units in
the challenge-response system
Number of stages

Ref Clock 25 MHz

N 128

in each RO u 5
Number of intermediate
blocks in Anderson PUF N/A 5
Distance between the 2 N/A 1CLB

NAND gates in the SR Latch

128 in Anderson PUF
128 in SR Latch PUF
127 in Basic RO PUF

Number of response bits “ 127 in RO/Anderson Hybrid PUF method| 1
127 in RO/Anderson Hybrid PUF method|2
127 in RO/SR Latch Hybrid PUF
Counter run time Run Time 30000 clock cycles
Counter size N/A 32 bits
Number of response m 50
samples
PUF unit placement N/A 2-Dimensional

Also, the number of stages in the ring oscillator designti$sd which means
that 5 inverters are used in the feedback loop. Each rindlatsciuses 5 SLICEs
in 2 configurable logic blocks (CLBs). Note that, the ringifiator is created as
a hard macro and is instantiated as many times as neededi(12) top-level
PUF design. Figurie 3.6 shows four identical ring oscillaianplemented as hard
macros. All the ring oscillators are identically placed aadted. Thus, the only
random parameter which influences on the oscillation frequés the delay of the
inverters. We have also used the hard macro technique inRHeag&h PUF and
the RO/SR Latch Hybrid PUF. Note that we cannot use the haatortachnique
in the other PUF structures, Anderson PUF, RO/AndersonidydF method 1,

37
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and RO/Anderson Hybrid PUF method 2, because in thesestessthe PUF unit
requires a power (VCC/GND) component. Power components@tenger sup-
ported in the 5.1i FPGA Editor and later when creating hardrog Therefore,
a similar technique proposed inl [8] is used to make sure teaptacement and
routing of all units are identical. This technique usesrthec andAREA GROUP
physical constraints. Using these constraints, the desican force the placement

and relative location of the components.

Figure 3.6: Four identical ring oscillators implementedasd macros: the logic
in the white ellipse represents 1 ring oscillator.

Another important design parameter is the placement of tie &hits in the
chip. It is shown in[[43] that, a systematic variation in tltenponents delays in
a die exists in an FPGA chip. In other words, the correlatécidie variation
causes a systematic pattern of the frequencies of sevegabscillators. As sug-
gested by Maiti et al. in [3], the PUF units should be placedase as possible to
each other to eliminate the effect of correlated or spatiahtdie variation. Sev-
eral placement strategies are analyzed in [13]. Based omitial experiments
on different placement strategies, we consider only ther@ebsional placement

strategy depicted in Fig._3.7. In fact, this strategy shdveshighest reliability
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and uniqueness among other strategies. All the PUF unitd R structures
are placed in th&L1 CE_X56Y88: SLI CE_X87Y183 range so that the compar-
ison between different structures is fair.

Finally, after implementing the RO/SR Latch Hybrid PUF solee it was no-
ticed that the SR Latch PUF is so sensitive to the surrounltigee. In other
words, the high frequency clocks generated by the RO uniéstathe perfor-
mance of the SR Latch and, as shown in Sedtioh 3.5, the réljadifi this scheme
is the worst among all other implemented schemes. Also, ticpueness of this

scheme does not seem to improve significantly.

FPGA
unitl unitl6 unitl28
unit2 unitl5 unit127
unit8 unit9 unitl21

Figure 3.7: 2-Dimensional placement of PUF units

So, we separate the RO and SR Latch units as shown in[Fi§. 3eRitce
the effect of the surrounding logic. It is shown in SectioB $hat, separating
the RO and SR Latch units improves the reliability and unicpss of the RO/SR
Latch Hybrid PUF scheme, significantly. The same method wwa$ied on the
RO/Anderson Hybrid PUF method 2 but the improvements wegdigible. It is
concluded that the Anderson PUF is not affected by the sodiog logic as much
as the SR Latch PUF.

3.4.2 Measurement System

Figure[3.9 depicts our measurement system block diagramu3ér sends start

signal via keyboard. It is transmitted to the FPGA board uigitothe serial port
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FPGA
Response select
<+«—“—— ROBank [« Sl;Lalt(ch
127 128 an

Figure 3.8: Separating the RO/SR Latch PUF units

of the computer. After receiving the start signal, the PUgftstgenerating the
response bits and when the response is ready, it is traeshtdtthe computer
through the serial transmitter. Note that, in this systdma,user does not provide
the challenge to the PUF; instead, the challenges are dpipliernally to the

PUFs to produce the response bits. In addition, in the AmmelPJF and the SR
Latch PUF structures, all the 128 bits of response are oddaah the same time.
However, in a practical PUF, the user applies a specific ehgét and checks the
response to verify the PUF instance. The challenge-regmystem implemented
in this work is only intended to analyze the performance efPltUF structures in

terms of reliability, uniqueness, uniformity, and biteasing.

RXD,| , Serial Receiver Start
Start

—> .
COM Serial FPGA Chip

Port R
XD Serial Transmitter csponse
a bits
Data Response
Capturing
Software FPGA Board

Figure 3.9: The measurement system block diagram
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3.5 Results and Discussion

In this section, we provide the implementation results efdbven PUF structures:
SR Latch PUF, Basic RO PUF, Anderson PUF, RO/Anderson Hy/dBE method
1, RO/Anderson Hybrid PUF method 2, and two implementataditie RO/SR
Latch Hybrid PUF. We compare the performance of all strueim terms of relia-
bility, uniqueness, uniformity, and bit-aliasing. Theiabllity of all structures are
also analyzed under different environmental conditiorchsas different FPGA
chip ambient temperatures and supply voltage values. Tienses under study
are also compared with each other in terms of the area corigamgs their PUF
units. Tablé 3.4 presents the implementation results mgef reliability, unifor-
mity, and uniqueness. In addition, figufes3.10 and]3.18 ewenfhe uniqueness

and bit-aliasing of different structures, respectively.

As shown in Tablé_3]4, the average reliability is almost thme for the SR
Latch, Basic RO, and Anderson PUFs. Also note that, all thertdyPUF schemes
show a lower reliability level than other basic schemes (Sfclh, Basic RO,
and Anderson PUFs). This is because there are two sourcastability in the
Hybrid schemes. The source of instability in the Basic RO RJthe unstable
frequency of a single ring oscillator. In other words, eviea frequency of the
clock generated by a single RO is not constant. If the fregesrof two adjacent
ROs which produce 1 bit of response are so close to each dtieegenerated
response bit will be unstable due to noise effects. The saem@asio happens in
the Anderson PUF, where a response bit is produced based ogldtion between
the two shift register-multiplexer delays. If these delagsso close to each other,
the produced response bit will be unstable. In the case c6Béatch PUF, if
the difference between the strength of the NAND gates is Isriid produced

response bit (which is the settling state of the cell) wilumstable.

As mentioned before, the reliability of the RO/SR Latch HglPUF is the
worst among all schemes. We separate the RO and SR Latchamtgestigate

the effect of the surrounding logic on the SR Latch PUF bajra\vAs shown in
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Table[3.4, the reliability of this scheme is significantlyagraved when the RO and
SR Latch units are separated. The same method was appliee &OfAnderson
Hybrid PUF method 2. However, the improvements were noceatile. Thus, it
is concluded that, the Anderson PUF behavior is not affebyethe surrounding

logic, compared to the SR Latch PUF.

Table 3.4: Implementation results in terms of reliabiliipiformity, and unique-

ness (%)
Reliability Uniformity .
PUF Scheme Average| Variance| Average| Variance Uniqueness
SR Latch 98.8291| 0.07458| 36.5156| 53.10403| 36.1979
Basic RO 99.0249| 0.53151| 50.0551| 6.16962 39.895
Anderson 98.9927| 0.12851| 64.1328| 372.50034| 39.974

RO/Anderson Hybrid PUF method 1 || 98.444 | 0.20538| 45.0669| 17.30003| 36.0892
RO/Anderson Hybrid PUF method 2 || 98.4757| 0.44152| 45.4016| 8.51688 48.5564
RO/SR Latch Hybrid PUF 93.6325| 7.09239| 48.3071| 5.02041 39.6325

RO/SR Latch Hybrid PUF with
separated RO/SR Latch blocks 97.5325| 1.58409| 49.4094| 18.75504 46.063

In terms of uniformity, the Basic RO PUF and the RO/SR Latcliity PUF
show the best performance among all schemes. The value @5 for the
uniformity of the Basic RO PUF confirms that the assumptioenia the prob-
ability analysis provided in Sectidn 3.3 is true. Addititipathe RO/Anderson
Hybrid PUF schemes maintain an acceptable level of unifigrnalithough the
Anderson PUF does not show a good value for this performaretean This
behavior is totally reasonable based on the probabilityyarsaprovided in Sec-
tion[3.3. The problem with the Anderson PUF scheme is thegsecg tuning
process. We observed in our experiments that, when we ten&ritlerson PUF
for 1 FPGA board, other boards do not seem be tuned at all. X@mngle, the
uniformity of the tuned board is measured to be 50.6875% hisiclose to ideal.
Now, when the exact same design is implemented on anothed,bitb@ unifor-
mity shows to be 78.8594%. The high value of variance forarmity of the
Anderson PUF is due to this variation among different boalmaddition, the SR
Latch PUF does not show a good value for uniformity. The ayetiformity of
36.5156% represents a biased behavior of this PUF towarittBewhich is not

good for practical purposes.
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One of the most important indicators of a PUF randomnesisitiqueness
of its produced response. An ideal PUF has a uniqueness of 234ve can
see in Tablé 314, the RO/Anderson Hybrid PUF method 2 and @SR Latch
Hybrid PUF with separated RO/SR Latch blocks show the begbmmeance in
terms of uniqueness. This shows that, the proposed methked talvantage of
both sources of randomness properly. Figlires|3.11] B.13,[3.14[3.15,3.16,
and[3.1V show the distribution histogram of the Hammingatisé between any
pair of PUF instances, and Fid. 3110 compares the distabutistograms of

different structures.

w

B SR Latch

®Basic RO

= Anderson

B RO/Anderson method 1

1 B RO/Anderson method 2
®RO/SR Latch
o RO/SR Latch with separated

blocks

Number of Occurrences
N

[y

RO I S S S - S DU S
FE S EFEGESE S EEE S

Hamming Distance

Figure 3.10: Comparison between different schemes in tefrasiqueness

The best non-ideal PUF would have a normal distribution Withmean value
of 0.5. As shown in these figures, the RO/Anderson Hybrid PUF methadd
the RO/SR Latch Hybrid PUF with separated RO/SR Latch blstksv the best
Hamming distance distribution among other structuresellut, the value di.5
is presented using the range [61:65] in the figures becausewvwe128 (or 127)
bits of response in different schemes @ x 128 = 64 (or 0.5 x 127 = 63.5).
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Figure 3.11: Uniqueness of the SR Latch PUF structure
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Figure 3.12: Uniqueness of the Basic RO PUF structure
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Figure 3.13: Uniqueness of the Anderson PUF structure
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Figure 3.14: Uniqueness of the RO/Anderson Hybrid PUF tire¢ method 1
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Figure 3.15: Uniqueness of the RO/Anderson Hybrid PUF stre¢c method 2
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Figure 3.16: Unigueness of the RO/SR Latch Hybrid PUF stinect

Moreover, bit-aliasing of a PUF response is an importartbfaic assessing

the practicality and unclonability of a PUF structure. THhedl PUF has a bit-
aliasing of0.5 for all bit positions. Figure§ 3.19, 3.20, 3121, 3.22, 8R4,
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Figure 3.17: Uniqueness of the RO/SR Latch Hybrid PUF siingotvith separated
RO/SR Latch blocks

and3.Z5 show the distribution histogram of the average Hagmeight across
different PUF instances, and Fig._3.18 compares the disioitb histograms of
different structures. The best non-ideal PUF would have ranabdistribution
with the mean value dd.5. So, the best schemes in terms of bit-aliasing among
the schemes under study are the RO/Anderson Hybrid PUF ohétrend the
RO/SR Latch Hybrid PUF with separated RO/SR Latch blockss @lso verifies
the suitability of the proposed Hybrid scheme as a pracBtHt.
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Figure 3.22: Bit-aliasing of the RO/Anderson Hybrid PUFusture, method 1
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Figure 3.23: Bit-aliasing of the RO/Anderson Hybrid PUFusture, method 2
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Figure 3.24: Bit-aliasing of the RO/SR Latch Hybrid PUF sture
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Additionally, the effect of the FPGA board ambient temperaton the relia-
bility of different PUF structures is investigated in thisdy. The ambient tem-
perature is increased up to 70 degre€) @and the reliability of different schemes
is recorded for the temperatures 35, 40, 50, 60, antdC7Figure 3.26 shows the
results of this experiment. Note that, since the RO/SR Latghrid PUF struc-
ture has the worst reliability among all other schemes, e¢hability behaviors of
other structures are not distinguished well in Fig. B.26isThwhy we have also
provided Fig[3.2]7 which is basically the same as Eig.13.26 thie RO/SR Latch
Hybrid PUF structure removed so that the range of the gragtinduishes be-
tween different schemes, well. Changing the ambient teatpe (in the studied
range) does not seem to have a significant influence on thabilaly of differ-
ent structures. Since all the PUF structures under studguge response bits
based on the mismatch between any two devices (e.g. the NAES ¢n the SR
Latch PUF, the shift register-multiplexer in the AndersdgHPRO frequency in
the Basic RO PUF, etc.), the temperature influences on the@pdevices almost
equally and in the same direction. Thus, the stability ofRkH- response bits is

not affected by changing the ambient temperature, signifizca
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Figure 3.26: The effect of the ambient temperature on thaliéty of different
PUF structures



CHAPTER 3. IMPLEMENTATION RESULTS

100

99.5 PaN —e—Basic RO

—f—SR Latch
99 -+

=== Anderson

98:5 1 p\( —¢—RO/Anderson method 1
o8 ] —5#=RO/Anderson method 2
/ RO/SR Latch with

97.5 separated blocks

Reliability (%)

25 35 40 50 60 70

Temperature (°C)

Figure 3.27: The effect of the ambient temperature on theahidty of all PUF
structures except the RO/SR Latch Hybrid PUF structure

Moreover, we analyze the effect of changing the FPGA chipbuwmltage on
the reliability of different PUF schemes. The nominal sypgltage of the chip
is 1.5V and we change itto 1.13, 1.22, 1.37, and 1/7Z'he result of this exper-

iment is depicted in Fig._3.28. Note that, the exact measuakgk for the nominal

voltage is 1.52/. It can be observed that, changing the chip supply voltags do

not significantly influence the reliability of the Basic RO PSR Latch PUF, An-
derson PUF, RO/Anderson Hybrid PUF method 2, and RO/SR Laytinid PUF
with separated blocks. All these schemes maintain theality at a high level
even with the decrease or increase in the chip supply volt@gehe other hand,
the RO/SR latch Hybrid PUF shows an interesting trend fareiigibility. In fact,
the nominal voltage surprisingly results in the worst ttalisy among other values
for the chip supply voltage. In addition, the reliability thfe RO/Anderson Hy-
brid PUF method 1 with the chip supply voltage of 113s equal to 71.8663%,
which is the worst among all cases. The reliability of thisesme shows the high-
est sensitivity to the chip supply voltage, since it incesasignificantly when the
supply voltage is increased from 1.13to 1.22V (increases to 94.9889%). It
also shows a noticeable growth (from 94.9889% to 99.6362k@nthe supply
voltage is changed from 1.22 to 1.37V.
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Figure 3.28: The effect of the FPGA chip supply voltage on rifl@bility of
different PUF structures

Table 3.5: Comparison between different structures in$esfrarea consumption,
placement tuning requirement, and time per response bit

Area . . Time per
?

PUF Scheme No. of CLBs | No. of SLICEs | No. of LUTs | 'UMind Required? | ;)
Basic RO 2 5 6 No 1200
Anderson 5 6 8 Yes 0.08
SR Latch 2 2 2 Yes 0.04
RO/Anderson Hybrid

PUE method 1 6 12 7 Yes 1200
RO/Anderson Hybrid

PUE method 2 5 12 15 Yes 1200
RO/SR Latch Hybrid

PUF 4 9 9 Yes 1200

Finally, Tabld 3.6 compares different implemented strrggtun terms of area
consumption, placement tuning requirement, and requina€ per response bit.
Note that, except the Basic RO PUF, all other PUF units neediag process in
order to achieve the best randomness among the respons@dii® can notice,
all Hybrid PUF structures consume more area and logic ressuhan the basic
structures. Regarding the required time to produce a respbib, the Basic RO
PUF and all Hybrid schemes which are based on RO PUF consurtie gneater
time than the Anderson and SR Latch PUFs. This is because Bfuth Timehat

needs to be passed so that the produced response bit is iaiole st

In summary, the proposed method of combining different Pdikemes is
shown to improve the uniqueness and thus, the randomnels oftponse, sig-

nificantly. The added area overhead in our scheme is veryl smapared to
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other available methods in the literature. Also, our pregobklybrid PUF does
not require any pre-processing or post-processing tasksrpeed on the input or
output of the PUF units. In addition to the uniqueness bemgeased signifi-
cantly, other important PUF performance metrics are meiathat an acceptable
level. The proposed method is a general approach and camtherfatudied and

analyzed using other PUF schemes.



Chapter 4

Secret Sharing Based on Physically

Unclonable Functions

As previously discussed, two main categories of applicatior PUFs have been
introduced and analyzed: authentication and secret kegrggon. In this chapter,
we introduce another important application for PUFs. In,fae develop a novel
and efficient secret sharing scheme using a PUF to increasaftrmation rate

and provide cheater detection capability for the secratsfpaystem.

4.1 Introduction

Secret sharing is a fundamental cryptographic primitivéctviis used in numer-
ous applications such as secure information storage, Bymaagreement [44],
threshold cryptography [45], secure multiparty compotai[46+-43], access con-
trol [49], attribute-based encryption [50,/51], and getieea oblivious trans-
fer [52/53]. Secret sharing was invented independentlytansr [54] and Blak-
ley [55] in 1979. In a basic scheme of secret sharing there:glayers and a
dealer who has a secret The dealer divides the secret intosshares and gives
a share to each of the playersp;, 1 < ¢ < n. This step is called the share
computation phase. Let us dendteas the set of all players in the system. An

authorized set is defined as any subsePdhat can reconstruct the secret, in the
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secret reconstruction phase, only when all the playersahgtbset are present.
In fact, if at least one player in the authorized set is nos@n¢, other players in
that authorized set will have no information about the gedriee collection of all
the authorized sets is defined as the access structure aftteaeme. Shamir’s se-
cret sharing scheme is based on the polynomial interpolaliothis scheme, the
dealer builds a random polynomilz) = ag + ayz + asaz® + ... + ap_12*~* by
selectingk — 1 random coefficientsyq, as, . . ., ax_1. Also, aq is equal to the se-
cret to be shared, Then, the dealer obtainpoints on the polynomialy, f (7)),
wherei = 1,2,...,n. Each player receives a point as his share. Because the
polynomial is of degreé — 1, at leastk points are needed to calculate all coef-
ficients and reconstruct the polynomial. Once the coeffisiane computed;,

will be saved as the secret, This scheme is calleth, k)-threshold secret shar-
ing scheme, meaning that, any subset gflayers whose cardinality is equal to
or greater than a threshold, will be considered as an authorized set. In other
words, anyk players will be able to reconstruct the secret, while leas thplay-

ers will have no information about the secret. Ito et al. ps|d and constructed
secret sharing schemes for general access structutes]irf&€n more efficient
schemes were proposed in [57+61].

Information rate is an important efficiency metric of a séstearing scheme
and is defined a$ [62]:

log | S|

= > 4.1
max log | S, | (4.1)

whereS is the set of secret$s| is the bit-size of the sef, and for anyp € P,
the share of the playeris taken from the se$,. In addition,max represents the
maximum function. In fact, the information rate, of a secret sharing scheme
is the ratio between the bit-size of the set of secrets anchthemum bit-size of
the corresponding shares given to the players. A secreinghscheme is called
ideal if p = 1. Improving the information rate of a secret sharing schesramni

important concerr [63], which is addressed in this study.
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Another important issue associated with secret sharingmseh is dealing with
dishonest players. In such scenarios, if there is at leasptayer who fakes his
share, then other honest players cannot gain access todtet. sé/ith some of
the shares being faked, the reconstructed se€re&itijll be different from the orig-
inal secret, i.e.s’ # s. A robust secret sharing scheme is a scheme which can
recover the shared secret even with the existence of soroeéot shares [64].

In fact, if up tot of the shares submitted by the players are fake, a robusttsecr
sharing scheme can still retrieve the original secret. Samog/n robust schemes
are covered in the next subsection. The robustness can belgudyy attaching
additional redundancy to the shares given to the playerslingdredundancy to
the shares reduces the information rate, significantlyhismork, we address this
problem and propose, for the first time, a structural modelroefficient secret
sharing scheme with cheater detection capability, basqihgsically unclonable
functions. This scheme can be a new application of PUFs,ditiad to authenti-
cation and secret key generation. Note that, with cheatectien capability, the
secret sharing scheme will not have to reconstruct the sexea with some fake
shares because there is always the possibility that thesfeke is provided by an
illegitimate player. In this case, the scheme can identify simply exclude the

cheaters from the authorized set.
4.2 Related Work

In this section, we briefly discuss the known robust secratish schemes. As
mentioned in[[64], the robust secret sharing is impossiuled number of fake
shares is equal or greater than half of the players,tie.,[n/2]. There are two
main classes of secret sharing schemes which are robust catie of < [n/2]
[64]. The first one is the one proposed by Rabin and Ben-Qr5hljased on an
unconditionally secure message authentication code.idrstiheme, each player,
pj, 1 < j < n, receives an authentication kéy,y;;. The playerp; can use his
authentication keygey;;, to verify if the share provided by playey, 1 <i < n

and: # j, is correct. In other words, each player can verify the atmess of all
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the shares with the help of his authentication keys. Wheraeesh verified to be
correct by at least + 1 players, it will be used to reconstruct the secret. As we
can see, each player recei¥eg \) bits in addition to their Shamir share, where
27 is the required failure probability in reconstructing tharect secret [64]p

is the number of players, aftldeclares the lower bound notation.

The second scheme is proposed by Cramer, Damgard, and@&3hir this
scheme, the dealer shares the segr@thich is an element of the finite fiels,
i.e.,s € F among all the players using the standard Shamir scheme.diticad
to the original secret, the dealer shares a randomly choskeheiementy €
and their product = s -y € F among the players. In the reconstruction phase,
the reconstructor performs the following for every subdet & 1 players: he
reconstructs’, ¢/, andz’ which are supposed to be the secret, the random element,
and their product, respectively. Then, if the equation’ = 2’ holds, it outputs’
to be the original secret. In fact, using the redundant médron,y andz, given
to the players in addition to the actual seckgthe reconstructor can retrieve the
secret with possibly partly incorrect shares of thesel players. Compared to
Rabin and Ben-Or scheme, this scheme adds much less redyridahe actual
share. However, the running time of this scheme is expoaleintin, because
the reconstructor has to loop over all possible subsetszeftsi 1 [64]. A new
robust secret sharing scheme that has the advantages d¢hba@hove schemes is
proposed in[[64]. In fact, this scheme has the same low sl&egeas Rabin and
Ben-Or scheme and yet, its share computation and secretstegotion phases
run in polynomial time. The important problem associatethwiese schemes
is that they are not efficient schemes in terms of informataie. In this study,

a general method is proposed to build the existing secredtagtion schemes

using physically unclonable functions to improve efficignc

4.3 Preliminaries

We construct our robust secret sharing scheme based oraito, &d Nishizeki’s

construction[[56]. Note that, with a slight modification,rqaroposed model can
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be built based on other constructions, as well. In additiom PUF which is used
in our design is a controlled PUF. Therefore, in this sectwa briefly describe

and review Ito et al.’s secret construction and controll&d#.

4.3.1 Ito, Saito, and Nishizeki’'s Constructions

A monotoneaccess structure is an access structure in which, any shiasebn-
tains an authorized set, is also an authorized set. In Itbesacret construction,
the dealer shares the secregtindependently for each authorized et #H, where
‘H is any monotone access structure. Let us assumé'tinatudes! players. The
dealer choosels— 1 random strings of bit-size equal to that of the secret, dahot
asry, 19, ..., r—1. The required length of these strings is determined by tbeese
bit-size. The dealer then computies= s®r;®ry . . .Pr_1, Whered is the bitwise
XOR operation. Next, the dealer gives the shaie the playep; € I'. Note that,
the random strings selected by the dealer should be indepefa each player
of each sef’ € H. The reconstruction of the secret can be done only whenall th
players in the sdf pool their shares and compute= r &ry .. .Hr_1 Pr;. Onthe
other hand, any unauthorized set of players which missesat bne player from
each authorized set will have no information about the $eE@ the case where
at least one player from the authorized set fakes his shre@eetonstructed secret
will be different from the original secret. Although in a g&al access structure,
any player can be a member of more than one authorized sdtisistudy, we
consider the case in which each player is included in onlyaarikorized set, for
simplicity. However, this scheme can be extended for thegdrcase, as well. In
this case, each player receives only one random string asstiee and because
the bit-size of the random strings should be equal to thah®fsecret in the ba-
sic scheme, the information rate will be 1 which indicatesdmal secret sharing

scheme.
4.3.2 Controlled PUFs

The idea of controlled PUFs is introduced n][11, 12]. As shaw Fig. [4.],
the idea is to apply an error correcting code (ECC) on theuwsuwipthe PUF to
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improve its reliability. In addition, two hash functionsaapplied on the challenge
bits and the ECC output bits in order to restrict the attdskdrect access to the
PUF challenge and response bits.

The actual challenge which is applied to the PUF and the PtibB@sponse
arec andr, respectively. However, the challenge and response teabgnosed to
the outside world aré’ and R, and because a hash function is a one-way function,
the actual challenge and respons@iidr) cannot be accessed from the outside
world. Of course, if the utilized hash algorithm is known tabfic, given the
challengeC’, one can easily compute the actual challeage = hash(C')). But
because hash functions are one-way functions, given tipomesR, one can-
not obtain the actual responseIn addition, some of the PUF response bits are
erroneous or unstable due to noise effects and environinemtations. The er-
ror correcting code (ECC) can detect and correct these tumisywith the help
of the Helper Data (W). In fact, for each challenge, the actual response is
fed into an ECC encoder to produce the helper data. This helg@ along
with the challenge(”, are used to produce a 100% noise-free respoRseeg.,
R=CPUF(C,W).

Controlled PUI

Hash Hash
Challenge (C) Function 5+ PUF r ECC Function Response (R),
Helper Data (W| T

Figure 4.1: The basic idea of a controlled PUF/[11, 12]

4.4 Our Proposed Model

4.4.1 Basic Scheme

In this subsection, we discuss our secret sharing schemeg asiontrolled physi-

cally unclonable function (CPUF) based on Ito et al.'s sempastruction scheme.
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This scheme has three phases, initialization, share catipuot and secret re-
construction. In the initialization phase, the trustedieleapplies different chal-
lenges with different bit-sizes to the controlled PUF arades the corresponding
challenge-response pair in a secure database. It is egplairthe security anal-
ysis subsection why different bit-sizes are needed. Alsgergeral rule on how
to decide the challenge bit-sizes is explained in that stilosse The dealer also
produces the helper datéd/() from each actual response) @nd stores it in the
database along with the corresponding challenge-resgaiisén fact, the dealer
stores the challenge-response-helper dai& (1) in the database. Note that, the
database should be a part of the dealer and it is assumeti¢hdealer cannot be
hacked, because if its security is compromised, the searebe read out. Also
note that, the hash function input can be of variable bie-svhile its output bit-
size is fixed. Therefore, the challenges applied to the CRlvFhave different bit-
sizes. In the share computation phase, the dealer chbesedifferent responses
from the database?, Rs, ..., R;_; and compute®;, = s® R P Ry ... D Ri_;.
Then, he gives the corresponding challenges that genératehbsen responses
along with the helper data to the players1 < ¢ < [ — 1. In other words, the
playerp; receivesC; andW;, whereR;, = CPUF(C;, W;),for1 < i <[ —1.
The dealer also giveR, to the playemp;.

In the reconstruction phase, the playersp., . . ., p;—1 apply their challenges
to the CPUF and provide the helper data, and the correspgpmdsponses are
XOR’ed with one another and the share providedphy This scheme is sum-
marized in Fig.[4.2. Note that, because the CPUF is a one-wdyn®re im-
portantly, an unclonable function, the players will not @access to their actual
shares. Therefore, even if all the players are hacked amdstoeed shares are
read out by an attacker, the attacker will not be able to coasthe secret unless
he has access to the original CPUF. In other words, in thdirgischemes, if
an attacker has access to all players’ shares, he can ecthie\secret at his con-
venience. That is why most studies assume a limitation orcaipability of the

attacker on how many players he can hack [[62, 64]. Howevés,ribt the case

59



CHAPTER 4. SECRET SHARING BASED ONPHYSICALLY UNCLONABLE FUNCTIONS 60

for our scheme. More importantly, if the attacker clones@ReJF circuit, he will

generate a wrong secret using all the shares. In additianafof the players
of the authorized set is not present in the reconstructi@s@hother players will
have no information about the secret. This scheme, sinaldre original scheme,
suffers from having dishonest players among the playersaratithorized set. In
the next subsection, we propose a modified scheme which leasechdetection
capability. But before that, the information rate and theusity of the proposed

scheme is analyzed briefly.

Basic Scheme Steps

1. The dealer applies different challenges to the controlled Initialization Phase

PUF (CPUF). Steps 1 and 2
2. The dealer stores the challenge-response-helper data
sets in a secure database.

3. The dealer chooses /-1 responses from the database: Ry,
Ry, ..., Rj—4.

4. The dealer computes R; = S@R{®R, ... ®R;_1.

5. The dealer gives C; and W; (corresponding to R;) to
playerp;, 1<i<l—1. Steps 3 to 6

6. The dealer gives R, to player p;.

A 4

Share Computation Phase

7. The players py, p,, ..., p;—1 submit their shares to the

CPUF. y
8. The corresponding responses (Rq, Ry, ..., R;_;) are .
XOR’ed with each other. Reconstruction Phase

9. Player p; submits his share (R;). Steps 7 to 10
10. R; is XOR’ed with the result of step 8§ to generate the
secret.

Figure 4.2: The Basic Scheme design steps

Information Rate

In this subsection, the information rate of the propose@sehis computed and
compared with the information rate of the original Ito esatonstruction scheme
[56]. It is shown that, the information rate of the proposelesne can be even
more than 1 while maintaining the required security levedt us define the re-
sponse to challenge ratio for a given PUF as the ratio of tinerg¢éed response
bit-size to the challenge bit-size, i.ér)/|c|. Usually, the bit-size of both chal-

lenge and response of a given PUF are fixed. However, in theatien PUF
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scheme shown in Fid._4.1, the bit-size of the challer@ecan be variable, be-
cause the input to a hash function can be of variable lengtle vt output length
is fixed. Also, the PUF should be designed in a way that, itparse bit-size
is the same as that of the secret, i|&], = |s|. Therefore, the share bit-size of
, and the share bit-size
Cil
for each player can be different but the bit-size of the hetfza (V) which is

[ — 1 players in this scheme will be equal {6;| + |W;

of playerp, is equal to the secret bit-size which is equal &|. Note that,

generated from the actual PUF responses is fixed for all gay€he bit-size of
W; is determined by the ECC algorithm used in Hig.] 4.1. Now, & fbllowing

condition is assumed to be true;:

\Ci| + [Wi| < | Ry (4.2)

forall 1 < i <[—1,theinformation rate will be equal to 1 based on Eq.1(4.&), i.
ideal scheme, because the maximum share bit-size amorgg glldyers belongs
to the playem,. The inequality[(4.2) will be satisfied only if the number ctwzal
response bits is greater than the number of the corresppobailenge|r;| > |¢;|
for 1 < i <[ — 1. This condition is a necessary condition but it is not sugfiti
The reason is that, the bit-size of the output respoRseis less than that of the
actual response;, because the input bit-size of the hash function is grehtar t
the output bit-size. Also, because the helper dafamay leak some information
about the actual response bits, the bit-size of the ECC ougpless thanr;|.
For the same reason, the input challenge bit-siZg, is greater than the actual
challenge bit-sizel¢;|. In summary, we havg’;| > |¢;| and|R;| < |r;| for each
playerp;, 1 < i <[ — 1. Therefore, having a response to challenge ratio greater
than 1 does not necessarily imply;| + |IW;| < |R;|. So, we should make sure

that we design the scheme in a way that it satisfies the ini¢g(@R2).

Up to now, it is shown that, both the original Ito et al.’s sateeand the pro-
posed scheme have an information rate of 1 based on[Ed. (Adyever, our

proposed scheme has a very important difference from thygnatischeme. In
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the original scheme, the share bit-size of all the playegsegual to that of the
secret. However, in our proposed scheme, only one playea Bhare of bit-size
equal to the secret bit-size, and the other players havdesnsalares. In fact, if

the information rate is defined as [63]:

log |S|

==l 4.3
avg log |S,| “9

whereavg is the average function, the information rate of our propossheme

IX|R|
|R|+3252) [Cal+ Wi

|R;| forany1l < ¢ < [ — 1, as discussed before. In other words, it is a more

will be equal to: which can be even more than 1d;| + |W;| <
efficient scheme than the original Ito et al.’s construcgoheme and all but one
of the players will receive smaller shares. Note that, thermation rate of the

original scheme is still 1 based on the new equafiod (4.3).

Security Analysis

For security analysis of the proposed basic scheme, we demaicase where
all but one of the players pool their shares and try to redrigne secret. In the
original scheme, because the bit-size of the shares ofajlept are the same and
are equal to the secret bit-size, the complexity of the bintee approach to guess
the remaining share is equal to the complexity of the brateef approach to guess
the secret, i.e2/*l. In the proposed scheme, the share bit-size of all but one of
the players is equal t@;| + |IV;| which is ideally less thanR;| = |s|, to provide

an information rate of more than 1. Therefore, the compjexitthe brute-force
approach to guess the remaining share is equalo'"Vil which is less than
2lsl. However, because the bit-size of the challenge appligigtaontrolled PUF,
|C;|, can be variable, different players might have differerdrshbit-sizes and
therefore, in this case, tlie- 1 players will be able to guess the remaining share
with a small probability, which depends on the number ofedtéht challenge bit-
sizes generated by the trusted dealer. For example, letsusnasthat the secret

length is 500 bits and the shares given to the players candm®ydéngth between
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200 and 500 bits. When all but one of the players cooperate @ath other in
order to guess the remaining share and to eventually rettiievsecret, they would
notice that their own shares are of different bit-sizes. réfuge, the probability
that they will guess the length of the last share correctlylvd equal tol /300.
Note that, this probability is valid only if the players amae of the range of the
valid share lengths. If this is not the case, the probabity be even less than
1/300. Given this small probability and the complexity®f:l 1"Vl we can claim
that, the security of the system is not compromised. Theesbiusizes can be
chosen completely randomly. There is no specific requirérmaerhow they are
chosen. Also, the range of the bit-sizes is not of criticgbamance as long as
they meet the information rate requirements. However, tivalrer of bit-sizes
generated by the trusted dealer should be high enough tasethe resilience of

the system against brute-force attack.

Moreover, as previously discussed, even if an attackernmbtccess to the
share of all the players in the authorized set, he will notlide o construct the
secret at his convenience because of the unclonabilityeo€CRUF-based recon-

structor.

4.4.2 Modified Scheme With Cheater Detection Capability

In this subsection, we propose a modified scheme, shown in&gto provide

cheater detection capability for the basic scheme. In ttheme, the share bit-
size given to each player is exactly the same as in the bas&rez Therefore,
the information rate is the same as that of the basic schemwevér, additional

processing is performed by the dealer during the share ctatipo phase and
also, extra memory and run time is added to the reconstruptiase. The system
works as follows: during the initialization phase, the teasdealer applies differ-
ent challenges with different bit-sizes (as in the basiesa) to the controlled
PUF, generates a helper data from each actual PUF responsstoses the cor-

responding challenge-response-helper data;, ;) set in a secure database.
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This procedure is similar to the initialization phase of basic scheme explained
in the previous subsection. In the share computation plsaséar to the basic
scheme, the dealer chooges 1 responsesk;, Rs, ..., R;_1, and gives the cor-
responding challenge along with the generated helper d&adh player. He also
givesR, = s® R1 @ Ry ... & R;_, to the playemp,. The only difference between
the modified and the basic schemes is that, in the modifiedrsghthe dealer
must choose different challenge bit-sizes for differemtypts. This requirement
is highly recommended in the basic scheme, but in the modstiedme it is nec-
essary. This is because the share bit-size is used as trerpIHy and therefore,
no redundant information is attached to the original sharédentify the players.
This way, we will have a set of valid IDs in the authorized ®xfore sending the
share to each player, the dealer computes the messagetaztien code (MAC)
of the shares using a MAC algorithm and stores them along tvétplayer’s 1D
in a memory in the controlled PUF system which is used in tlwenstruction
phase. Note the difference between this memory in the récmi®n system and
the database which is part of the dealer. The memory in tlestaiction system
can be have public access while the database of the dealéhbmispt secure.
The dealer then distributes the shares among the playerthe lreconstruction
phase, each player submits his share to the new system asigntrolled PUF
shown in Fig[4.B. In the figure, “Shar€’(|I;)” represents the share submitted

by playerp; which is the concatenation 6f; and V.

Memory

Y

N

Authenticated
Share (;||W;)

Share ¢;|W;) R MAC
Algorithm

CPUF ResponseR;) .

Cheater Flag
(flag;)

Figure 4.3: The proposed modified scheme with cheater datechpability
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The system first computes the MAC of the share and compareshittiaat
stored in the memory. As mentioned before, the system useshdre bit-size to
identify the player. If the computed MAC of the share is matthvith that stored
in the memory, the share (the challenge along with the cooreding helper data)
will be applied to the CPUF to generate the correspondingomese. This process
is performed for all thé — 1 players and the responses will be bit-wise XOR’ed.
Finally, the XOR result will be XOR’ed with the share provitby the player
p; to reconstruct the secret. This scheme is summarized in&#. It is noted
that, if one of the players of the authorized set is not preisetime reconstruction
phase, other players will have no information about theetedn addition, the
cheater detection capability is added to the system usmi/thC procedure. If
the computed MAC of the share is not matched with that staretie memory,
a flag will be set and the system will identify the cheater draldecret will not
be reconstructed. Now, depending on the application armbitsies, the cheater
can be treated in different ways. He might receive a warnimgdy &ill have a
chance to provide his share again, or his trustability levdl be reduced, or
he will be removed from the authorized set permanently. Nuod¢, the cheater
detection capability of the system depends on the preimegjstance or the one-

way property of the hash function used in the MAC algorithm.

If the player fakes his share in a way that, the bit-size ofghare is also
changed, there will be 2 different cases. In the first case sttstem identifies
the player as a cheater because the faked share bit-sizeasvabtd bit-size. In
the second case, the system will identify the player as angilayer in the autho-
rized set (this will happen if the faked share bit-size islaat-size). Then it will
compare the MAC of the faked share with the one stored in thmong If they
do not match (which will be the case because of the seconthpgs resistance
property of hash functions), the misidentified player, visheould be an honest
player, will be identified as a cheater. This problem can Iselved by having
the players submit their shares sequentially in a pre-8pdarder to identify the

cheaters correctly. Another way to address this problem &tach a random ID
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Modified Scheme Steps

1. The dealer applies different challenges to the controlled PUF
(CPUF).

2. The dealer stores the challenge-response-helper data sets in a
secure database.

3. The dealer chooses I-1 responses from the database: Ry, R;, Initialization Phase
.o Ri_q.
4. The dealer computes R; = S®R;®R; ... ®R;_;. Steps 1 and 2
5. (optional) The dealer selects a random ID for each player
(ID; for p;).
6. The dealer computes the MAC of each player’s share A 4
(C;||W;) and stores the MAC along with the player’s ID in
the memory. Share Computation Phase
7. The degler gl\fes C; and W; (correspon(?mg to R;) in addition Steps 310 8
to ID; (if applicable) to playerp;, 1 <i <1 —1.
8. The dealer gives R, in addition to ID; (if applicable) to
player p;. v
9. The players p;, Py, ..., P;—1 submit their shares to the
CPUF. Reconstruction Phase
10. The MAC of the submitted share of each player is compared
with the one stored in the memory. Steps 9 to 13

11. The corresponding responses (R1, R, ..., R;_1) are XOR’ed
with each other if no cheater flag is set.

12. Player p; submits his share (R;).

13. R; is XOR’ed with the result of step 11 to generate the
secret.

Figure 4.4: The Modified Scheme design steps

to the share given to each playér{; given to the playep;) and storing that ID in
the system memory along with the share MAC. In this casepalih we lose effi-
ciency and the information rate will be reduced, we can ifjgstich cases if the

share bit-size and the random ID submitted by the player doatch. Therefore,

IX|R|
TG+ D [+ W]

the information rate will be equal t%lﬂw S where|ID;| is
1

the bit-size of the&-th player ID.

Note that, if the dishonest players are able to read out ttee stared in the
reconstruction system memory via invasive physical attaitiey will not be able
to compromise the security of the system because of the dgm@mmage resis-
tance property of hash functions. In other words, the cneatenot fake his share
in a way that, its MAC matches the one stored in the memory Atge that, it is
assumed that the communication between the dealer andaperplis secure in
all existing schemes, because if it is not, the shares capdaelsy other players

and the secret sharing scheme will be of no use.
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The most important issue in the proposed approach is theicasgkeich the
playerp, fakes his share. In fact, when all other players submit tsle@ires cor-
rectly and thus, no flag has been set, iféag; = 0 for 1 < <[ — 1, the player
p; Will submit his share to reconstruct the secret. We defireflayer’s share as
acritical share because of the following reason: if this player fakeslmare, the
generated secret will be wrong,# s. The fact that the generated secret is wrong
and no cheater flag has been set helps the system to idgrasythe cheater. This
problem also exists in the original secret constructioresotr However, in our
proposed model, we can absolutely detect this playeas a cheater. Therefore,
in the share computation phase, we should make sure thatwsethgs critical
share to a player with the highest trustability level. Ifstpiayer cheats, we can
remove him from the authorized set permanently or we cancestlis trustability

level, depending on the application policies.

The important issue is that, the playgrcan fake his share so that the gener-
ated secret is wrong. Then, he can use his share and the gehwrang secret to
compute the correct secret at his convenience. In addttiergealer can compute
the MAC of R, before giving it to the playey, and store the MAC in the memory.
In the reconstruction phase, the authenticity of the shiaiteoplayer will also be
verified using the same procedure and a flag will be set if ibistnatched with
the one stored in the memory. Again the bit-size of the shdmielwin this case
is equal to that of the secret can be used to identify the pl&®ecause the pro-
posed model helps the system to identify such case, furthiena can be made to
shut down the system, for example, to re-compute the shamesto build a new

system with a new secret.

Finally, it should be mentioned that, the main contributafrthe proposed
scheme is its efficiency in terms of information rate and tharas’ bit-size. In
fact, the idea of computing the MAC of the shares and usindA€ to verify
the authenticity of the submitted shares, can be appliedemtiginal Ito et al.’s
construction scheme to provide cheater detection capabiliowever, in that

case, the information rate will be 1 at its best. It could bereless than 1 in the
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case that, the ID of the players are attached to their achaaks to distinguish
between different players. In contrast, in our proposeeisa) the information
rate can be more than 1 even in the latter case. We achievefticiency at the

expense of extra hardware for the CPUF, extra memory fore¢hars database,
and the extra initialization phase where the dealer shqupti/dhe challenges and
store the challenge-response-helper data sets in itsadsgtal®nother important
contribution of this study is that, the ability of an attacke& hacking the players
is not required to be limited to a specific number of playersother words, an
attacker can hack all the players in the access structuceyet) he will not be

able to compute the secret at his own convenience due to thenability of the

PUF-based reconstructor.

Security Analysis

In subsectioh 4.4]11 we performed a security analysis fogptbposed basic scheme
and showed its resilience against the brute-force apprddahsame analysis can
be performed for the modified scheme against the same attattks subsection,
another important scenario is considered, in which all In& of the players try
to obtain information about the secret by submitting falsarses. In other words,
dishonest players submit false shares in order to decetvedhest player. Then,
based on the obtained incorrect secret and using theirat@tares, they will ob-
tain information about the correct secret. This is the m#arci on secret sharing
schemes and a secure scheme is defined to be resilient atfsnattack [62].
We can observe that, our scheme is also resilient agairssattaick because this
attack works only for the schemes which cannot detect thateh& Our proposed
scheme offers cheater detection capability to the systehidemtifies the dishon-
est player by setting a cheater flag. In fact, the honest ayél not submit
their shares when a cheater flag is set. Therefore, dishplas&rs cannot gain
information about other honest players’ shares to comph@sécret at their own

convenience.
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4.4.3 PUF requirements

In this subsection, the features of a good PUF that can beingbe proposed
model to meet the requirements of our secret sharing schesdistussed. Be-
sides a high reliability and a close-to-ideal uniquenesgkvtrepresents the ran-
domness of the response bits, the utilized PUF should hargaset of challenge-
response pairs. This allows each challenge-responseopagr ised only once to
prevent modeling attacks against the PUF design. Also, tineber of response
bits should be large enough and equal to the secret bit-gimether important
factor of the utilized PUF is the challenge-response raticctvideally should be

much greater than 1, i.er

/|| > 1, so that the information rate of the proposed

secret sharing scheme can be even more than 1.
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Chapter 5

Conclusion and Future Work

In this study, we have implemented three known PUF strusfl8& Latch PUF,
RO PUF and Anderson PUF, on four identical FPGA boards ane inestigated
their performance in terms of reliability, uniqueness foimity, and bit-aliasing.
We have also proposed a Hybrid PUF scheme in which two PUFseheare
combined with each other to improve the randomness of thgoree. The per-
formance of this scheme is investigated using two examjhethe first one, RO
PUF and Anderson PUF are combined with each other; and inettens exam-
ple, the SR Latch PUF is combined with RO PUF. Implementatésults show
that, the proposed Hybrid PUF scheme improves the unigsesas thus, the
randomness of the produced response, significantly.

In addition, we have proposed an efficient secret sharingresehwith cheater
detection capability based on physically unclonable fiomst (PUFs). The PUF
can generate the random strings that are required for thet@anstruction scheme.
Additionally, the one-way property and the response tolehgk ratio of the PUF
is used to build our scheme and analyze its efficiency in tefrirdormation rate.

It is shown that, under one condition, the information rate be even more than
1, meaning that the players will receive smaller shares.pfbposed scheme can
detect the cheaters while maintaining the required efftgieAlso, the security of
the proposed scheme against brute-force attack and twolatben scenarios is

analyzed to show the resilience of the proposed schemesaglagse attacks.
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The results presented in this work are all obtained by impleimg the schemes
on only four FPGA boards. The statistical analysis will berengalid if a larger
number of PUF instances are used. Also, the proposed Hybiddan be imple-
mented in an authentication and/or secret key generatlense in order to verify
its ability to be used in such applications. Additionallg, discussed previously,
the proposed Hybrid PUF is a general method and its chaistatsrcan be fur-
ther investigated using other combinations. Regardingtbposed secret sharing
scheme based on PUFs, detailed security analysis can legrped against mush
elaborated attacks. Finally, the proposed method can Hesdfp other existing

secret sharing schemes in order to verify its contribution.
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Appendix A

Response Samples

In this appendix, we provide the estimated response of eaptemented PUF
structure instance. We have seven different structured,&éh PUF, Basic RO
PUF, Anderson PUF, RO/Anderson Hybrid PUF method 1, RO/#fsateHybrid
PUF method 2, and two implementations of the RO/SR Latch idy®UF which
are described in details in Chapter 3. We have also fourickditPGA evaluation
boards which use the Xilinx Virtex Il Pro XC2VP100 FPGA chifye implement
each PUF structure on each board and we take 50 samples ofdtthecpd re-
sponse of each PUF instance. Based on these samples, watedtie response
of each PUF instance. Note that, the number of responseflilie &R Latch and
Anderson PUF is 128 while other PUFs produce 127-bit regmnkhe responses
are represented in the hexadecimal format.

SR Latch PUF:

Board#1:06 07 8C 81 44 06 06 80 D6 4F CC 94 17 17 18 6A
Board#2:4E 84 0C 44 04 18 CE 15 DE 17 4D 1C 87 9D 30 70
Board#3:45 87 9F 4D 46 CF 86 41 07 17 05 OE 04 D4 21 69
Board#4:15 16 06 05 07 06 44 51 45 10 06 01 86 08 40 21
Basic RO PUF:

Board+#1:28 88 5B 57 28 82 BD 7F 4A 4C CE F5 58 A8 BD 6B
Board#2:4A C8 F5 2D 9D 51 C5 BE AA AA 4D A7 08 A5 B4 AF
Board#3:00 44 EA 7E 04 A6 3F DD 4A 4C D7 7D 58 A5 6C EF
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Board#4:08 A4 D7 EF 45 OA 66
Anderson PUF:

Board#1: FB FF FB 7B DA 77 F3
Board#2: 7A 7A B8 7C F2 24 03
Board#3: FA FD EB BF FB B7 F3
Board#4:5B A0 31 B6 82 Al 80
RO/Anderson Hybrid PUF, method 1.:
Board#1:14 52 C8 53 B2 12 80
Board#2:15 25 E4 59 FA 2A 89
Board#3:10 8B EC 18 B2 02 94
Board#4:12 21 F2 16 CB 2A CO
RO/Anderson Hybrid PUF, method 2:
Board#1:16 18 E2 B3 4A 2B DA
Board#2:11 54 A9 5D 19 0D EO
Board#3:18 23 CA CC A6 6A D2
Board#4:12 54 9A A6 A2 17 17
RO/SR Latch Hybrid PUF:
Board#1:14 F1 37 6F 53 DB AB
Board#2:15 14 A2 E6 D5 0D 2A
Board#3:14 17 69 6F 14 CD 37
Board#4:55 10 E3 72 99 54 49

AD

FF
F9
FD
64

9A
36
OF
9A

1E
4A
2A

B3
6A
72
D3

F9
4A

A8

85

80
91

42
92
96
84

14
5C
(03]
95

84

FF
AF
FD
F7

4E

57
55

DA
1D
43
36

OE
94
95
34

AP

29

D1
D2
81
91

91

32

43

32

02
E6

7D
74
BF
25

4A
5B
2F
33

97
64
56
4A

6A
6F
6E
(O]

14

E9
D1
FB
7A

90
80
91

g & S

D4
94
04
C5

RO/SR Latch Hybrid PUF with separated RO/SR Latch units:
Board#1:32 2B 39 5C A1 8F AB 5E A2 43 17 5A D2
Board#2: 74 38 A6 95 1B 8A 81 B4 C2 95 56 8A A2
Board#3:46 63 8F AD 5A AA 55 BE A6 93 1E DB 82
Board#4:37 92 4D 63 22 86 C5 72 AA 4C A6 DF 23

04

FF
7A
7E

5D

57
12

EB
99
95
54

4A
95
17
12

E3
AD
95
22

72

BF
4F

8C

58
B3
05
6E

6A
53
92
96

2B
33
0A
B7

7A

8 8

AB

DF
14
DF
9E

7B
6B
F7
F7

S5A
BE
AF

43
6F
6F

54

DB
BF

81



Appendix B

Hybrid PUF VHDL Code

In this appendix, we provide the VHDL codes for the RO/Andersiybrid PUF
method 1 and RO/Anderson Hybrid PUF method 2. Note that, th@yPUF units
source codes are provided here. Other codes related tontreloanit, challenge-
response system, and the measurement system are not proide, note that,
part of the code which is related to the Anderson PUF impleat&m is obtained
(and modified for our platform) from Dr. Anderson’s persowab page.

RO/Anderson Hybrid PUF method 1.:

library | EEE;
use | EEE. STD LOG C _1164. ALL;
Li brary UNI SI M

use UNI SI M vconponents. al | ;

entity Hybridl is
Port (enable : in STD LOG C,
output : out STD LOGC
)i
end Hybridi;

archi tecture Behavioral of Hybridl is

signal QUT_INT : STD LOGQ C
signal QUT_INT2 : STD LOGQ C;
signal QUT1 : STD LOG G
signal QUT2 : STD LOG G,
signal QUT3 : STD LOdA C;
signal Int_Ol : STD LOG C
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signal CARRY_BW : STD LOGQ C;
signal CARRY_BW : STD LOG C;
signal CARRY_BWB : STD LOG C;
signal CARRY_BW : STD LOGQ C;
signal C : STD LOQ C vector (4 downto 0);

attribute keep : string;

attribute keep of C: signal is "TRUE";
attribute S : string;

attribute S of C: signal is "TRUE";

--controlling the placenent of the conmponents
attribute rloc: string;
attribute rloc of FDCPE_inst : |label is "X-2Y4";

attribute rloc of FDCPE_inst2 : label is "X-2Y-1";
attribute rloc of LUT1_inst_Buf : label is "X0Y4";
attribute rloc of LUT1 inst_Inv : label is "X0Y0O";
attribute rloc of MUXCY_inst : label is "X0Y4";
attribute rloc of Int_MIXCY_ inst : label is "X0Y3";
attribute rloc of Int_MIXCY_ inst2 : label is "X0Y2";
attribute rloc of Int_MIXCY_ inst3 : label is "X0OYl";
attribute rloc of MUXCY_inst2 : label is "X0YO";
attribute rloc of inst_inv2 : label is "X-2Y2";
attribute rloc of inst_Inv : label is "X-1VY1";
attribute rloc of inst_nand : label is "X-1Y2";
attribute rloc of inst_Inv3 : label is "X-2Y1";
attribute rloc of inst_and : label is "X-2Y3";

begi n

inst_nand : LUT2

generic map (

INIT => X"'7") -- initialized as a NAND
port map (

O => C(0), -- LUT general output

10 => enable, -- LUT input

11 => C(4) -- LUT input

)i

inst_Inv : LUT1

generic map (

INNT => "01") -- initialized as a NOT
port map (
O => (1), -- LUT general output

10 => C(0) -- LUT input
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inst_Inv2 : LUT1

generic map (

INIT => "01")

port map (

O => (C(2), -- LUT general output
10 => C(1) -- LUT input

)

LUT1_ inst_Buf : LUT1

generic map (

INIT => "10") -- initialized as a Buffer
port map (
O => outl, -- LUT general output

10 => C(2) -- LUT input
)

LUT1 inst_Inv : LUT1

generic map (

INIT => "01")

port map (

O => out2, -- LUT general output
10 => C(2) -- LUT input

)i

inst_Inv3 : LUT1

generic map (

INIT => "01")

port map (

O => (C(4), -- LUT general output
10 => out2 -- LUT input

)i

inst_Inv4 : LUT1

generic map (

INIT => "01")

port map (

O => out3, -- LUT general output
10 => C(4) -- LUT input

)i

MUXCY_i nst : MUXCY
port map (
O => QUT_INT, -- Carry output signal
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Cl => CARRY_BWA, -- Carry input signal
DI =>'0", -- Data input signal

S => outl -- MJX select

)i

Int_MJUXCY_inst : MUXCY --internediate nultiplexers
port map (

O => CARRY_BWA, -- Carry output signal

Cl => CARRY_BWB, -- Carry input signal

DI =>'0", -- Data input signal

S=>"1 -- MK select

)i

Int_MUXCY_inst2 : MJIXCY

port map (

O => CARRY_BWB, -- Carry output signal
Cl => CARRY_BW2, -- Carry input signal
DI =>"'0", -- Data input signal
S=>"1 -- MK select

)i

Int_MUXCY_inst3 : MJIXCY

port map (

O => CARRY_BW2, -- Carry output signal
Cl => CARRY_BW -- Carry input signal
DI =>"'0", -- Data input signal
S=>"1 -- MK select

)

MUXCY_i nst2 : MJUXCY

port map (

O => CARRY_BW -- Carry output signal
Cl =>"'1", -- Carry input signal

DI =>'0", -- Data input signal

S => out2 -- MJX sel ect
)

-- this FF captures the glitch
FDCPE_i nst : FDCPE

generic map (

INNT =>"0") -- Initial value of register (0 or 1)
port map (

Q => QUT_INT2, -- Data output

C => out3, -- Cock input

CE =>"'0", -- Cock enable input
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CLR => '0’, -- Asynchronous clear input
D => QUT_INT2, -- Data input

PRE => QUT_INT -- Asynchronous set input
)i

FDCPE_i nst2 : FDCPE

generic map (

INNT =>"0") -- Initial value of register (?0? or ?1?)
port map (

Q=>1Int_0O1, -- Data output

C => out3, -- Cock input

CE => enable, -- Cock enable input

CLR => '0', -- Asynchronous cl ear input

D => QUT_INT2, -- Data input

PRE => "0’ -- Asynchronous set input

)

inst_and : LUT2

generic map (

INIT => X"8") -- initialized as an AND
port map (

O => QUTPUT, -- LUT general output

10 => Int_O1, -- LUT input

Il => out3 -- LUT input
)

end Behavi oral ;

RO/Anderson Hybrid PUF method 2:

library | EEE;
use | EEE. STD LOG C_1164. ALL;

Li brary UNI SI M

use UNI SI M vconponents. al | ;

entity Hybrid2 is
Port (clk : in std_logic;
enable : in STD LOG G
output : out STD LOGC
)i
end Hybrid2;

archi tecture Behavioral of Hybrid2 is

signal sel : STD LOGQ C;
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signal C STD LCOA C vector (5 downto 0);

signal OUT_INT :
signal OUT_I NT2 :

STD LOG G
STD LOG G

signal Ol, 2 : STD LCQA C
signal Int_OL, Int_Q2, Int_G3, Int_O : STD LCOA C

signal CARRY_BW:

si gnal CARRY_BW :
signal CARRY_BW :
signal CARRY_BWB :
signal CARRY_BW :

attribute keep :
attribute keep of
attribute S stri
attribute S of C

STD LOG C;
STD LOG C;
STD LOG G,
STD LOGI G,
STD LOGI G,

string;

C: signal is "TRUE";
ng;

signal is "TRUE";

attribute rloc: string;

attribute rloc of
attribute rloc of
attribute rloc of
attribute rloc of
attribute rloc of
attribute rloc of
attribute rloc of
attribute rloc of
attribute rloc of
attribute rloc of
attribute rloc of
attribute rloc of
attribute rloc of
attribute rloc of
attribute rloc of
attribute rloc of
attribute rloc of
attribute rloc of

attribute rloc of

begi n

inst_nand : LUT2
generic map (
INNT => X'7") --
port map (

i nst_nand: |abel is "X-2Y0";
inst_Inv: label is "X-2Y1";
inst_Inv2: |label is "X-1Y0";
inst_Inv3: label is "X-1Y1";

Mul tipl exerO: |abel is "X-2Y2";
inst_Inv4: |abel is "X-2Y3";
inst_Invs: |abel is "X-1Y2";
SRL16E inst: |abel is "X0Y5";
Int_SRL16E inst: |abel is "X0Y4";

Int_SRL16E inst2: |abel is "X0Y3";
Int_SRL16E inst3: label is "X0Y3";

SRL16E inst2: |label is "X0Y2";
MUXCY_i nst: | abel is "X0Y5";
Int_MJUXCY_ inst: |abel is "X0Y4";
I nt _MJUXCY_inst2: |abel is "X0Y3";
Int _MJUXCY_inst3: label is "X0Y3";
MUXCY_i nst2: |abel is "X0Y2";
FDCPE_i nst: |abel is "X-2Y4";
FDCPE_i nst2: label is "X-2Y1";

initialized as a NAND

O => C(0), -- LUT general output
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10 => enable, -- LUT input
Il => C(5) -- LUT input
)

inst_Inv : LUT1

generic map (

INIT => "01") -- initialized as a NOT
port map (
O => (1), -- LUT general output

10 => C(0) -- LUT input
)

inst_Inv2 : LUT1

generic map (

INIT => "01")

port map (

O => (C(2), -- LUT general output
10 => C(1) -- LUT input

)i

inst_Inv3 : LUT1

generic map (

INIT => "01")

port map (

O => (C(3), -- LUT general output
10 => C(2) -- LUT input

)i

Mul tipl exer0 : MJXCY

port map (

O => (C(4), -- Carry output signal
Cl => C(1), -- Carry input signal
DI => C(3), -- Data input signal
S => sel -- MJX select

)

inst_Invd : LUT1

generic map (

INIT => "01")

port map (

O => (C(5), -- LUT general output
10 => C(4) -- LUT input

)i

inst_Invs : LUT1
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generic map (
INIT => "01")
port map (

O => out put, -
10 => ¢(5) --
)i

SRL16E i nst

generic map (

- LUT general out put
LUT i nput

SRL16E -- the "top" shift

INIT => X"5555")

port map (

Q => 0Ol, -- SRL data output
A0 =>'1", -- Select[0] input
Al =>"'1", -- Select[1] input
A2 =>'1", -- Select[2] input
A3 =>"'1", -- Select[3] input

CE => enabl e,
CLK => CLK, --

-- O ock enabl e input

Cl ock input

D => (0l -- SRL data input

)

Int_SRL16E inst : SRL16E -- Internediate bl ocks

generic map (

INIT => X'FFFF")

port map (

Q=>1Int_0Ol, -- SRL data out put

A0 => "1, -- Select[0] input

Al =>'1", -- Select[1] input

A2 =>'1", -- Select[2] input

A3 =>'1", -- Select[3] input

CE => enable, -- Cock enable input
CLK => CLK, -- Cock input

D=>"'1 -- SRL data input

)

Int _SRL16E_ inst2 : SRL16E

generic map (

INIT => X'FFFF")

port map (

Q=>Int_, -
A0 =1, --
AL =>1, --
A2 =1, --
A3 => "1, --

CE => enabl e,

- SRL data out put
Sel ect[0] input
Sel ect[1] input
Sel ect[2] input
Sel ect[3] input

-- O ock enabl e input

regi ster instance
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CLK => CLK, --
D=>"'1 --
)

Int_SRL16E inst3 :

generic map (

Cl ock input

SRL data i nput

SRL16E

INIT => X'FFFF")

port map (

Q=>1Int_QO3, -- SRL data output

A0 => "1, -- Select[0] input

Al =>'1", -- Select[1] input

A2 =>'1", -- Select[2] input

A3 => "1, -- Select[3] input

CE => enable, -- Cock enable input
CLK => CLK, -- Cock input

D=>"'1 -- SRL data input

)

SRL16E inst2 :

generic map (

SRL16E -- the "bottont shift

INIT => X" AAAA")

port map (

Q=> 2, -- SRL data output

A0 =>'1", -- Select[0] input

Al =>'1", -- Select[1] input

A2 =>'1", -- Select[2] input

A3 => "1, -- Select[3] input

CE => enable, -- Cock enable input
CLK => CLK, -- Cock input

D=> @ -- SRL data input

)

MUXCY_i nst
port map (
O => OUT_I NT,

MUXCY

-- Carry output signal

Cl => CARRY_BWA, -- Carry input signal
DI =>"'0", -- Data input signal
S => 0Ol -- MJKX sel ect

)

I nt _MUXCY_i nst
port map (

O => CARRY_BW,

c

D =>'0, --

=> CARRY_BWB, --

MUXCY

-- Carry output signal
Carry input signal
Data i nput signal

regi ster instance
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S =>1Int_Ol -- MJK sel ect
)

Int_MJUXCY_inst2 : MJIXCY

port map (

O => CARRY_BWB, -- Carry output signal
Cl => CARRY_BW2, -- Carry input signal
DI =>'0", -- Data input signal

S=>1Int_ -- MK sel ect
)i

Int_MJUXCY_inst3 : MJIXCY

port map (

O => CARRY_BW2, -- Carry output signal
Cl => CARRY_BW -- Carry input signal
DI =>'0", -- Data input signal

S =>1Int_B -- MK sel ect

)i

MUXCY_i nst2 : MJUXCY

port map (

O => CARRY_BW -- Carry output signal
Cl =>"'1, -- Carry input signal

DI =>"'0", -- Data input signal

S => X -- MKX sel ect

)i

-- This FF captures the glitch
FDCPE_i nst : FDCPE

generic map (

INNT =>"0") -- Initial value of register
port map (

Q => QUT_INT2, -- Data output

C => CLK, -- dock input

CE =>"'0", -- Cock enable input

CLR => '0’, -- Asynchronous clear input
D => QUT_INT2, -- Data input

PRE => QUT_INT -- Asynchronous set input
)i

FDCPE_i nst2 : FDCPE

generic map (

INNT =>"0") -- Initial value of register
port map (

Q => sel, -- Data output
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C => CLK, -- dock input

CE => enable, -- Cock enable input
CLR => '0’, -- Asynchronous clear input
D => QUT_INT2, -- Data input

PRE => '0" -- Asynchronous set input

)i

end Behavi oral ;
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