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Abstract

Needle insertion and guidance plays an important role in medical procedures such as brachytherapy and biopsy. Flexible needles have the potential to facilitate precise targeting and avoid collisions during medical interventions while reducing trauma to the patient and post-puncture issues. Nevertheless, error introduced during guidance degrades the effectiveness of the planned therapy or diagnosis. Although steering using flexible bevel-tip needles provides great mobility and dexterity, a major barrier is the complexity of needle-tissue interaction that does not lend itself to intuitive control. To overcome this problem, a robotic system can be employed to perform trajectory planning and tracking by manipulation of the needle base.

This research project focuses on a control-theoretic approach and draws on the rich literature from control and systems theory to model needle-tissue interaction and needle flexion and then design a robotics-based strategy for needle insertion/steering. The resulting solutions will directly benefit a wide range of needle-based interventions. The outcome of this computer-assisted approach will not only enable us to perform efficient preoperative trajectory planning, but will also provide more insight into needle-tissue interaction that will be helpful in developing advanced intraoperative algorithms for needle steering.

Experimental validation of the proposed methodologies was carried out on a state-of-the-art 5-DOF robotic system designed and constructed in-house primarily for prostate brachytherapy. The system is equipped with a Nano43 6-DOF force/torque sensor (ATI Industrial Automation) to measure forces and torques acting on the needle shaft. In our setup, an Aurora electromagnetic tracker (Northern Digital Inc.) is the sensing device used for measuring needle deflection. A multi-threaded application for control, sensor readings, data logging and communication over the ethernet was developed using Microsoft® Visual C 2005, MATLAB® 2007 and the QuaRC® Toolbox (Quanser Inc.). Various artificial phantoms were developed so as to create a realistic medium in terms of elasticity and insertion force ranges; however, they simulated a uniform environment without exhibiting complexities of organic tissues. Experiments were also conducted on beef liver and fresh chicken breast, beef, and ham, to investigate the behavior of a variety biological tissues.

**KEYWORDS:** Robotics-Assisted Needle Insertion, Needle-Tissue Interaction, Needle-Tissue Friction, Needle Steering, Needle Deflection, Percutaneous Interventions, Computer-Assisted Surgery.
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## Nomenclature

<table>
<thead>
<tr>
<th>Abbreviation</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>2D</td>
<td>2 Dimensional</td>
</tr>
<tr>
<td>3D</td>
<td>3 Dimensional</td>
</tr>
<tr>
<td>BMI</td>
<td>Body Mass Index</td>
</tr>
<tr>
<td>CAMI</td>
<td>Computer-Assisted Medical Interventions</td>
</tr>
<tr>
<td>CCD</td>
<td>Charge-Coupled Device</td>
</tr>
<tr>
<td>CIHR</td>
<td>Canadian Institutes of Health Research</td>
</tr>
<tr>
<td>CMOS</td>
<td>Complementary Metal Oxide Semiconductor</td>
</tr>
<tr>
<td>CPU</td>
<td>Central Processor Unit</td>
</tr>
<tr>
<td>CREATE</td>
<td>Collaborative Research and Training Experience</td>
</tr>
<tr>
<td>CSTAR</td>
<td>Canadian Surgical Technologies and Advanced Robotics</td>
</tr>
<tr>
<td>CT</td>
<td>Computed Tomography</td>
</tr>
<tr>
<td>CVS</td>
<td>Chorionic Villus Sampling</td>
</tr>
<tr>
<td>DOF</td>
<td>Degree of Freedom</td>
</tr>
<tr>
<td>DP</td>
<td>Dynamic Programming</td>
</tr>
<tr>
<td>DRE</td>
<td>Digital Rectal Exam</td>
</tr>
<tr>
<td>EBRT</td>
<td>External Beam Radiation Therapy</td>
</tr>
<tr>
<td>EKF</td>
<td>Extended Kalman Filtering</td>
</tr>
<tr>
<td>EM</td>
<td>Electromagnetic</td>
</tr>
<tr>
<td>FEM</td>
<td>Finite Element Method</td>
</tr>
<tr>
<td>GUI</td>
<td>Graphical User Interface</td>
</tr>
<tr>
<td>HDR</td>
<td>High-Dose Rate</td>
</tr>
<tr>
<td>KV</td>
<td>Kelvin-Voigt</td>
</tr>
<tr>
<td>LDR</td>
<td>Low-Dose Rate</td>
</tr>
<tr>
<td>LSBP</td>
<td>Linear Segments with Parabolic Blends</td>
</tr>
<tr>
<td>LuGre</td>
<td>Lund-Grenoble</td>
</tr>
<tr>
<td>Acronym</td>
<td>Description</td>
</tr>
<tr>
<td>----------</td>
<td>--------------------------------------------------</td>
</tr>
<tr>
<td>MATLAB</td>
<td>MATrix LABoratory</td>
</tr>
<tr>
<td>MDP</td>
<td>Markov Decision Process</td>
</tr>
<tr>
<td>MIS</td>
<td>Minimally Invasive Surgery</td>
</tr>
<tr>
<td>MR</td>
<td>Magnetic Resonance</td>
</tr>
<tr>
<td>MRI</td>
<td>Magnetic Resonance Imaging</td>
</tr>
<tr>
<td>NSERC</td>
<td>Natural Sciences and Engineering Research Council</td>
</tr>
<tr>
<td>ODE</td>
<td>Ordinary Differential Equations</td>
</tr>
<tr>
<td>PDE</td>
<td>Partial Differential Equation</td>
</tr>
<tr>
<td>PDP</td>
<td>Partition Dependents of a Partition</td>
</tr>
<tr>
<td>PDS</td>
<td>Partition Dependents of a State</td>
</tr>
<tr>
<td>PDPH</td>
<td>Post-Dural Puncture Headache</td>
</tr>
<tr>
<td>PC</td>
<td>Personal Computer</td>
</tr>
<tr>
<td>PID</td>
<td>Proportional Integral Derivative</td>
</tr>
<tr>
<td>PIF</td>
<td>Potential Information Flow</td>
</tr>
<tr>
<td>PMP</td>
<td>Pontryagin’s Maximum Principle</td>
</tr>
<tr>
<td>PPVI</td>
<td>Prioritized-Partitioned Value Iteration</td>
</tr>
<tr>
<td>PSA</td>
<td>Prostate-Specific Antigen</td>
</tr>
<tr>
<td>PVC</td>
<td>Polyvinyl Chloride</td>
</tr>
<tr>
<td>QuaRC</td>
<td>Quanser Real-Time Control</td>
</tr>
<tr>
<td>RAM</td>
<td>Random Access Memory</td>
</tr>
<tr>
<td>RCM</td>
<td>Remote Center of Motion</td>
</tr>
<tr>
<td>RF</td>
<td>Radio Frequency</td>
</tr>
<tr>
<td>RMS</td>
<td>Root Mean Squared</td>
</tr>
<tr>
<td>RMSE</td>
<td>Root Mean Squared Error</td>
</tr>
<tr>
<td>RP</td>
<td>Radical Prostatectomy</td>
</tr>
<tr>
<td>RRT</td>
<td>Rapidly Random Tree</td>
</tr>
<tr>
<td>SDP</td>
<td>State Dependents of a Partition</td>
</tr>
<tr>
<td>SDS</td>
<td>State Dependents of a State</td>
</tr>
<tr>
<td>SMR</td>
<td>Stochastic Motion Roadmap</td>
</tr>
<tr>
<td>STD</td>
<td>Standard Deviation</td>
</tr>
<tr>
<td>TRUS</td>
<td>Transrectal Ultrasound</td>
</tr>
<tr>
<td>UDP</td>
<td>User Datagram Protocol</td>
</tr>
<tr>
<td>US</td>
<td>Ultrasound</td>
</tr>
</tbody>
</table>
Chapter 1

Introduction

1.1 Minimally Invasive Surgery

Minimally Invasive Surgery (MIS), or Laparoscopic Surgery is a modern technique in which operations are performed through small incisions (0.5-1.5cm). This procedure does not require the surgeon to make a large incision as required by traditional open surgery. There are a number of advantages to the patient with laparoscopic surgery versus an open procedure:

- Less postoperative pain
- Less blood loss during surgery
- Shorter hospital stay
- Smaller and less visible scars
- Faster recovery
- Fewer risks such as infection and incisional hernias compared with traditional open surgery

Laparoscopic MIS involves the use of long slender instruments and a camera (called an endoscope) introduced into the body through small incisions about 1cm across to view and perform surgery in the abdominal and pelvic areas as shown in Fig. 1.1. During this procedure, the surgeon makes several small incisions about 1cm in length at the site of the surgery. The surgeon then inserts specially designed plastic tubes (called trocars), through
1.1. MINIMALLY INVASIVE SURGERY

Figure 1.1: Minimally invasive surgery using laparoscopic instruments [I].

which the laparoscope and surgical instruments are introduced. The endoscope transmits live video images of the patient’s organs to a high-definition monitor which allows the surgeon to successfully operate without the use of large incisions.

While laparoscopic surgery is clearly beneficial in terms of patient outcomes, the procedure is more difficult from the surgeon’s perspective in contrast to traditional open surgery in the following sense:

- The surgeon has limited range of motion at the surgical site resulting in a loss of dexterity.
- Depth perception is poor while no three-dimensional (3D) visualization is available.
- Surgeons must use hand-held tools or robotic instruments to interact with tissue rather than manipulation directly with their hands. In the absence of force reflection which is the case in many situations, this results in an inability to accurately judge how much force is being applied to tissue as well as a risk of damaging tissue by applying excessive force or pressure. This limitation also reduces tactile sensation, making it more difficult for the surgeon to feel tissue and thereby turning a delicate operation such as tying sutures into a complicated task.
- The tool endpoints move in the opposite direction to the surgeon’s hands due to the pivot point making laparoscopic surgery a non-intuitive motor skill that is not very straightforward to learn.
1.2 Needle-based Interventions

Medical intervention using surgical needles is a common minimally invasive procedure. Many forms of routine treatment and diagnosis employed in modern clinical practice involve percutaneous insertion of a needle to place the tip of the needle safely and accurately in a lesion, organ, or vessel. By accuracy of tip placement, we mean the degree of closeness of its actual or true value to the measured quantity. This notion is distinct from precision (also called repeatability) that is associated with the degree to which repeated measurements under unchanged conditions generate the same results.

The placement for percutaneous intervention is usually performed using a straight-line trajectory primarily due to the absence of sufficient feedback and the lack of the ability for steering the needle. In manual prostate brachytherapy, one hand advances the needle through a rigid template in a visual-servo-based fashion. If the needle fails to reach its goal, then it must be retracted and reinserted, and several attempts may be required before precise placement is achieved. In many procedures, the precision of diagnosis or effectiveness of therapy is limited by the amount of steering that can be done once the needle is inserted, and usually, the needle divergence from its desired path degrades the effectiveness of the diagnosis or treatment. It has also been reported that needle misplacement may be due to imaging limitations, image misalignments, target uncertainty, target movement, and human errors [2]. Thus, more caution is required to avoid any damage or spread of a disease which in turn may lead to subsequent complications.

Recent advances in all areas of medicine and technology provides alternatives to regular rigid needles and conventional intervention methods. Facilitating curved trajectories, flexible needles can be utilized for localized drug delivery, radioactive seed placement or brachytherapy, ablation, neurosurgery, deep brain stimulation, and tissue biopsy especially in dealing with deep zones or target points that are difficult to access. Therefore, **robotics-assisted needle steering**, which is intended to guide the needle to specific targets inside soft tissue, has become an active research area.

Thinner needles cause less damage, trauma and morbidity to the tissue; for instance, they reduce the chance of Post-Dural Puncture Headache (PDPH) in case of spinal anesthesia. As another example, during a C-arm guided operation, the surgeon is not necessarily exposed to X-ray radiation. But, it should be noted that a major obstacle to using thin flexible needles is that, although they have greater mobility than straight rigid needles, they are very
difficult to control and do not lend themselves to intuitive steering. To this end, a robot can be used to control a bevel-tip flexible needle inside soft tissue. Fig. 1.2 depicts the concept of steering and obstacle avoidance using a flexible needle.

The desired trajectory for the needle tip is planned such that it does not penetrate delicate structures for example nerves and blood vessels or collide with bones, which might lie between feasible entry points and potential targets. From this point of view, a flexible needle can be utilized to hit target points in areas where there is (1) no direct visibility; (2) no direct access (deep zones), or (3) no room to maneuver. Generally speaking, targeting inaccuracy stems from a variety of complex factors including (1) organ deformation; (2) asymmetric needle bending as a result of needle-tissue interaction forces; (3) inhomogeneity, nonlinear viscoelasticity, and anisotropy of real tissue; (4) target movement due to respiration, heartbeat or similar artifacts, and (5) small anatomic structures that cannot be easily identified with common imaging modalities, such as Ultrasound (US), Computed Tomography (CT) or Magnetic Resonance Imaging (MRI).

In case of percutaneous interventions, a thorough understanding of the interaction between the needle and living tissue is a complex task [3,4]. Discussion and review of the technical details are left to section 1.4. Indeed, environmental features including soft tissue dynamics are important to design the robotics-assisted control strategy [5,6], and characterization of needle-tissue interaction remains challenging for the following reasons:

- The layers crossed by the needle, e.g., skin, fat, muscles, and organs, are inhom-
1.2. NEEDLE-BASED INTERVENTIONS

geneous; so mechanical properties of each layer cannot be described by constant parameters.

- The parameter values are patient-dependent, and are linked to a particular needle type or geometry. Mechanical properties also depend on age and gender, and vary between healthy, damaged and diseased tissues.

- When the needle is inserted into a body, the elementary contributions of the various tissues are intermixed.

- Since the needle penetrates various types of tissue, the interaction is expected to be nonlinear.

Therefore, finding a general solution to the problem of needle steering is very complex. It is not yet apparent how best to transfer engineering skills and theoretical concepts into clinical practice, as it will certainly depend on the application. To integrate engineering and clinical knowledge, the critical questions that have to be answered are as follows [24]:

- What are the sources of motion artifacts, and to what extent are they predictable?

- How is the needle guided, and is it possible to make fine adjustments at the needle base or near the point of entry intraoperatively?

- What is the desired placement accuracy, and what are the risks of misplacement?

- Is high-resolution real-time intraoperative imaging available, or are only preoperative images available for the procedure?

- Is it possible to have pre-planning using a priori information?

Clinically, the prostate, liver, and brain provide specific examples of human organs where treatments may be improved by the use of fine needle-based procedures. However, diagnosis or treatment of prostate cancer has been historically the main and first application of robotics-assisted systems in needle-based interventions, so it is reviewed as a relevant case study in the next section.
1.3 Prostate Brachytherapy: The Initial Motivation for Robotics-Assisted Needle Insertion

1.3.1 Prostate Cancer: Medical Issues and Limitations

Prostate cancer strikes one in six men. Similar to many other types of cancer, it is curable when it is diagnosed at an early stage. This cancer is the second leading cause of cancer-related deaths in men, with lung cancer being the most common, and colon cancer closely following prostate cancer. Recently, its mortality has declined to a great extent, and the 5-year survival rate has seen a large increase mainly due to: (1) primary screening; (2) early detection, and (3) changes in lifestyle.

Fig. 1.3 depicts the anatomy of the prostate gland, and associated stages of cancer spread [7]. As prostate cancer progresses from Stage I to Stage IV, cancer cells grow within the prostate, through the outer layer of the prostate into nearby tissue, and then to lymph nodes or other parts of the body. Current clinical diagnostic routines for this cancer include:

1. Digital Rectal Exam (DRE)
2. Prostate-Specific Antigen (PSA)
3. Transrectal Ultrasound (TRUS) guided biopsy that may still miss the cancer

Despite its limitations and producing a high rate of false negative and false positive results, PSA is the most common test for prostate cancer diagnosis. PSA increase is the first sign of local recurrence or distant nodal/osseous metastases after surgery or radiation therapy. However, several clinical dilemmas remain, and alterations in PSA levels do not necessarily correlate with the clinical status. Men with serum PSA levels exceeding 2.5ng/mL have a greater than 20% chance of having cancerous prostate detected by needle biopsy, whereas more than 50% of men with a PSA level higher than 10.0ng/mL have cancer. Likewise, statistical analysis proves that 70% to 80% of men with abnormal findings on a PSA test (>4.0ng/mL) do not have cancer. Prostate biopsies using Gleason score is the next option as the best prognostic indicator that is the outcome of examination of histologic specimens from the prostate gland. But, up to 28% of clinically significant cancers have been reported to remain undetected by the traditional TRUS, and nearly 20% of men with biopsy-proven cancer have PSA values in the normal range (<4.0ng/mL) [10].
In Stage I, cancer is found only in the prostate. PSA level and the Gleason score are lower than 10 and 6, respectively and the cancer cannot be felt by DRE. In Stage II, prostate cancer is more advanced than in Stage I, but it is not yet spread outside the prostate gland. During Stage III, it spreads beyond the outer layer of the prostate on one or both sides and may have spread to the seminal vesicles. The PSA can have any level and the Gleason score from 2 to 10. Finally, in Stage IV, the cancer spreads beyond the seminal vesicles to adjacent organs such as the rectum, urethral sphincter, bladder, or pelvic wall. It may also contaminate distant parts of the body including lymph nodes or bones.

Note that initial diagnosis and staging of this cancer using medical routines is still challenging; however, it is a slow-growing disease. Currently, overdiagnosis of indolent disease rates is estimated to be between 27% and 56%, and overtreatment costs an estimated annual 3 billion dollars in the USA for example [10]. It is obvious that increased understanding of the early detection of local and distant recurrences leads to more accurate assessment and better treatment selection for patients. Briefly, current treatments include:

- **Watchful Waiting** or **Active Surveillance**
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- **Radical Prostatectomy** (RP) or open surgery which is crucial for recovery of normal urinary and sexual function.

- **External Beam Radiation Therapy** (EBRT) in which high energy X-rays are used to kill cancer cells over seven weeks.

- **Hormone Therapy** that lowers the level of male hormones such as testosterone using injections or oral medication as they fuel cancer growth.

- **Low-Dose Rate (LDR) and High-Dose Rate (HDR) Brachytherapy**

Among these treatment methods, brachytherapy has received popularity because of its faster postoperative recovery time and fewer chronic side effects and surgical complications compared to RP as well as shorter overall treatment time compared with EBRT. For example, urinary incontinence is about 1% with brachytherapy which is much less than with RP, and patient is about 30% less likely to develop erectile dysfunction. This technique which can be improved by robotic assistance will be reviewed in section 1.3.2.

### 1.3.2 LDR Prostate Brachytherapy

LDR prostate brachytherapy or permanent seed implantation is an efficient minimally invasive procedure for treating early stage prostate cancer. In this procedure, encapsulated radioactive pellets or seeds are introduced into the prostate using long hollow needles inserted through the perineum and a template grid. It is performed by a radiation oncologist or urologist to target cancer cells while maximizing the preservation of healthy tissue. On average, the treatment takes just under one hour from start to finish, and most patients return to normal activities within a couple days.

The outpatient procedure itself involves the placement of 50 to 150 small seeds inside the prostate. The procedure varies with the size and shape of the prostate, and whether the patient has had any previous conformal external beam radiotherapy. The seeds are made of titanium and contain a small amount of radioactive isotope either cesium-131, palladium-103 or iodine-125. Iodine-125 seeds decay, or lose their energy, at a rate of 50% every 60 days. After 10 months, their radioactivity is nearly exhausted. Palladium-103 seeds decay much quicker, losing half their energy every 17 days. They are nearly inert after only 3 months. There is no need to remove the spent seeds, as they do not pose a radiation hazard for the patient. After the placement, the seeds emit an intense amount
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Figure 1.4: TRUS-guided needle insertion and its application in manual LDR prostate brachytherapy: (a) manual seed implantation [8], (b) preoperative dosimetry planning software using 2D ultrasound images [9] (Varian Medical Systems Inc., All rights reserved.), (c) radioactive seeds (pellets) [8], (d) standard grid template and ultrasound probe.

of localized radiation to the cancer in the prostate, and only minimal radiation outside the prostate to other areas, such as the urethra, bladder and rectum. The amount of radiation and its effect in the prostate tumor depend on the number of seeds implanted and their precise positioning determined via dosimetry planning. Note that cancer cells are much more sensitive to radiation than normal cells and can be selectively killed, and the seeds’ radiation permanently decays to low level after 9-12 months.

Following the implant procedure, the patient is asked to return for fluoroscopic X-ray confirmation of the seed placement. Three to four weeks after the procedure, a CT scan is also performed to determine the locations of implanted seeds and compare the actual radiation with the dosimetry plan prepared by the medical physicist. A PSA blood test and DRE are checked when the patient returns for a check-up every six months.

Fig. 1.4 shows an overview of a TRUS-guided system for prostate interventions in which the ultrasound-based navigation system provides visualization of the prostatic bed in a
real-time fashion. In this system, due to the inherent low contrast of the images provided by the ultrasound machine, accurately targeting the areas of interest is impossible, and abnormalities are not clearly visible during standard manual guidance. Other shortcomings of manual brachytherapy in the system described above stem from:

- Pubic arch interference in enlarged prostates or in patients suffering from Benign Prostate Hyperplasia (BPH) which may not allow parallel needles to reach the entire volume of the prostate
- Limited maneuverability as a result of the fixed template and parallel trajectories which are 5mm apart
- Fatigue of the clinicians that avoids consistent performance and accuracy
- Needle bending, tissue deformation, prostate shift, and edema that entail re-planning or needle adjustment
- Prostate stabilization and seed immobilization to achieve the planned dosimetry

Despite good outcomes of this procedure in clinical practice, there is still room for further improvement and for making the outcome less dependant on a surgeon’s skill. To overcome the aforementioned problems and improve the performance in terms of accurate seed implantation, TRUS-guided robotics-assisted prostate brachytherapy is an alternative and it is expected to replace the manual procedure in clinical practice. Such a system consists of the following basic components:

1. An imaging modality (primarily TRUS due to its real-time capability and low cost but could also be MRI to enhance visualization and image quality)
2. A 4- or 5-DOF (degrees-of-freedom) needle positioning robot
3. A dosimetry planning software for both pre- and intraoperative planning

The positioning robot is installed in the same location as the conventional template. The planning software offers both pre- and intraoperative planning based on images. Thus, the computer can calculate the location of seeds and control the robot to position and orient the needles. The general advantages of TRUS-guided robotics-assisted prostate brachytherapy are as follows:

- Consistency and accuracy of seed implantation are improved.
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- Oblique needle insertion can facilitate access to all parts of the prostate and avoid pubic arch interference.
- Dosimetry and procedure can be merged in a single setting.
- Multiple needle insertions cause edema during the procedure that affects the delivered dose. Therefore, dosimetry can be updated based on the actual seed placement in a real-time or almost real-time fashion.
- Tissue heterogeneities and deformation can be detected using force sensing and imaging feedback.
- There is no need to use a template grid thereby improving maneuverability.
- It is possible to estimate and compensate for needle deflection based on force and position data.
- Needle steering can be performed using velocity modulation and feedback control.
- Visual and/or haptic feedback provides haptic perception for the clinicians if needle holder is appropriately sensorized.

Recent advances in the area of imaging, robotics, and mechatronics have begun to translate into more accurate targeted therapies that include robotics-assisted brachytherapy. Note that the general shortcomings of current ultrasound-based techniques significantly reduce the effectiveness of TRUS-guided therapies. For example, once radioactive seeds are loaded in the prostate gland, their positions cannot be correctly identified during the procedure using an ultrasound machine. This modality also shows poor capability to track needle trajectories intraoperatively. Therefore, it is difficult to determine the achieved dosimetry in real-time or re-plan the positions of new seeds based on the current situation and previous implantation \[\text{[11]}\]. To enhance the visibility and improve targeting, MRI is a preferable modality for guiding the needle and monitoring the procedure in this system, but places constraints of MR-compatibility of the equipment to be used in proximity of the MRI system.

Apart from the imaging aspects, several robotic systems with different architectures have been manufactured in recent years. The desired trend is to make the robotic system as compact as possible while providing sub-millimeter 3D seed placement accuracy. A maximum error of 2-3 millimeters is tolerable in prostate brachytherapy. Existing robotic systems come in the following two categories, in which the elimination of the grid template increases maneuverability.
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Figure 1.5: TRUS-guided robotic system: (a) the physician can manually correct the needle orientation before approving the position or releasing the payload, (b) mechanical components [12].

- Automated needed positioning, but manual insertion and seed delivery
- Automated needle positioning, insertion and seed delivery

The predicted perspective from a robotics viewpoint is to have an integrated MR-compatible robotic system that could satisfy the following requirements:

1. Image the prostate gland and regions nearby.

2. Model needle-tissue interaction including tissue deformation and needle bending in real-time using sensory information.

3. Steer the brachytherapy needle to the exact locations according to the pre-planning scheme.

Three examples of a sophisticated robotic system designed specifically for prostate brachytherapy or biopsy are depicted in Figs. 1.5 - 1.8 which are briefly reviewed below.

The first system shown in Fig. 1.5 is a TRUS-guided robotics-assisted prostate brachytherapy system [12][13] which was fully integrated with commercial treatment planning system.
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Figure 1.6: Macro manipulator: (a) joint structure [14], (b) high dexterity of the macro arm which provides efficient manipulation in constrained surgical environments such as in prostate brachytherapy (© Copyright 2006, IEEE).

The robotic system replaces the template interchangeably using the same coordinate system, and it fits in the neutral space over the perineum without obstructing the space for a C-arm if one is present. The robotic fingers were also designed to allow an extra 20mm of needle insertion. The unique feature of this system is that it retains the existing clinical setup, hardware and workflow. Furthermore, real-time TRUS images are acquired. Once the seeds are located, the computer promptly calculates a full dosimetry plan based on the implanted seeds as long as the seeds can be visualized.

The second system consisting of two parts shown in Figs. 1.6 and 1.7 is based on a two-tier design called Macro-Micro manipulation. This design is beneficial in terms of providing decoupled motions of the macro and micro stages and thereby enhancing safety. In brief, the macro stage shown in Fig. 1.6(a) is responsible for gross motions and is used to bring the needle tip in contact with the skin entry point. In general, this macro manipulator can carry, accurately position and orient and firmly lock different types of surgical instruments in MIS depending on the application (see Fig. 1.6(b)). In this robot, the normally locked braking system and the simple quick release joint enhance the safety features for emergencies and power shutdown. On the other hand, the micro part depicted in Fig. 1.7(a) provides finer motions and orients and inserts the needle until reaching the desired target. In this specific design, the micro manipulator has backdrivable joints, stationary actuators, and
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Figure 1.7: Micro manipulator: (a) 5-DOF double-parallelogram robotic structure [15], (b) motor-
ized tracking system for needle guidance in an agar phantom under 3D ultrasound (© Copyright
2007, IEEE).

light-weight linkages, and the system includes a mechanically rotated side-fire transducer
to create 3D ultrasound images. The 3D Slicer software [16] is subsequently employed as
the user interface to visualize and define target points in the acquired images. The distal
assembly of the micro robot holds an off-the-shelf 6-DOF hollow force sensor such that the
plunger passes through the center bore of a force sensor and the needle is attached to its
tool flange. The use of force sensor facilitates implementation of computer-assisted needle
insertion/steering algorithms which is the subject of this thesis. This 5-DOF double paralle-
lelogram structure imposes a kinematic constraint on the mechanism such that all five joint
axes intersect at a common point to maintain a Remote Center of Motion (RCM). Experi-
mental evaluations of the proposed methodologies in this thesis were carried out using this
micro manipulator which is described in more details in Appendix A.

According to the performance analysis, the macro robot operated with an average displace-
ment accuracy of 0.58mm and a roll, pitch and yaw angular accuracies of 0.26°, 0.26° and
0.38°, respectively [14]. In addition, as reported in [15], the average RMS targeting error
of the micro assembly was found to be 1.45mm at the average insertion depth of 75.78mm
in an agar phantom while 85.7% of the insertions were within less than 2mm error.

In a more recent robotic system [17] demonstrated in Fig. 1.8, a pyramid-shape MR-
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Among the advantages listed in section 1.3.2 for a robotics-assisted system employed in needle-based interventions, using needle steering to deal with needle-tissue interaction and needle deflection is the main focus of this thesis. Image-based techniques, soft tissue deformation, and mechanical design of medical robotic systems are outside the scope of this study. Therefore, the following survey is in line with the goals of the project described in this thesis.

Several researchers have attempted to simplify the problem of needle insertion/steering and to find a computationally efficient solution through numerical models, though such models can never perfectly mimic the all features of needle-tissue interaction. On account of the fact that a needle guidance technique relies on the validity of the mathematical model...
which captures the interaction or needle flexing behavior, accurate modeling is the first step towards control. Eventually, the model can be used either in fully-autonomous steering or in a force feedback teleoperation scheme as a surgeon assistant or as a training simulator \cite{35}. In semi-autonomous steering, the surgeon’s expertise for guiding the needle exists in the control loop, while a force control approach allows the slave system to apply a certain amount of force to soft tissue, and insert the needle to the desired depth of penetration. This scheme also gives the operator a realistic sense of the needle-tissue interaction so that the operator can take further actions.

A comprehensive survey on needle insertion and existing early challenges from a general point of view has been performed by Abolhassani et al. \cite{2}. Misra et al. \cite{3} have provided an extensive review of tool-tissue interaction with application in surgical simulations, and van Gerwen et al. \cite{4} have reported the empirical aspects of needle-tissue interaction forces. The following review is based on more theoretical research work with a tighter focus on systematic modeling and steering.

1.4.1 Modeling: Needle-Tissue Interaction and Needle Deflection

When a needle is inserted into tissue, modeling needle deflection and tissue deformation is not an easy task due to the complex nature of interaction forces along the insertion path. Needle deflection and tissue deformation are coupled phenomena both of which are influenced by needle-tissue interaction. For ease of analysis, past work has tried to alleviate this coupling’s effect by studying either a flexible needle inserted into rigid tissue or a rigid needle into soft tissue.

With regard to characterization of interaction forces, Okamura and her colleagues performed pioneering work on developing an empirical model for bilateral needle-tissue insertion force. This force is a summation of capsule stiffness force, friction and cutting forces \cite{18}. According to their model, the stiffness force occurs before the puncture of the capsule while the friction and cutting forces occur right after the main puncture. However, in an attempt to experimentally validate the force model, significant variations in liver geometry and its internal structure made a perfect match impossible. They also characterized the impact of the needle diameter and the tip type using a silicone rubber phantom. Podder et al. \cite{19} derived a statistical model to estimate the maximum force that the needle experienced during insertion into the prostate and the perineum. Force data were collected during
prostate brachytherapy to build the model based on (1) patient-specific parameters including age, cancer stage, PSA level, Gleason score, Body Mass Index (BMI), prostate volume, and (2) procedure-specific criteria such as needle size, maximum insertion force, and maximum insertion velocity. They also investigated the effect of insertion and linear velocity modulation on insertion forces and target movement in a Polyvinyl Chloride (PVC) phantom [20], and also experimentally verified that insertion with continuous rotation reduces target motion and interaction forces.

Considering computational efficiency, most of the biophysical models which incorporate monitoring of elastic medium properties might not be amenable to real-time control or be applicable to in-vivo experiments. As the most common numerical method for realistic modeling of surgical tool-tissue interactions, the Finite Element Method (FEM) divides the continuum into a finite number of subregions called elements, whose behavior is characterized by differential equations governing the motion of material points of a continuum. The element’s material, geometric properties, and load distribution within the element and at the corresponding nodes determine the elastic behavior of each element.

Using FEM modeling in [21], needle-tissue interaction forces were modeled by a three-parameter distribution function composed of two step functions with variable amplitudes and spacing. For model validation, a standard brachytherapy needle was inserted into a two-layered PVC phantom. Employing FEM [22], a static linear elastic model in combination with a dynamic force function was developed to accurately model forces and deformations during insertion at varying speeds. However, the accuracy of the model diminished during tissue relaxation. Kobayashi et al. [23] proposed an FEM-based model to reproduce the nonlinear and viscoelastic response of a real liver in terms of generating realistic force-insertion depth relationship, and velocity dependency of needle displacement when a puncture event occurred. DiMaio and Salcudean [24] investigated the insertion of a 17GA symmetric epidural needle in a 2D linearly elastic PVC and then estimated needle shaft forces by monitoring tissue deformation using FEM and a vision system. Hing et al. [25] developed a system to predict soft tissue movement and involved forces using a linear elastic FEM and ABAQUS software. Two C-Arm fluoroscopes were used to image fiducial markers and needle bending. Misra et al. [26] explored the sensitivity of tip axial and transversal forces to tissue rupture toughness, linear and nonlinear tissue elasticity as well as the bevel angle of the tip. Using both contact and cohesive zone models, they incorporated these physical parameters into an FEM, and concluded that a smaller bevel angle
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and a larger tissue elasticity result in larger tip forces. Kataoka et al. [27] measured translational friction forces along the needle shaft and analyzed them qualitatively without any explicit quantification. Using an energy-based approach, Mahvash and Dupont [28] studied the friction-deflection curves with respect to needle velocity, and investigated crack propagation during insertion. Reed et al. [29] also developed a mechanics-based approach using the Kelvin-Voigt (KV) interaction model, FEM, and the Karnopp friction model to predict the tip lag angle during rotating a needle inside tissue. They proposed a controller to compensate for torsional friction during needle insertion.

Toward deflection modeling using FEM, the Newton-Euler formulation was applied to a three-link manipulator with torsional springs at each pseudo joint to model needle flexibility [30]. A dynamic scheme was subsequently derived by relating the deflection to the force and torque signals measured at the needle base as well as the interaction forces along the shaft. The interaction forces were generated by the use of FEM.

Generally speaking, FEM is accurate for small linear elastic deformations. But, its numerical efficiency relies highly on (1) the development of effective pre- and post-processing; (2) the material parameters chosen; (3) the scale of deformation, and (4) the algorithm employed for solving the equations of continuum mechanics [31]. Although, researchers have focused efforts on optimizing FEM’s computational efficiency and improving its numerical performance [32], due to the time-consuming steps involved in setting up and running an FEM calculation, it does not allow for real-time surgical simulations or intraoperative control. In addition, the large number of state variables involved in utilizing FEM turns the control problem into an ill-conditioned problem which is not desirable for intraoperative control. Another weak point of FEM-based methods for practical purposes is that local deformations are usually provided by markers or beads placed on the surface or implanted into the material. The estimated movement of the beads is then used to validate the model. Obviously, it is difficult to use this procedure under clinical conditions, specially in case of internal organs with complex geometries and boundary conditions.

Several studies have looked at alternative modeling methods. Viscoelastic properties of soft tissues can be represented by rheological models, which are obtained by connecting springs (elastic elements) and dashpots (viscous elements) in serial or parallel combinations. **Mass-spring-damper** or **spring-beam-damper** models are the most common non-continuum mechanics-based techniques used for soft tissue modeling [3]. However, they exhibit limited accuracy, but may work efficiently for real-time simulations. Using this
technique, Yan et al. [33] presented a complex online estimator to approximate the depth-varying tissue parameters through force measurements. A set of local polynomials in finite segments connected in serial was adopted to approximate the unknown parameters of a spring-beam-damper model while the accuracy of the approximation depended on the order of the polynomials and the width of the segments. Keeping the insertion velocity constant, they validated their model using an 18GA needle with a trihedral tip, and a two-layer phantom consisting of PVC and pork. Barbe et al. [34] proposed another online scheme using recursive least-squares with covariance resetting to detect abrupt transitions between tissue layers in *in-vivo* conditions. Accordingly, they integrated this estimator with a KV viscoelastic interaction model to reconstruct and characterize force evolution during insertion, and proposed a statistical method to detect rupture. According to their analysis and possibly due to ignoring friction, an accurate biomechanical model could not be estimated in an online manner. A brief review of the existing biomechanics-based models, which express force as a function of insertion depth and velocity, has also been reported in [34]. Using the same interaction model, associated parallel spring and dashpot combinations were modeled by a set of piecewise linear functions in [35]. In that work, all parameters were identified with a least-squares method and based on the measurements taken at constant insertion velocity from pork tissue.

In the context of bending models, Orcun et al. [36] compared two models in order to simulate the bending of a standard brachytherapy needle. The first FEM-based model took the geometric nonlinearity into account, while the second one comprised a series of rigid bars connected by angular springs. The parameters including Young’s modulus for the first model and spring constants for the second model were identified to fit each model to the experimental data. The authors concluded that the angular springs model demonstrated the highest accuracy and computational efficiency compared to the FEM. It was shown that the Young’s modulus in the tetrahedral/triangular model depended heavily on the number of elements.

More modeling issues of the needle-tissue interaction from a biophysical view have been reported in [3, 37]. Empirical observations and the role of needle geometry and tissue properties on interaction forces have been summarized in [4]. Note that simulation results have shown that a hybrid method is computationally efficient. In this respect, the small region of tool-tissue interaction is composed of a mass-spring model while the major part of the organ undergoes an FEM-based deformation.
As an alternative to the aforementioned global techniques in needle insertion, mechanics-based approaches consider the kinematics of the needle through analyzing the needle geometry and the measured force/torque signals at the base. None of existing models in this category integrate mechanical properties of soft tissue. Abdolhassani and Patel [38] modeled an 18GA bevel-tip needle as an Euler-Bernoulli beam and estimated the amount of static deflection based on needle base forces/torques. Misra et al. [39] took advantage of microscopic and macroscopic observations for several needle/gel combinations to characterize the interaction at the bevel tip and along the needle shaft. They proposed a model to account for the needle geometric and material properties as well as the medium’s nonlinearity. Based on the energy-based interaction model proposed in [39], Roesthuis et al. [40] applied the Rayleigh-Ritz method, and considered the needle as a cantilever beam supported by springs in order to predict the amount of needle deflection.

Ignoring needle-tissue friction and soft tissue displacement, Webster et al. [41] developed bicycle and unicycle models experimentally for steering a flexible bevel-tip needle in stiff materials, and described this motion by a nonholonomic kinematic system. Due to its simplicity, this model was later on widely exploited for needle steering. This will be covered in section [1.4.2]. According to this structure, tissue material can be chosen such that the needle tip acts like a small bicycle with locked handlebars while the needle moves along an arc of approximately fixed radius which is independent of velocity. In more recent research work, inconsistency of this pre-fitted curvature throughout an insertion in artificial phantoms was shown, and a maximum deviation of 24.9% was reported among a set of case studies [42]. As an experimental study, the complexity and variability of needle curvature in terms of needle geometry and insertion velocity into biological tissues were observed and reported in [43]. Compared with artificial phantoms, the lack of a consistent trend was mainly attributed to the inhomogeneity and viscoelasticity of organic tissues.

Several important issues on modeling with applications in needle insertion/steering are still open for further research. These are discussed as recommendations for future work in Chapter [7]. In brief, explicitly incorporating and tracking physiological changes as a source of uncertainty in the model and later on in the planner is an open area of research. The challenge is to develop a computationally efficient model that can concurrently describe the behavior of needle-tissue interaction with an acceptable level of accuracy. In many cases, accurate physics behind the model is not deemed a priority.
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After a feasible model for needle deflection is developed and coupled with needle-tissue interaction, we can proceed to the next step toward our ultimate goal to design a model-based path planner based on which tracking goals can be achieved.

Note that in surgical planning the desired tip positioning accuracy and the way by which this flexible tool is guided varies. Current studies refer us to the fact that an employed technique for either modeling or steering is highly influenced by restrictions imposed by both the clinical application and the existing technology. For example, in biopsies of organs such as breast, prostate, liver, and lung, determining possible tumor location as the needle penetrates the tissue is of primary importance, while in brachytherapy, reaching the target accurately in order to place radioactive seeds is the main concern. In all these examples, placement accuracy of millimeters is desirable while in brain, eye and ear procedures, sub-millimeter accuracy is required. In biopsies of the breast, ovaries, liver, prostate, and kidney, the targeted area is usually located at a depth of 5 to 10cm depending on the patient’s body. Fine needles from 18 to 25 GA are mainly used for tissue aspiration. In other procedures, for example the Chorionic Villus Sampling (CVS), needles of 18 to 20 GA and 10cm long are inserted to collect a sample of the placental tissue for fetal karyotyping while having to avoid the pubic arch [60].

Path planning for bevel-tip needles has been studied in several ways, most of which are applicable only to a planar situation. Steerability and needle bending are afforded by asymmetric forces acting at the needle tip and tissue deformation is often disregarded. Note that accurately planning for such steerable needles is complex, and requires solving inverse kinematics for a nonholonomic system or deriving a perfect model to capture the interaction features. To date, no integrated control strategy has been suggested for autonomous needle steering, which could be extended as a reference for future comparison, and research in this area is still in its early stages.

Taking advantage of the bicycle model [41], Alterovitz et al. [44] formulated planar needle steering in rigid tissues as a Markov Decision Process (MDP) to derive a simulation-based optimal planner. They also proposed a planning framework based on a Stochastic Motion Roadmap (SMR) that computes the path that is most likely to succeed in terms of hitting the target [45]. In another study, a feedback controller was proposed to stabilize a flexible bevel-tip steerable needle to a desired 2D plane in 3D motion [46].
this observer-controller pair, Reed et al. [47] used the SMR planner presented in [45] as a high-level controller inside an integrated system. Concurrently, an image-based low-level planner was employed as an observer [46] to estimate the pose of the needle in 2D. For validation, a nitinol wire with a diameter of 0.61mm was inserted in a plastisol tissue phantom. Using the idea of the Dubin’s car [48,49], Duindam et al. [50] simulated a new 3D motion planner for rigid tissue based on explicit geometric inverse kinematics. Here, similar to the bicycle model, the needle was interpreted as an airplane with constant speed and pitch rate, zero yaw, and controllable roll angle.

It should be noted that the aforementioned steering methods are based on the following fundamental modeling assumptions, any violations of which may lead to poor performance.

- The needle-tissue interaction follows the bicycle model [41].

- The motion of the needle is fully characterized by the motion of the needle tip, i.e., the needle body perfectly tracks the tip without applying considerable lateral force to the tissue.

- The tip orientation is manipulated by changing the orientation at the base, because the torsional effect is either negligible or compensated using a torsion model [29].

In conjunction with the bicycle model, the use of duty-cycled spinning as an alternative steering technique facilitates more curved trajectories, thereby giving the planner a more reachable workspace through adjustable arcs. This strategy, which has been developed by Riviere and his colleagues [51,52], and is useful for guiding a needle around obstacles during insertions performed in a confined workspace. Combining this idea with the classic Rapidly-Exploring Random Tree (RRT) algorithm, Bernardes et al. [53] introduced a 2D planner with the capability to search for a fast and feasible solution. Integration of image feedback in the planner by the same group allowed the operator to manually update the curvature value and thus replan the trajectory, in order to account for possible changes in the environment [54]. However, continuous needle rotation may lead to extra tissue damage and trauma. So there is no clear agreement over the practicality of the duty-cycling steering technique in clinical practice.

Glozman and Shoham [55] presented 2D path planning using the concept of virtual springs and inverse kinematics based on the assumption of quasi-static motion. They modeled
needle-tissue interaction with a combination of lateral springs distributed along the needle. As the needle penetrates soft tissue, the location and orientation of the virtual springs change accordingly, and since the tissue elastic modulus changes as a function of strain, the coefficients of the springs are updated based on the strain-dependent dynamic elastic modulus. Using ultrasound imaging and the inverse kinematics of the virtual spring model, the needle base was manipulated, in order to guide the needle with a 2D tracking error below 1mm [56].

In a very recent study, to overcome the limitations of trajectory control and provide multiple curved segments rather than only the natural curvature, Ko et al. [57] manufactured the first prototype of a bioinspired multi-part probe in which the steering angle was a function of the offset between interlocked probe segments. Deriving a kinematic model of the flexible probe and using feedback control, in-vitro results demonstrated satisfactory 2D trajectory tracking of this car-like robot with a tracking error of 0.68mm (std=1.45mm).

Other methods of steering have been proposed in the literature with more emphasis on minimization of bending, biophysical simulation, or the preoperative aspect of the problem rather than real-time control. These methods are mostly aimed at designing computer simulators for training purposes. This category of needle guidance mechanisms are usually referred to in the literature as insertion or planning rather than steering.

In an effort to minimize needle deflection, a model-based strategy for successive needle rotation through 180 degrees was proposed in [58]. Finding the proper depth for changing the bevel direction, the maximum bending was limited to a predefined threshold value. Torabi et al. [59] proposed a single-point tissue manipulation technique to improve the accuracy and accessibility of needle insertion procedures. Based on stochastic optimization, the insertion path and manipulation locations were selected such that the pre-planner was able to guide a needle toward a target while avoiding sensitive tissue. Incorporating soft tissue motion, needle flexibility and a physically-based linear FEM-based model, DiMaio and Salcudean [60] introduced a manipulation Jacobian relating the base motion to tip motion for 2D steering and then applied a potential fields technique to demonstrate the tip placement and obstacle avoidance. Alterovitz et al. [61] optimized the initial point and angle for planar insertion of a flexible needle in order to reach a target while avoiding obstacles. This pre-planning technique involves transformation of a constrained optimization problem into an unconstrained one using a penalty method followed by a gradient descent algorithm. The algorithm can be used preoperatively to optimize the insertion parameters
in order to achieve accurate prostate brachytherapy implants. As opposed to gradient-based approaches, Dehghan and Salcudean [62] developed a path planning method for insertion of a rigid straight needle into deformable tissue using FEM. The insertion point, needle heading, and needle depth were optimized by minimizing the distance between the needle and a number of target points inside the tissue. At each iteration, the best 3D line fitted to the displaced targets in the deformed tissue was employed as a candidate for the new insertion line. This technique is directly applicable to prostate brachytherapy, where the goal is to generate straight-line trajectories rather than curved paths. The last two methods focus on optimizing certain initial insertion parameters while it is presumed that the needle will be directly guided without any further manipulation once the initial parameters are properly set.

To conclude this section, we note that there has been little attention paid to fully-automated robotics-assisted model-based needle steering in the presence of a flexible needle and deformable tissue. This fact serves as the main motivation of this thesis.

1.5 Research Statement: Objectives and Assumptions

Needle deflection and tissue deformation or target movement are major problems for accurate needle steering. In this study, it is assumed that target location is known a priori, or it is determined using real-time imaging. Thus, the main focus is to (1) explore needle-tissue interaction; (2) capture the steady-state and transient behaviors of contact forces, and (3) model needle deflection in an accurate and computationally efficient manner without using an image-based or FEM-based method. Next, a model-based path planner is designed such that flexibility and needle shape are the bases for trajectory generation for needle steering. The long-term objective of this study is to identify needle-tissue interaction properties and develop a needle bending model based on which the control law is implemented. Note that developing a fully-automated needle steering strategy capable of handling interaction uncertainties that are complex in nature is currently missing in the literature.

Straight needle insertion, bending minimization, and deformation reduction, which have been the subject of numerous research publications [58][59][61][62], are not main priorities in this study. Instead, we take advantage of the maneuverability and flexibility properties of a bevel-tip needle for path planning. See Fig. 1.2. This illustration exhibits very
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Curved trajectories which are probably not feasible in practice. However, a general steering mechanism, if successfully deployed, has features that can also provide greater control for straight needle insertion in inhomogeneous, nonlinear viscoelastic tissue which is essential in several clinical applications.

Note that among the reported ways of deflection modeling in section 1.4.1, simple static solutions [38, 58, 64] cannot represent relevant aspects of needle-tissue interaction. With regard to advanced modeling [63], an analytical beam-based solution is desired to account for the effective forces, and relate them to the net bending. The axial insertion force is the summation of two major force components consisting of the cutting force at the tip and the distributed friction along the needle shaft. In this thesis, the lateral compressive force applied by soft tissue is interpreted as a normal force that generates frictional effects.

As the needle advances, soft tissues around the needle are compressed so that the bevel asymmetry creates a moment at the tip causing the needle to deflect laterally. Knowing the needle bending, and given a target and possible obstacle locations, the planner is intended to calculate a feasible trajectory that avoids the obstacles and reaches the target. The motion of the needle is determined kinematically by two control inputs (or two DOFs) as follows:

- Linear translation in the insertion direction
- Bevel orientation about the translational axis

The needle geometry and interaction properties are presumed to be known prior to steering. As the needle is rotated, the bevel tip is reoriented in space so that subsequent insertion follows an arc in the opposite plane. The value of the twisting torque is used to compensate for the torsional lag as proposed in [29]. Deflection from the desired deterministic path, which is a circular segment in this case, is modeled by a Gaussian perturbation applied to the tip angle. More details on the stochastic modeling and the discretization method are provided in Chapter 6.

1.6 Contributions and Thesis Structure

This section briefly explains the main contributions of this thesis. Each contribution is reported as a separate chapter in the thesis. The outline of the thesis is as follows.
In Chapter 2, the contact mechanism between a needle and soft tissue is investigated. The main objective of this study is to identify and quantify needle-tissue properties in the force domain. Encouraged by the LuGre model for representing friction forces in general, the proposed model in this chapter captures all stages of needle-tissue interaction including puncture, cutting, and friction forces. Accordingly, the insertion force is modeled by a novel nonlinear dynamic model in an efficient online approach without explicit incorporation of biomechanical aspects. Furthermore, an estimation algorithm for identifying the parameters of the proposed model is presented that is based on sequential asynchronous joint-extended Kalman filtering. The algorithm compares the axial force measured at the needle base with its expected value and then adapts the model parameters to represent the actual interaction force. While the nature of this problem is mathematically very complex, the use of multiple Kalman filters makes the system adaptable for capturing force evolution, including insertion and retraction phases during a standard interventional procedure. This technique releases the need to model each force component separately, and then add them together to produce the entire interaction force.

Having obtained insight into the complicated nature of needle-tissue interaction in Chapter 2, a new method for modeling translational friction during needle insertion is introduced in Chapter 3. Research on friction models has a long and rich history; however, the importance of this force component in needle insertion deserves further investigation. When a very fine needle is inserted into soft tissue, translational friction can play an important role in deflection mechanics. This would be a matter of more importance when a stop-and-rotate motion profile at low insertion velocities is implemented, and thus, the system is repeatedly transitioned from a pre-sliding to a sliding mode and vice versa. In this study, a distributed version of the well known LuGre model in the state-space form is adopted to account for dynamic friction along the contact surface. It is also proposed to derive the best force density function or normal pressure which influences the distributed friction, and then identify the differential equation using empirical data. This strategy also facilitates estimating cutting force in an intraoperative manner. According to the literature, the cutting force has a very complex pattern; so it is not very straightforward to find a realistic model for it. In practice, the friction model performs well in a number of organic and artificial phantoms, e.g., agar, gelatin, and beef liver, while exhibiting favorable static and dynamic frictional features. The results illustrate that the presented approach represent the main features of friction which is a major force component in needle-tissue interaction during needle-based interventions.
Chapter 4 deals with soft tissue deformation and its correction in friction-velocity cycles. Friction in general depends on relative velocity between moving contacts, and force-velocity mapping is an indicator of interaction characteristics. Soft tissue deformation is an inevitable and complex phenomenon that occurs during needle insertion, and results in relative motion. In this chapter, a high-gain observer is presented which can track this relative motion in a simple manner with no need for imaging or computer vision. The main purpose of this study is to provide a means of compensating for the velocity of tissue with respect to a moving needle in the insertion direction. Thus, the presented functional routine in conjunction with the previously developed friction structure in Chapter 3 can represent the dynamic nature of translational friction in the presence of tissue deformation. The entire scheme is, therefore, applicable to a wide range of needle-tissue combinations without excessive computational cost.

In Chapter 5, planar needle deflection is discussed. Needle flexion in general is directly linked to the interaction forces experienced by the needle. In previous chapters, needle-tissue interaction and the associated force components during a needle-based intervention were investigated. Dynamic response analysis of a beam-like structure on an elastic foundation under moving or distributed loads has been the subject of considerable research. This concept is used in Chapter 5 to model needle bending. Using intraoperative force measurements at the needle base, this approach relates mechanical and geometric properties of needle-tissue interaction to the net amount of deflection and estimates the needle curvature. In the proposed structure, tissue resistance is considered by adding virtual springs along the needle shaft in the Euler-Bernoulli beam setting, and the impact of distributed friction is incorporated by introducing a moving distributed external force to the bending equations. Cutting force also appears in the equations as sub-boundary conditions of the set of PDEs for two coupled sub-beams. Finally, an analytical solution of the PDEs governing the planar deflection is obtained using Green’s functions. Due to the geometry of our problem and existing moving boundary conditions, the common method of separation of variables is not applicable to this case. Instead, using the Green’s function provides us with a closed-form solution in an integral form.

Chapter 5 presents a new 2D motion planner for steering flexible needles inside relatively rigid tissue. We use a nonholonomic system approach, which models tissue-needle interaction, and formulates the problem as a Markov Decision Process that is solvable using infinite horizon dynamic programming (DP). Unlike conventional numerical solvers such
as the value iterator which inherently suffers from the curse of dimensionality for processing large-scale models, partitioned-based solvers show promising numerical performance. Given the locations of the obstacles and the targeted area, the proposed solver provides a descent solution where high spatial or angular resolution is required. As theoretically expected, it is shown how prioritized partitioning increases computational performance compared to the generic value iteration which was used in an earlier planning approach. Starting from any initial condition in the workspace, this method enables the needle to reach its target and avoid collisions with obstacles through selecting the shortest path with the least number of turning points, thereby causing less trauma. In this chapter, emphasis is given to the control aspects of the problem rather than to biomedical issues. Experimental results of a phantom test show that the method is capable of positioning the needle tip at the targeted area with an acceptable level of accuracy.

Chapter 6 presents a theoretic approach for 2D needle steering. Given the locations of the obstacles and the targeted area, this method provides a descent solution where high positioning resolution is required. Similar to the DP-based techniques reviewed in section 1.4.2, this algorithm takes advantage of a nonholonomic system approach, and formulates the steering problem as an MDP. Unlike conventional numerical solvers, e.g., the value iterator, which inherently suffers from the curse of dimensionality for processing large-scale models, a new solver based on prioritization and partitioning of the workspace is proposed which shows promising numerical performance. Starting from any initial condition in the workspace, this method enables the needle to reach its target and avoid collisions with obstacles through selecting the shortest path with the least number of turning points thereby causing less trauma. Herein, emphasis is given to the control aspects of the problem rather than to biomedical issues. Experimental results in artificial phantom indicate good performance of the steering mechanism in 2D. Collision avoidance is maintained in this planner, and the shortest path with the least number of needle turnings is selected in order to minimize tissue trauma.

Chapter 7 summarizes the research described in the thesis, and provides concluding remarks. Guidelines, directions and suggestions for future work are also outlined in this final chapter.
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Chapter 2

A Novel Force Modeling Scheme for Needle Insertion using Multiple Kalman Filters


2.1 Introduction

Medical intervention using surgical needles is a common minimally invasive procedure. Flexible needles can facilitate curved trajectories, and are utilized for localized drug delivery, radioactive seed placement, neurosurgery, ablation, or tissue biopsy especially in regions that are difficult to access or in deep zones. In this context, robot-assisted needle steering, which is intended to guide the needle to the targeted locations inside soft tissue,
has become an active research area [1]. In this respect, positioning inaccuracy originates from a variety of factors such as i) soft tissue deformation; ii) bending mechanics as a result of tissue-needle interaction; iii) inhomogeneity, nonlinear viscoelasticity, and anisotropy of real organic tissue; iv) target movement due to respiration, heartbeat or similar artifacts, and finally v) tiny anatomic structures which could not be easily detected by conventional imaging modalities.

In therapeutic procedures, if applicable and possible, increasing the amount of steering may improve the accuracy of diagnosis. This is restricted by the amount of steering that can be achieved once the needle is inserted, and usually, the needle divergence from its desired path degrades the effectiveness of the diagnosis or treatment. In this regard, the actual path can be directly linked to the force signals experienced by the needle during penetration. Thus, accurate modeling is the first step towards developing a precise and effective trajectory planning scenario. Ultimately, the force model can be employed either in fully-autonomous motion planning [2, 3] or in a force feedback tele-operation scheme; either to assist a surgeon or as a training simulator [4]. High-fidelity simulators should have the capability to provide realistic haptic perception to the user. In semi-autonomous steering, where the surgeon remains in the loop, a force control approach allows the slave system to insert the needle to the desired penetration depth, and also gives the operator a realistic sense of needle-tissue interaction so that the operator can take further actions.

In case of percutaneous interventions, understanding the contact mechanism between the surgical needle and organs is a complex task. Indeed, environmental features including soft tissue dynamics are important to design the robot-assisted control strategy. During needle-tissue interaction, pre-puncture corresponds to a viscoelastic behavior, and post-puncture interaction forces are due to the combined effects of cutting force, friction, and tissue relaxation. Finally, during retraction or needle withdrawal, friction is the sole interactive force [5]. Identification of the associated properties can be rendered by employing adequate modalities. For instance, detection of abrupt changes in successive layers is captured by a haptic device or by a force/torque sensor. Nevertheless, characterization of the needle-tissue contact forces remains a challenge due to the following reasons [1, 8, 15]:

- The needle penetrates various layers of tissue, e.g., skin, fat, and muscles; and inhomogeneity, nonlinear viscoelasticity, and anisotropy of real organs suggest that the present force cannot be described by a simple structure.
• Biomechanical properties are patient dependent, and linked to the age, gender, disease stage, and needle geometry.

• During insertion, the elementary contributions of the various layers are intermixed.

The main objective of this study is to identify needle-tissue properties during percutaneous interventions; thereby, finding a mathematical model which mimics the translational force behavior. The outcome of this research will provide a means for characterizing the needle-tissue contact forces. The subject of needle insertion involves a substantial biophysical variations to be characterized. Therefore, the physical modeling and direct estimation of these parameters may not be possible. To deal with this problem, we will introduce a nonlinear dynamic model that allows intraoperative data extraction of the force profile. Without explicit investigation of biomechanical aspects, in the following we propose a recursive on-line estimation technique for system identification. The goal of the current work is to find a computationally feasible model that describes the relationship between the total axial force measured at the needle holder and the depth of insertion during both insertion and retraction in soft tissue. The proposed modeling and identification scheme enables us to tune the parameters according to the interaction properties. Consequently, any change in the mentioned properties which leads to a deviation in the insertion or retraction force can be intraoperatively captured by the model.

The outline of this chapter is as follows: In section 2.2 the relevant studies in the area of needle-tissue force modeling are reviewed. Section 2.3 introduces the proposed nonlinear model that can describe needle-tissue interaction in the force domain. In section 2.4 the employed recursive filtering method for system identification is explained while in section 2.5 experimental results and discussions are given. Finally, section 2.6 presents conclusions and suggestions for future work.

2.2 Related Work and Motivation

As a pioneering work for force modeling in needle insertion, Okamura et al. [5] developed an empirical model for unilateral needle insertion force, which was a summation of capsule stiffness force, friction and cutting forces. According to their model, the stiffness force occurs before the puncture of the capsule while the friction and cutting forces occur
right after the main puncture. In [6], interpretation of force features in conjunction with spectroscopic techniques was examined for a needle penetrating soft tissue with the aim of automatically identifying tissue type at the needle tip. Podder et al. [7] derived a statistical model to estimate the maximum force that the needle experienced during prostate brachytherapy. Insertion force data were collected to build their offline model based on i) patient-specific parameters including PSA level, BMI, prostate volume, and ii) procedure specific criteria such as needle size, and insertion velocity. They also quantified and measured in-vivo insertion forces while implanting radioactive seeds in the prostate gland [8]. In this empirical study, the overall maximum measured force on 18GA and 17GA needles with respect to velocity was compared.

DiMaio and Salcudean [9] illustrated a system for measuring the extent of planar PVC phantom deformation during needle insertion. They investigated the insertion of a 17GA symmetric epidural needle and then estimated forces applied to the needle shaft using linear elastic Finite Element Method (FEM) and a vision system. Hing et al. [10] developed a system to predict soft tissue movement and involved force components using traditional FEM and ABAQUS software. Two C-ARM Fluoroscopes were used in this study to image fiducial markers and needle bending. Misra et al. [11] also explored the sensitivity of the axial force to tissue rupture toughness, tissue elasticity as well as bevel angle of the needle tip. Using both contact and cohesive zone models, they incorporated these physical parameters into an FEM-based model. Kobayashi et al. [12] developed another model including viscoelastic and nonlinear behavior based on detailed material properties. Using FEM, they validated the relationship between the needle displacement and the insertion force and evaluated its velocity dependency when puncture occurs.

Generally speaking, FEM is accurate and adequate for small linear elastic deformations. However, robot-assisted needle interventions usually deal with deep insertion depths. On the other hand, numerical efficiency of this technique relies on i) the development of effective pre- and post-processing; ii) the material parameters chosen; iii) the scale of deformation, and iv) the algorithm employed for solving the equations of continuum mechanics. Although, researchers have focused efforts on optimizing FEM computational efficiency, it still does not allow for real-time complex simulations or intraoperative planning and control. This is due to the large system of equations involved as well as frequent topological and boundary condition changes that occur as the needle moves into the tissue. In [13], a manual indentation technique and a hand-held probe were proposed to estimate the biome-
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Mechanical behavior of human body parts. This system can provide an initial setting for FEM-based approaches. Another weakness of FEM is the necessity of providing local deformations using markers or beads placed on the surface of or implanted into the material. The estimated movement of the beads is then used to validate the model. Obviously, it is difficult to employ this category of modeling methods in clinical conditions, specially in case of existing internal organs with complex geometries and boundary conditions.

Several studies have looked at alternative modeling methods. Viscoelastic properties of soft tissues can be represented by rheological models composed of serial and/or parallel combinations of springs (elastic elements) and dashpots (viscous elements). The spring-beam-damper model is the most common non-continuum mechanics-based approach used for soft tissue modeling in small scale motions. Despite its limited accuracy, it is efficient for real-time simulations and robot-assisted interventions. Using a set of local polynomials connected in serial finite segments, Yan et al. [14] presented an on-line estimator to approximate the depth-varying tissue parameters through force measurements. Keeping the insertion speed constant, the model was validated inserting an 18GA needle with a trihedral tip. Barbe et al. [15] developed another on-line scheme utilizing recursive least-squares. It was then integrated to the Kelvin-Voigt (KV) viscoelastic interaction model with time-varying parameters to reconstruct the force evolution during insertion. Based on this analysis and possibly due to ignoring friction, an accurate model could not be estimated in an on-line manner. Using the same interaction model, associated parallel spring and dashpot combinations were approximated by a set of piecewise linear functions at a constant insertion velocity [4].

Other important issues on modeling of tool-tissue interaction are still open for future research. Misra et al. [16] reviewed this matter with emphasis on surgical simulations. More aspects of the interaction from a biomechanics view have been reported in [17,18]. The former paper is an empirical study, and as observed, needle-tissue interaction and associated biomechanical properties are influenced by various factors. Thus, it can be impractical or impossible to measure or investigate the effect of involved parameters separately.

Although it is well-understood that incorporating explicit biomechanical features of soft tissue in estimation and modeling is part of an ideal solution, the intention is to focus on local force measurements to build a dynamic structure. It is worth mentioning that finding accurate physics behind the needle-tissue interaction model as a multi-faceted problem is not deemed a priority here. Perhaps the most significant impediment towards physically-
based modeling is the fact that the contact forces are influenced by complicated biophysical tissue behavior whose description using physical theories is still a challenge. In addition, the mechanism of cutting at the needle tip is not yet well formulated, and distributed friction along the needle shaft that affects the measurements has its own modeling complexities. All these issues motivated us to study a non-physics-based approach as presented in this work.

To the best of our knowledge, no one has ever presented a compact and feasible model to capture both insertion and retraction forces. The importance of finding a computationally efficient model that can partly or fully embody the interaction properties is that it paves the path for focusing more on intraoperative model-based planning or tele-operation techniques that constitute the ultimate objectives in this body of work.

2.3 Reflecting Needle-Tissue Interaction in the Force Domain

Assuming a constant insertion velocity, the total translational force can be dynamically modeled as a function of insertion depth using the following nonlinear state-space model. Thus, the entire interaction which includes insertion and retraction phases can be described by a dynamic model as proposed here.

The main motivation for this selection arose from the fact that the trend describing the total insertion force as a function of penetration depth is identical to the dynamic friction described by the LuGre model \[19\]. Replacing the velocity in the original LuGre model with the depth of insertion and modifying the measurement equation, the current model enables us to capture an approximation for the force pattern. In this setting, \(z\) is an internal state, and \(l\) stands for the depth of insertion acting as the model input. \(f\) also represents the axial force experienced by the needle, and it is the output of the single-state models as following

2.3.1 Model I

\[
\begin{align*}
\frac{dz}{dt} &= l(\beta_0 - \frac{\sigma_0}{g(l)}z) \\
\sigma &= \sigma_0 z l + \text{sign}(l)l\{\sigma_1 e^{-\alpha l}(\beta_0 - \frac{\sigma_0}{g(l)}z) + \sigma_2\}
\end{align*}
\] (2.1)
where,

\[ g(l) = f_1 + f_2 e^{-\alpha l} \quad (2.2) \]

As previously shown in [20], the total force measured at the base is characterized by six parameters, namely \( f_1, f_2, \sigma_0, \sigma_1, \sigma_2, \) and \( \alpha \) in model I. Collectively, the \( g \) function, which models the Stribeck effect in the traditional LuGre model, corresponds to the sharp drop in the insertion force once the main puncture occurs here. This function is defined by the following three parameters: \( f_1, f_2, \) and \( \alpha \). In \((2.1)\), selecting a smaller value for \( \sigma_0 \) yields a bigger force peak and also a sharper force drop during the rupture. It has almost no impact on the retraction force profile. Changing the value of \( \sigma_1 \) results in the same effect during the insertion regime, but it also shapes the retraction axial force in the vicinity of the entry point. The value of \( \sigma_2 \) directly affects the steady-state value of the generated output, and can remove the oscillation from the simulated force in the backward motion if the filter is properly tuned. \( \beta_0 \) is also a normalized constant.

Note that these parameters are not physically-inspired, and thus their role cannot be individually interpreted. Due to the same reason as well as the combined effect of them on the generated force features, it is not possible to obtain the parameters separately. Instead, the recursive mechanism introduced in section 2.4 allows us to estimate the parameters, update the model, and reconstruct the force pattern during percutaneous interventions.

As a reduced order version of model I, model II is introduced in \((2.3)\). In this structure, the unknown parameters \( \alpha \) and \( f_2 \) are replaced with their estimated values provided by model I. The new values are respectively named \( \tilde{\alpha} \) and \( \tilde{f}_2 \). Here, a new varying parameter denoted by \( \beta \) is added to \((2.1)\) to achieve a better overall accuracy. Model II is expected to suffer less from numerical issues compared to the previous state-space structure, and it will be discussed in section 2.5.

### 2.3.2 Model II

\[
\begin{align*}
\frac{dz}{dt} &= l(\beta - \frac{\sigma_0}{g(l)} z) \\
f &= \sigma_0 \dot{z} + \text{sign}(\dot{l}) l \{ \sigma_1 e^{-\tilde{\alpha} l} (\beta - \frac{\sigma_0}{g(l)} z) + \sigma_2 \} \quad (2.3)
\end{align*}
\]

where,

\[ g(l) = f_1 + \tilde{f}_2 e^{-\tilde{\alpha} l} \quad (2.4) \]
Compared to the existing models, in this study no separation is made between axial force components, e.g., rupture, friction, and cutting forces, and the entire intervention including insertion and retraction phases is described by a single set of equations. Herein, the relaxation time has been ignored, and the procedure is desired to be learned in an on-line scheme by the usage of a bank of Kalman filters in a switching process.

### 2.4 Proposed Sequential Identification Procedure

Having selected one of the proposed models, the associated parameters are required to be experimentally identified. Generally speaking, the parameters that are hardly measurable but observable can be estimated using state-parameter estimation methods. Several studies and discussions have been reported in the literature on adaptive identification of the original LuGre model [19][21][22]. As a modification to this model, in the current work an estimator is realized using a joint state-parameter EKF (extended Kalman filter) technique. Details of the design of a conventional EKF as a widely accepted tool in estimation theory are discussed in [23]. It is assumed here that readers are familiar with discrete Kalman filtering.

To implement the joint state-parameter EKF, the original state vector \( z \) is augmented with new state variables \( \theta \) which denotes the unknown coefficients of the proposed model [24]. The dynamics of the augmented state is commonly assumed to be of random walk nature which is subject to zero-mean white noise perturbation \( \zeta \). \( \zeta \) is presumed to be uncorrelated with system noise \( \nu \), and to have a positive definite variance [23].

A 3rd-order Runge-Kutta algorithm is then employed to discretize the state-space representation of the system which includes the continuous force-depth model given in the previous section and the augmentative model. Let the discrete representation of the entire system at the \( k^{th} \) instant be formulated as

\[
\begin{align*}
    z^{k+1} &= F(z^k, \theta^k, l^k) + \nu^k \\
    \theta^{k+1} &= \theta^k + \zeta^k \\
    f^k &= H(z^k, \theta^k, l^k) + \omega^k
\end{align*}
\]

where \( \theta_{m \times 1} \) is the vector of model parameters as introduced previously; \( \nu_{1 \times 1} \) and \( \zeta_{m \times 1} \) are the process noise while \( \omega_{1 \times 1} \) is the measurement noise. Thus, the stochastic dynamics of
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Figure 2.1: Flowchart of the proposed sequential identification procedure.

the interaction force transforms into

\[
\begin{align*}
\phi^{k+1} &= \hat{F}(\phi^k, l^k) + \hat{v}^k \\
\tilde{f}^k &= H(\phi^k, l^k) + \omega^k
\end{align*}
\]  

(2.6)
in that \( \hat{v}_{(m+1)\times 1} \) is the process noise of the new state vector \( \phi \) which is written as

\[
\phi_{(m+1)\times 1}^{k} \equiv \begin{pmatrix} z_{1\times 1}^{k} \\ \hat{\theta}_{m\times 1}^{k} \end{pmatrix}
\]

The multiple EKF is then applied to estimate the augmented state vector which consists of both the original state variables and the augmentative state variables. This approach combines data asynchronously for use by EKFs in a switching mode. In other words, the multiple approach is to alternatively run multiple filters at which a subset of the states in the \( \phi_{(m+1)\times 1} \) space is subjected to estimation and the rest of them are treated as known values \[25\]. The number of states estimated by a single EKF is chosen with respect to the observability properties of (2.6).

Assume that \( \hat{\theta}_{n} \ (1 \leq n \leq m) \) denotes a set of vectors, which tessellates \( \theta_{m\times 1} \), i.e.,

\[
\forall n, q \ (1 \leq n, q \leq m) : \hat{\theta}_{n} \cap \hat{\theta}_{q} = \emptyset \\
\bigcup_{n=1}^{m} \hat{\theta}_{n} = \theta_{m\times 1}
\]

Each single joint-EKF estimates the unknown vector of \( \hat{\theta}_{n} \) plus the internal state of the nonlinear dynamics \( z \) at the current step. Once the estimation is completed at the current iteration, the model is updated with the estimated values, i.e., the estimated vector is fed into the model and then the next filter in the queue is triggered. This procedure is followed iteratively until a narrow error bound as the stopping criteria is achieved. Fig. [2.1] shows the sequence of the estimation procedure as proposed in this study. Finally, \( \hat{\phi} \) represents the estimated value for the unknown parameters. It should be noted that these parameters may have no physical interpretations.

## 2.5 Implementation and Experiments

### 2.5.1 Instrumentation

An experimental implementation of the proposed methodology was carried out on the state-of-the-art robotic system \[26\] described in Appendix \[A\]. This system is capable of imple-
menting more advanced approaches; however, it was employed here to validate the proposed modeling scheme. Experiments were carried out on an artificial phantom made from Gelrite Gellan Gum (Sigma-Aldrich) with two concentration rates in water: 4.5% (tissue A, less stiff) and 6% (tissue B, more stiff). Based on the experiments and experience, this powder simulates a uniform elastic environment, and mimics the frictional effects of biological tissues better than rubber phantoms. Compared to live tissues in which water comprises a considerable portion of the phantom, rubber-made artificial phantoms consist of a smaller number of water molecules, and that is why they generate an exaggerated amount of friction. The employed gum powder in this study created a more watery phantom that made the experiments more realistic in terms of the measured force ranges and viscosity. In order to get more consistent results, the room temperature must be controlled carefully. Keeping the phantom in the refrigerator for a few days leads to creating a thin crust on the tissue surface which acts as a membrane. In this test-bed, two sizes of stainless steel needle (Cook Medical) were used; the cannula of an 18GA needle (needle A, less flexible) with outer and inner diameters of 1.270mm and 0.838mm, and the cannula of a 22GA needle (needle B, more flexible) with outer and inner diameters of 0.718mm and 0.413mm, respectively.

2.5.2 Experimental Results

It is presumed that the insertion trajectory is of linear segment with parabolic blend (LSPB) with a preset velocity of the linear segment. The contact force was modeled under this constant speed assumption. Fig. 2.2 shows a sample of the recorded force and depth profiles. Note that while exciting the system within a limited range of frequencies does not reveal all dynamic features, applying such a low-band signal was inevitable. Robot-assisted prostate brachytherapy entails a very similar insertion velocity profile, and one of the goals was to identify force-depth parameters in a clinical condition.

Selecting the proper number of filters and state pairing are challenging tasks that affect the convergence rate, and a wrong selection can lead to instability in extreme cases. Based on the simulation studies and taking into account the observability properties of the system, three EKFs were employed in parallel according to the definitions given in Table 2.1. It is notable that the reported results in this section are the outcomes of multiple experiments repeated under the same test conditions at different insertion points.

Each individual EKFs were tuned. To this effect, the initial error covariance matrices were
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Figure 2.2: Typical force and depth profiles during needle insertion into a homogeneous phantom (needle A/tissue A, insertion velocity=10mm/s).

Table 2.1: Filter Definition

<table>
<thead>
<tr>
<th>applied model</th>
<th>filter number</th>
<th>$\tilde{\theta}_i$</th>
<th>$Q(\tilde{\theta}_i)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>I</td>
<td>$i = 1$</td>
<td>$(f_2, \sigma_0)$</td>
<td>$0.05 \times diag(10^5, 10^9)$</td>
</tr>
<tr>
<td></td>
<td>$i = 2$</td>
<td>$(f_1, \sigma_1)$</td>
<td>$0.05 \times diag(10^{15}, 10^{15})$</td>
</tr>
<tr>
<td></td>
<td>$i = 3$</td>
<td>$(\alpha, \sigma_2)$</td>
<td>$0.05 \times diag(10^5, 10^{15})$</td>
</tr>
<tr>
<td>II</td>
<td>$i = 1$</td>
<td>$\sigma_0$</td>
<td>$0.05 \times 10^9$</td>
</tr>
<tr>
<td></td>
<td>$i = 2$</td>
<td>$(f_1, \sigma_1)$</td>
<td>$0.05 \times diag(10^{15}, 10^{15})$</td>
</tr>
<tr>
<td></td>
<td>$i = 3$</td>
<td>$(\beta, \sigma_2)$</td>
<td>$0.05 \times diag(10^3, 10^{15})$</td>
</tr>
</tbody>
</table>

chosen to be large in order to ensure rapid convergence. However, not much improvement were achieved for the diagonal magnitudes larger than $10^{15}$. The system noise covariance matrices or $Q(\tilde{\theta}_i)$ representing the level of uncertainty in each sub-space were set as in Table 2.1 in which index $i$ refers to the subspace number. The measurement noise variance or $R$ was also set to be 0.01 in each filter. This selection is a matter of a few trials and errors, and the noise patterns are assumed to be time-invariant. In some studies, the initial values for the parameters are chosen very close to the estimated ones although it is believed that this selection may result in an observability problem. In this study, $\tilde{\phi}_0$ was set to be within $\pm 500\%$ of the estimated value of $\tilde{\phi}$ provided by the first run of the algorithm. Due to the highly nonlinear structure of the proposed model(s)/estimator, assuming a completely random initial state may result in either divergence or getting stuck in local minima.
Table 2.2: RMSE of the Proposed Estimator (N)

<table>
<thead>
<tr>
<th>applied model</th>
<th>insertion phase</th>
<th>retraction phase</th>
<th>entire profile</th>
</tr>
</thead>
<tbody>
<tr>
<td>I</td>
<td>$1.68 \times 10^{-1}$</td>
<td>$3.25 \times 10^{-2}$</td>
<td>$1.21 \times 10^{-1}$</td>
</tr>
<tr>
<td>II</td>
<td>$6.63 \times 10^{-2}$</td>
<td>$2.09 \times 10^{-2}$</td>
<td>$2 \times 10^{-2}$</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>applied model</th>
<th>insertion phase</th>
<th>retraction phase</th>
<th>entire profile</th>
</tr>
</thead>
<tbody>
<tr>
<td>I</td>
<td>$1.81 \times 10^{-2}$</td>
<td>$1.71 \times 10^{-2}$</td>
<td>$2.03 \times 10^{-2}$</td>
</tr>
<tr>
<td>II</td>
<td>$3.44 \times 10^{-3}$</td>
<td>$2.83 \times 10^{-3}$</td>
<td>$3.9 \times 10^{-3}$</td>
</tr>
</tbody>
</table>

Inserting the needle according to the profile shown in Fig. 2.2, the models introduced in section 2.3, and in conjunction with the proposed on-line estimation technique exhibited the following performance. For this test, the combination of needle A plus tissue A was selected. Fig. 2.3 depicts the estimated force during the insertion phase while Fig. 2.4 compares the estimated values and measured forces in the retraction stage. As shown in Fig. 2.3(a), the filter response is oscillatory especially during the pre-puncture stage. Large transitions in the estimated values are also visible at the beginning of both insertion and retraction. Moreover, according to Fig. 2.4(a), during the retraction and in the vicinity of the entry point, model I exhibits poor estimation performance.

Root mean squared error (RMSE) is proposed here as a means of assessing the estimation quality. To this end, numerical results of the previous test are listed in Table 2.2. The error values listed in the first half of the table include the entire insertion depth while in the second half, the first five samples of both insertion and retraction data were intentionally ignored. Focusing more on the steady-state response, the second set of the reported values are, therefore, less affected by the initial oscillatory behavior of the estimator. Comparing estimated signals shown in Figs. 2.3 and 2.4 and numerical values reported in Table 2.2 verifies that model II outperforms model I.

As observed, the proposed scheme enables us to express the axial force during needle-tissue interaction by estimating a set of parameters ($\hat{\phi}$). As a rule of thumb, provided that the sequence of estimated values lies within the corresponding $\pm 3\sigma$ limits, the estimation is statistically confident where $\sigma$ denotes the standard deviation. Thus, to further investigate, a track of $\pm 3\sigma$ values was sequentially computed in each run.
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Figure 2.3: On-line force estimation during insertion using needle A/tissue A (insertion velocity=10 mm/s) (a) model I (b) model II.

Fig. 2.5 shows the estimated values for $z$, $\sigma_2$, $\sigma_0$ and $f_2$ of model I within the first 50 millimeters of insertion depth. Fig. 2.6 also demonstrates the estimation results using model II in the same scenario at two examined speeds. Herein, $\sigma_2$, $f_1$ and $\beta$ were selected for visualization. For the parameter $\alpha$, it was noticed that in the conducted experiments, the estimation starts to be dominated by noise from a middle point during the insertion process. Although being observable, the contribution of $\alpha$ in the model’s output diminishes as the value of $l$ increases, and this effect could not be improved by changing the associated noise parameter. Hence, to have less dependency on the noise characteristics, the value of $\alpha$ was assumed to be constant from the aforementioned point onward. This strategy resulted in more stable practical results; however, this observation led to adopting model II in which this parameter was omitted.

By comparison, estimation of $\sigma_0$ and $\sigma_2$ has the lowest confidence level and convergence rate, respectively, as shown in Fig. 2.5. In the same figure, rupture appears to be informative for the identification procedure, although inherent lack of excitation in the system avoids
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Figure 2.4: On-line force estimation during retraction using needle A/tissue A (insertion velocity=10mm/s) (a) model I (b) model II.

fast convergence. This problem can be partially resolved by injecting more noise into the state-space model that yields the selected $Q(\hat{\theta})$ matrices in Table 2.1. As emphasized previously, in order to have a realistic approach that can capture force-depth cycle during a clinical procedure, a low-velocity LSBP profile was applied. Note that needle insertion rates usually vary between 0.4mm/s and 10mm/s in clinical practice [9].

Next, the insertion velocity was reduced to 6mm/s. As depicted in Fig. 2.6 and in general, model II resulted in a more confident estimation in terms of retaining $\pm 3\sigma$ limits at the lower examined velocity. To make a fair comparison, both filters were triggered from the same initial conditions. The force pattern relies on the insertion velocity thus the parameters settle down at different values at the end of conducted experiments. As observed, the convergence rate and confidence level for a particular parameter are dependent on the velocity and the model employed, but model II outperforms model I according to Figs. 2.3 and 2.4.

For the final evaluation, model II was employed to simulate the force-length mapping using
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Figure 2.5: State-parameter estimation during insertion using needle A/tissue A and model I (insertion velocity=10mm/s).

steady-state values of the parameters estimated in the previous step. Setting the speed to be 10mm/s, the force profile was plotted using (2.3) and the following nominal values:

\[
\begin{align*}
\sigma_0 &= 7.9 \times 10^{-3}, \\
\sigma_1 &= 2.46, \\
\sigma_2 &= 4.14 \times 10^{-3}, \\
f_1 &= 5.59 \times 10^{-2}, \\
\beta &= 2.55 \times 10^{-2}.
\end{align*}
\]

Note that the values of \(\tilde{f}_2\) and \(\tilde{\alpha}\) were already set to be \(-2.11 \times 10^{-2}\) and \(5.25 \times 10^{-2}\), respectively. The same simulation was repeated by plugging the following parameters into model II at 6mm/s:

\[
\begin{align*}
\sigma_0 &= 3.91 \times 10^{-3}, \\
\sigma_1 &= 2.25, \\
\sigma_2 &= 3.55 \times 10^{-3}, \\
f_1 &= 3.25 \times 10^{-2}, \\
\beta &= 2.43 \times 10^{-2}, \\
\tilde{f}_2 &= -1.17 \times 10^{-2}, \text{ and } \\
\tilde{\alpha} &= 3.63 \times 10^{-2}.
\end{align*}
\]

It is evident from Figs. 2.7(a) and 2.7(b) that this strategy provides a means to capture the entire insertion-retraction loop without having a priori information about the phantom’s biophysical properties as well as the needle geometry. Mean absolute error values in the studied cases in Fig. 2.7 were respectively calculated to be 9.87mN and 7.52mN.

Now, in order to thoroughly evaluate the work, the same experiments were carried out for other needle-tissue combinations, i.e., needle A/tissue B, needle B/tissue A, and needle B/tissue B. Fig. 2.8 shows parameter estimation using model II and the combination of needle B and tissue B during the 80 millimeters of insertion. Fig. 2.9 also compares the measured force-depth cycles with the estimated ones using steady-state values of the estimated parameters, and Table 2.3 summarizes the steady-state parametric values in three
sets of conducted experiments with the tinier needle. Inserting this needle at 6mm/s was excluded from performed studies due to the fact that force measurements were noisy and
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Figure 2.7: Interaction force profile using model II, needle A/tissue A, and steady-state values of the estimated parameters (a) insertion velocity=10mm/s (b) insertion velocity=6mm/s.

Table 2.3: Steady-state Values of the Estimated Parameters using Model II and Needle B

<table>
<thead>
<tr>
<th></th>
<th>tissue B $v=10$ mm/s</th>
<th>tissue B $v=6$ mm/s</th>
<th>tissue A $v=10$ mm/s</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\sigma_0$</td>
<td>$9.2 \times 10^{-4}$</td>
<td>$8.37 \times 10^{-4}$</td>
<td>$7.96 \times 10^{-4}$</td>
</tr>
<tr>
<td>$\sigma_1$</td>
<td>$4.48 \times 10^{-1}$</td>
<td>$9.27 \times 10^{-1}$</td>
<td>$5.35 \times 10^{-1}$</td>
</tr>
<tr>
<td>$\sigma_2$</td>
<td>$1.63 \times 10^{-3}$</td>
<td>$1.79 \times 10^{-3}$</td>
<td>$7.63 \times 10^{-4}$</td>
</tr>
<tr>
<td>$f_1$</td>
<td>$2.7 \times 10^{-2}$</td>
<td>$9.21 \times 10^{-3}$</td>
<td>$2.15 \times 10^{-2}$</td>
</tr>
<tr>
<td>$f_2$</td>
<td>$-9.96 \times 10^{-3}$</td>
<td>$2.49 \times 10^{-1}$</td>
<td>$-1.19 \times 10^{-2}$</td>
</tr>
<tr>
<td>$\alpha$</td>
<td>$1.11 \times 10^{-2}$</td>
<td>$5.84 \times 10^{-2}$</td>
<td>$1.08 \times 10^{-2}$</td>
</tr>
<tr>
<td>$\beta$</td>
<td>$1.53 \times 10^{-2}$</td>
<td>$1.36 \times 10^{-2}$</td>
<td>$1.58 \times 10^{-2}$</td>
</tr>
</tbody>
</table>

comparable to the force sensor’s resolution. Existence of intricate friction in the internal structure of the robot which is too complex to be fully compensated for by the Proportional-Integral-Derivative (PID) controller to provide a smooth motion is a stumbling block using low-velocity profiles.
Figure 2.8: State-parameter estimation during insertion using model II at 10mm/s (a) needle B/tissue B (b) needle B/tissue A.

Note that the electromagnetic (EM) tracker measures the needle bending from its initial straight path. The inserted length of the needle is also known using forward kinematics.
of the robot. Thus, the inserted depth can be easily approximated and used in the force-depth model. In these experiments, the maximum deflection measured by the EM tracker at 50 millimeters of insertion depth for needle A/tissue A varied from 4.20mm to 4.38mm whereas for the combination of needle B and tissue A, the deflection amount was limited to 6.62mm.
As observed in Figs. 2.8(a) and 2.8(b), $\sigma_2$ and $f_1$ exhibited a marginal confidence level. In addition, apart from $\beta$ whose convergence rate in both figures is relatively low, other parameters converged faster compared to the counterpart experiments performed with the 18GA needle. Mean absolute of force estimation errors using steady-state parameters in the three studied cases shown in Fig. 2.9 were also 9.27mN, 9.41mN, and 11.02mN, respectively. It is worthwhile noting that in practice it was not easy to make a purely homogeneous phantom using gum powder. There always existed some air bubbles in the entire volume of the phantom which prevented the elastic medium from being completely uniform, and added unexpected force oscillations to the measured data set. Due to the lower stiffness (or greater flexibility) of the 22GA needle compared to the 18GA one, needle B was susceptible to the effect of air bubbles as observed in the experiments.

To conclude, the proposed on-line mechanism for tuning the filter allows us to minimize the error between the measured and the estimated axial force instead of accurate parameter estimation. In other words, even in a homogeneous environment, the estimated coefficients can be slightly different depending on the maximum penetration depth or applied trajectory. A critical point that has to be noticed is that the convergence rate of each parameter relies on a variety of factors including insertion velocity, state pairing, initial adjustment, and the selected needle-tissue combination.

To illustrate this fact, the initial value of $f_2$ in the experiments using needle A/tissue A combination was switched to -0.01 instead of 0.01. For a long insertion depth at 10 mm/s, the filter tended to be unstable. Then, $\sigma_0$ and $\sigma_2$ in model II were paired together and $\beta$ was treated as a single parameter in the filter bank as opposed to the initial setting described in Table 2.1. As the results confirmed, the convergence was very slow and considerably dominated by the system noise. Note that, it is a complex task to draw a solid conclusion on the model’s sensitivity with respect to the initial values selection. Therefore, achieving optimal performance and improving the convergence rate and robustness require a more intricate strategy to tune the bank of filter and is left for future work. In general, optimal tuning can be a complicated task in estimation theory, and it is an area of challenge.

## 2.6 Conclusions and Future Work

In this chapter, the application of asynchronous joint-EKF in needle insertion was studied. In summary, it is a complex task to find an explicit mapping between existing variables and
measured force profile during needle-tissue interaction, and the sheer complexity of the physics behind it led us to seek a non-physics-based approach. Most of the current models reported in the literature are not implementable in operating conditions. For instance, while FEM is well suited to compute accurate and complex deformation of soft tissue, it is difficult to achieve a perfect real-time performance even on a moderately powerful workstation [1,16]. From this point of view, successful parameter identification from intraoperative data stream during a conventional medical procedure is a remarkable advantage.

This study presented a method that is particularly important for needle-based interventions performed using a robotic system where no imaging data is available throughout the operation. As the needle interacts with an elastic medium, the force-depth measurements provide a useful guide to characterize force evolution. The axial interaction force was described using a nonlinear state-space model, and associated parameters were intraoperatively identified. Hence, explicit knowledge of needle and tissue properties was not required prior to experimentations. Another achievement in this study was to describe the entire axial force without i) separating the measured force to its constituent components including rupture, friction, and cutting forces; and ii) using preoperative curve fitting or least-squares methods. Although existing parameters in this model can not be intuitively interpreted, the presented single-state model holds appeal due to its simplicity and real-time implementation. From the experiments, we can conclude that the proposed modeling strategy is feasible and efficient. Consequently, it is possible to make an atlas for a variety of needle-tissue combinations, and then take advantage of the proposed scheme in the absence of the force/torque sensor in order to have an approximation of the total translational force.

We plan to investigate the performance of the proposed scheme using a multi-layer phantom which mimics the behavior of a live tissue during percutaneous therapies. To this end, each layer consisting of a membrane plus a rigid body can be represented by the proposed model and a set of parameters in the force domain. Model validation during in-vivo experiments and in the presence of vascular pressure and temperature effects is left for future work. Finally, ongoing work is concerned with integration of the force estimator with a steering mechanism to provide more accuracy and robustness. In [2,3], while assuming a constant radius of curvature for steering, no force feedback was utilized to update the needle curvature. Applying an adaptive approach can be the first step to enhance the overall performance in robot-assisted needle insertion or force control in a haptic system.
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Chapter 3

Dynamics of Translational Friction in Needle-Tissue Interaction During Needle Insertion

The material presented in this chapter has been submitted to the Annals in Biomedical Engineering (Springer Verlag), 2013, and is currently under peer review. A part of this work has also been published in Proceedings of IEEE International Conference on Robotics and Automation (ICRA), pp. 1896-1901, China, 2011.

3.1 Introduction

Flexible needles that can facilitate curved trajectories are of importance in a number of percutaneous applications: brachytherapy, anaesthesia, tissue/fluid sampling, ablation, neurosurgery, and deep brain stimulation particularly in regions that are difficult to access. However, precise placement of a needle tip is a difficult task, and deviation of the needle tip from its intended target area can degrade the effectiveness of the therapy, lead to misdiagnosis or tissue damage. Thus, accurate and dexterous targeting is important in per-
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cutaneous procedures, and robotics-assisted needle steering for tip positioning at specific targets inside soft tissue has become an active research area [1].

In order to design a needle steering strategy, the needle is likely to be stopped or slowed down and then rotated before further insertions [2,3]. Thus, the interaction between the needle and living tissue which is velocity-dependant and includes frictional features has to be thoroughly studied. In this chapter, we formulate a model of translational friction so as to investigate the dynamic behavior of distributed friction along the contact patch when the needle interacts with an elastic medium. In the future, adding full frictional components as developed in this chapter to real-time beam-based bending models [2,6], and incorporating the deflection mechanism into path planners [2-5] are expected to yield better needle steering. This will allow the guidance of highly steerable needles or needle-like structures with enhanced steerability. This is the main motivation for the current study.

Several studies have been performed dealing with the measurement and the modeling of force components involved in needle-tissue interaction while a comprehensive analytical model for distributed friction in percutaneous interventions is lacked. Misra et al. [7] provided an extensive review on tool-tissue interaction, and van Gerwen et al. [8] presented a comprehensive survey of the empirical aspects of needle-tissue interaction forces. As a pioneering study for force modeling in needle insertion, Okamura et al. [9] proposed an empirical force model based on which the total insertion force was composed of capsule stiffness force, friction and cutting forces. In this study, friction was described by a modified Karnopp model which was comprised of a viscous term plus a constant static friction within a dead zone in the vicinity of zero. Asadian et al. [10] introduced a compact nonlinear dynamic model plus a feasible identification procedure to model the total axial insertion force in terms of the insertion depth. Kataoka et al. [11] measured the involved forces and analyzed them qualitatively without any explicit quantification, and Podder et al. [12] derived a statistical model to estimate the maximum insertion force during prostate brachytherapy. In [13], Barbe et al. employed the Kelvin-Voigt (KV) model in order to reconstruct force evolution during needle insertion. Based on their results and possibly due to ignoring frictional terms, an accurate bio-mechanical model could not be found in an on-line manner. Hing et al. [14] predicted the insertion force by relating needle-tissue interaction force to tissue deformation, and using a linear elastic finite element method (FEM). This analysis led to extraction of important parameters for modeling tissue puncture and relaxation, but not for friction. In [2] the translational friction along the insertion depth
was ignored in order to present a static model for needle deflection. The results were relatively convincing. However, the assumption is not valid when the needle is very flexible, or frictional effects are significant. Ignoring the impact of friction, Webster et al. [15] also developed an experimental bending model for insertion a flexible bevel-tip needle in stiff rubber. This concept of fitting a constant curvature to the needle path was then employed to guide the needle [3, 5].

In general, research on systems with friction has a long and rich history [16]. At this point, the complexity of the friction mechanism in needle insertion deserves further detailed examination to develop a feasible solution. In [6, 17], and in the context of bending modeling, only the viscous translational friction was studied. With regard to rotational friction, Reed et al. [18] developed a mechanics-based approach using the KV interaction model, FEM, and the Karnopp friction model to predict the tip lag for a rotating needle inside tissue. In the current work as an extension of the preliminary work [19], we will study the translational frictional force in needle insertion. The essence of this approach is inspired by the physically-based method presented by Canudas et al. [20] for modeling longitudinal road-tire interaction in ground vehicles. In this study, we develop a solution that is feasible to implement, and is well suited for interventional procedures.

The remainder of this chapter is organized as follows. In section 3.2 the proposed methodology is described while section 3.3 introduces the test-bed followed by experimental evaluation in section 3.4. Finally, section 3.5 presents conclusions and suggestions for future work.

3.2 The Proposed LuGre-based Structures

Several studies have explored different aspects of friction, and numerous models have been developed to account for it [16, 20, 21]. Friction does not have an instantaneous response, but has internal dynamics. That is why dynamic models such as the LuGre model have been widely discussed in the literature [16, 20, 21], and extensively applied to robotic applications [22]. The conventional point LuGre model [16, 21] can be extended to a distributed version along the inserted portion of the needle (the area of contact or patch) in the following. To this end, let \( z(\zeta, t) \) denote the model’s internal state or the deflection of the bristle elements located at the longitudinal position \( \zeta \) at a certain time \( t \). Fig. 3.1 also helps
Figure 3.1: Microscopic representation of irregular contact surfaces and elastic bristles whose bending gives rise to the distributed friction.
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us to get more insight into the principle of this model which is based on the deflection of spring-like bristles at the microscopic level of moving surfaces. The governing equation is, therefore, written as follows [20]:

\[
\begin{aligned}
\left\{ \frac{dz}{dt}(\zeta,t) &= v - \sigma_0|v|z \\
F_{\text{friction}}(t) &= \int_0^L(t) dF(\zeta,t) \right. \\

g(v) &= \mu_c + (\mu_s - \mu_c)e^{-\alpha|v|\gamma} \\
dF(\zeta,t) &= \{\sigma_0z(\zeta,t) + \sigma_1 \frac{\partial z}{\partial t}(\zeta,t) + \sigma_2v\}dF_n(\zeta,t)
\end{aligned}
\] (3.1)

where \(dF(\zeta,t)\) is the differential friction force developed in the element \(d\zeta\), and \(dF_n(\zeta,t)\) is the differential normal force applied to the same element at time \(t\). Herein, \(v\) is the contact velocity of each differential element, and \(L\) is the current insertion distance.

As observed, the total contact friction in (3.1) is characterized by five static coefficients namely \(\mu_c, \mu_s, \sigma_2, \alpha, \) and \(\gamma\), and two dynamic parameters: \(\sigma_0\) and \(\sigma_1\). \(\sigma_0\) can be understood as being the stiffness coefficient of the microscopic deformations during the pre-sliding displacement, and \(\sigma_1\) as being the damping coefficient associated with \(\dot{z}\). \(\sigma_2\) is the viscous relative damping while \(\mu_c\) and \(\mu_s\) are the normalized Coulomb and stiction friction, respectively. The function \(g\) also generates the classical Strubeck effect in which the parameter \(\gamma\) is used to achieve desirable steady-state behavior. For more details, see [21]. In the following and prior to experimental validation, we derive three versions of the sought translational friction model during needle insertion.

Assuming a steady-state normal force distribution and introducing a normal force inten-
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Figure 3.2: Macroscopic representation of needle-tissue interaction and involved force components with a fully trapezoidal force intensity distribution.

sity function $f_n(\zeta)$ (force per unit length) along the patch as shown in Fig. 3.2 we have $dF_n(\zeta, t) = dF_n(\zeta) = f_n(\zeta)d\zeta$. Note that the friction force acts on the side wall of the needle shaft in the axial direction while the clamping force is applied in the normal direction. The latter force is the impact of tissue resistance, and is influenced by the incision shape created by the needle tip and its size as well as the tissue elasticity. The cutting force is separately treated as a concentrated load at the tip [9] that is beyond the scope of this discussion. Thus, the tangential friction force is given by

$$F_{friction}(t) = \int_0^{L(t)} \left\{ \sigma_0 z(\zeta, t) + \sigma_1 \frac{\partial z}{\partial \zeta}(\zeta, t) + \sigma_2 v \right\} f_n(\zeta) d\zeta$$

(3.4)

Setting $\frac{dz}{dt}(\zeta, t) = \frac{\partial z}{\partial \zeta} + \frac{\partial z}{\partial t} = \frac{\partial z}{\partial \zeta} v + \frac{\partial z}{\partial t}$ in (3.1) renders the following equation that has to be solved both in time and space to find a closed-form relationship to account for the friction.

$$\frac{\partial z}{\partial \zeta}(\zeta, t) = 1 - \text{sign}(v) \frac{\sigma_0}{g(v)} z - \frac{1}{v} \frac{\partial z}{\partial t}(\zeta, t)$$

(3.5)

Assuming the deflection of the first bristle element to be zero imposes the boundary condition as $z(0, t) = 0$ for $\forall t \geq 0$. In a quasi-static condition where $\frac{\partial z}{\partial t}(\zeta, t) \simeq 0$ within a small enough interval of time, (3.5) is reduced to

$$\frac{\partial z}{\partial \zeta}(\zeta, t) = 1 - \text{sign}(v) \frac{\sigma_0}{g(v)} z \quad \zeta \in (0, L)$$

(3.6)
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The solution of the ordinary differential equation (ODE) defined in (3.6) is expressed as below, and can suitably approximate the solution of the equation introduced in (3.5). It is assumed in (3.6) that the bristles have a faster dynamic response compared to variations of the insertion velocity.

\[ z_{qs} = \frac{g(v)}{\sigma_0} (1 - e^{-\frac{\sigma_0}{g(v)} \zeta}) \text{sign}(v) \quad (3.7) \]

\[ F_{qs} = \int_0^L \left\{ \sigma_0 z_{qs} + \sigma_2 v \right\} f_n(\zeta) d\zeta \quad (3.8) \]

To calculate the steady-state solution defined by (3.8), it is required to know the distribution of the force density function \( f_n(\zeta) \). For the sake of simplicity, the first step is to presume a uniform load intensity where \( f_n(\zeta) = F_n/L \) for \( \zeta \in (0, L) \). Here, \( F_n \) stands for the total normal load along the shaft. This particular choice agrees with the constant estimated force density along the needle shaft reported in [25]. Due to the symmetry resulting from the use of a cone-tip needle, the force peak at the tip that can be attributed to the tissue cutting force [25] is ignored here. Therefore, the quasi-static solution, namely Model I, is expressed as

\[ F_{qs} = \left( \text{sign}(v) g(v) \left[ 1 - \frac{g(v)}{\sigma_0 L} \left( 1 - e^{-\frac{\sigma_0 L}{g(v)}} \right) \right] + \sigma_2 v \right) F_n \quad (3.9) \]

Following this strategy and by fitting the above steady-state representation to experimental data, the unknown parameters except \( \sigma_1 \) can be identified. As another numerical approximation that is proposed at this point, the distributed model introduced by (3.1) agrees with a lumped model assuming that the patch region is not changing with respect to time, or the bristles are moving much faster than the needle itself. A mean friction state is defined as follows [20]:

\[ \tilde{z}(t) = \frac{\int_0^L z(\zeta, t) f_n(\zeta) d\zeta}{F_n} \quad (3.10) \]

where \( F_n = \int_0^L f_n(\zeta) d\zeta \). Following a few algebraic manipulations and applying the chain rule using (3.5) and (3.10) the friction model in terms of \( \tilde{z} \) is given by (3.11). In the following, the first and last terms on the right-hand side of (3.12) represent the effect of the boundary conditions while the term under the integral describes the impact of the lateral
force distribution.

\[
\begin{align*}
\dot{\tilde{z}} &= v - \left(\text{sign}(v)\frac{\sigma_0}{g(v)} - \beta(t)\right)v\tilde{z} \\
F_{\text{friction}}(t) &= F_n(\sigma_0\tilde{z} + \sigma_1\tilde{z} + \sigma_2v)
\end{align*}
\]  

(3.11)

\[
\beta(t) = \frac{1}{F_n}\left(z(0,t)f_n(0) + \int_0^L z(\zeta,t)\frac{\partial f_n(\zeta)}{\partial \zeta}d\zeta\right) - \frac{f_n(L)}{F_n}
\]  

(3.12)

This approximation is called the averaged lumped model. Setting \(\frac{\partial f_n}{\partial \zeta}(\zeta) = 0\) in (3.12) due to the assumption of a uniform load distribution with zero-force boundary conditions, i.e., \(f_n(0) = f_n(L) = 0\), yields \(\beta(t) = 0\). This assumption is borrowed from the fact that a realistic solution, by continuity, provides zero normal force at the boundaries of the contact area. A trapezoidal force profile that fully satisfies these conditions may be a more realistic choice. However, the main reason for setting \(f_n(\zeta)\) to be uniform along the shaft with zero force intensity at the boundaries is to reduce the identification complexity. Thus, we obtain Model II as

\[
\begin{align*}
\dot{\tilde{z}} &= v - \left(\frac{\sigma_0|v|}{g(v)} \right)\tilde{z} \\
F_{\text{friction}}(t) &= F_n(\sigma_0\tilde{z} + \sigma_1\tilde{z} + \sigma_2v)
\end{align*}
\]  

(3.13)

This feasible and dynamic scheme denoted by (3.13) is in fact the conventional point-contact LuGre model, and will be used in the sequel as employed in [22]. However, in order to more precisely incorporate the effect of distributed needle-tissue interaction, and introduce the third friction model, \(\beta\) should not be ignored from the friction calculations. The function \(\beta\) captures the distributed nature of translational friction, and is determined according to the postulated functional form of \(f_n(\zeta)\). Towards this goal, let us assume that \(z(\zeta,t)\) can be decomposed into two time-independent and space-independent components \(\psi(\zeta)\) and \(\phi(t)\), respectively [20]. Hence, \(z(\zeta,t) = \psi(\zeta)\phi(t)\) for \(0 \leq \zeta \leq L(t)\) and \(t \geq 0\), and \(\beta(t)\) is rewritten by replacing \(L\) with \(L(t)\) in (3.12), and applying the zero-force boundary conditions.

\[
\beta(t) = \frac{\int_0^{L(t)} \psi(\zeta)f_n'(\zeta)d\zeta}{\int_0^{L(t)} \psi(\zeta)f_n(\zeta)d\zeta}
\]  

(3.14)

For a trapezoidal distribution that is a realistic assumption, the normal force intensity function can be defined by a set of five parameters, namely \(k_1, k_2, w_1, w_2\) and \(f\) as in (3.15). In case of a symmetrical distribution, we have \(w_1 = w_2 = w\), \(k_1 = f/w\), and \(k_2 = Lf/w\) \((w \neq 0)\) in Fig. 5.1. Note that it is rational to assume that the bristles are gradually deflected along the contact patch. In addition, for the first differential bristle-like element at the skin
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entry point, the amount of deflection is zero as assumed previously.

\[ f_n(\zeta) = \begin{cases} 
  k_1 \zeta & 0 \leq \zeta \leq w_1 \\
  f & w_1 \leq \zeta \leq L(t) - w_2 \\
  -k_1 \zeta + k_2 & L(t) - w_2 \leq \zeta \leq L(t) 
\end{cases} \]  

(3.15)

Thus, \( \psi(\zeta) = \zeta^\lambda \) \( 0 \leq \zeta \leq L(t) \), \( \lambda > 0 \) is a good candidate to represent the deflection function \( \psi \) in (3.14). Next, introducing (3.15) into (3.14) yields the sought function \( \beta(t) \). Thus, \( \beta(t) \) is approximated using either (3.16) or (3.17).

\[ \beta_1(t) \approx \begin{cases} 
  \frac{\lambda+2}{\lambda+1} \frac{1}{L(t)} (\lambda+2) w^\lambda & 0 < L(t) \leq w \\
  (\lambda+2) L(t)^{\lambda+1} - w^{\lambda+1} & L(t) > w 
\end{cases} \]  

(3.16)

\[ \beta_2(t) \approx \begin{cases} 
  -2(\lambda+2)(2^\lambda-1) L(t) & 0 < L(t) \leq 2w \\
  (L(t)-w)^{\lambda+1} + w^{\lambda+1} - L(t)^{\lambda+1} & L(t) > 2w 
\end{cases} \]  

(3.17)

In (3.16), \( w = w_1 \), and \( w_2 \) was set to zero while in (3.17), the function \( f_n \) was assumed to have symmetrical form in which \( w = w_1 = w_2 \). In both cases, at \( t = t_k \), the force intensity profile converts to the trapezoidal functional form from the triangular functional shape as it is for \( t < t_k \). In this setting, the functions \( \beta_1(t) \) and \( \beta_2(t) \) correspond to right and isosceles trapezoids, respectively. Accordingly, Figs. 3.3(a) and 3.3(b) show the transition of the force profiles as the needle is inserted into the tissue. In both figures, the dashed circles represent insertions states. States 1 to 3 associate with the growing triangular forms while state 4 is a boundary state, and state 5 denotes the full trapezoidal shape as \( t > t_k \).

The validity of presuming such force intensity profiles will be investigated later on through experimental work.

Obtaining an explicit expression for the function \( \beta(t) \) enables us to complete the distributed dynamic LuGRe model represented in (3.11), and thereby forming Model III. Model III is an extension of Model II in which \( \beta(t) \) is not zero. It is not difficult to show that (3.14) and therefore (3.16) or (3.17) hold valid for a time-varying insertion velocity. It occurs when the zero-force boundary conditions are satisfied for each differential element at each time instant. Thus, all mathematical terms containing \( \dot{L}(t) \) are set to zero towards deriving the closed-form representation of \( \beta(t) \). This assumption is valid when the bristles have fast
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Figure 3.3: Evolution of the triangular/trapezoidal interaction force distribution associated with: (a) $\beta_1$ in Model III-A, (b) $\beta_2$ in Model III-B.

At this point, the measurement equation expressing the distributed friction is revisited in order to fit it into the new state-space model. Equation (3.4) can be rewritten as

$$F_{friction}(t) = \int_0^{L(t)} \left\{ (\sigma_0 - \frac{\sigma_0 \sigma_1}{g(v)}) z(\zeta, t) - \sigma_1 v \frac{\partial z}{\partial \zeta}(\zeta, t) + (\sigma_1 + \sigma_2) v \right\} f_n(\zeta) d\zeta$$

(3.18)

Knowing that $\int_0^{L(t)} z(\zeta, t) f_n(\zeta) d\zeta = \tilde{z}(t) \times \int_0^{L(t)} f_n(\zeta) d\zeta = \tilde{z}(t) \times F_n$, and applying the zero-force boundary conditions, we obtain the following set of equations for Model III in which $\tilde{x}(t)$ stands for the patch length $L(t)$ that can be time-varying. In the current state-space representation (3.19), labeled henceforth as Model III-B, the $\beta$ function was approximated using $\beta_2$ as in (3.17). A similar structure can be simply obtained by the use of $\beta_1$ (Model III-A).

$$\begin{cases} \dot{x} = v \\ \dot{z} = \begin{cases} v - \frac{\sigma_0}{g(v)} |v| z - \frac{2(\lambda + 2)(2^\lambda - 1)\lambda}{2^\lambda+1 - 1} \frac{1}{\tilde{x}} & 0 < \tilde{x} \leq 2w \\ v - \frac{\sigma_0}{g(v)} |v| z - (\tilde{x} - w)^{\lambda+1} + w^{\lambda+1} - \tilde{x}^{\lambda+1} & \tilde{x} > 2w \end{cases} \\ F_{friction}(t) = f(\tilde{x} - w) \left\{ (1 - \frac{\sigma_1}{g(v)}) \sigma_0 \tilde{z} - \sigma_1 \tilde{z} + (\sigma_1 + \sigma_2) v \right\} \end{cases}$$

(3.19)
3.3 Setup Description

An experimental implementation of the proposed methodology was carried out on the 5-DOF double parallelogram robotic system [23] described in Appendix A. In our test-bed, needle A represents the cannula of an 18GA needle (Cook Medical) while needle B denotes the cannula of a 22GA needle (Covidien). Needle B is more flexible than needle A both of which are with conical tip. Using a compression test [24], Young’s modulus $E$ of an examined phantom was also estimated from the force-deformation mapping of the sample with known geometry. In this test-bed, needle A represents the cannula of an 18GA needle (Cook Medical) while needle B denotes the cannula of a 22GA needle (Covidien). Needle B is more flexible than needle A both of which are with conical tip.

3.4 Experimental Studies

3.4.1 Friction Identification Using an Artificial Phantom

We start validating the proposed friction structure with a detailed description of the artificial phantom study. A similar procedure was applied to organic tissue that will be explained in section 3.4.3. The artificial phantom was made from Gelrite Gellan Gum (Sigma-Aldrich) with two different concentrations in water: 4\% (tissue A, $E=0.11$MPa, less stiff) and 6\% (tissue B, $E=0.16$MPa, more stiff). This powder simulated a uniform elastic environment, and created a watery medium that made the experiments more realistic in terms of the measured force ranges and viscosity.

In order to identify the models’ parameters, the system was excited in the axial direction by applying a low-frequency sinusoidal torque. The frequency and the amplitude of the insertion signal was selected so that it could transition the system from the pre-sliding to the sliding phase and vice versa. The proper selection required a few trials and errors. We examined a translational motion profile whose maximum amplitude ($d_{in}$) lied between 10mm and 50mm and its frequency ($f_{in}$) ranged from 0.02Hz to 0.2Hz. In this setting, $\gamma$ was assumed to be 1 in (3.2), and without loss of generality, $F_n$ was set to 1.

For identification, the needle was inserted from one side into the phantom so that the tip was placed 5cm outside of the tissue. Each artificial phantom with a known thickness
Figure 3.4: Needle insertion profiles: (a) periodic insertion profile for friction identification, (b) cyclic insertion profiles for friction estimation.

(w=76mm) was placed into a container and clamped such that the bottom of the tissue was rigidly fixed (see Fig. 3.4). The insertion height was approximately adjusted to 30mm, while the phantoms were fabricated at the total height of 60mm. In the identification test shown in Fig. 3.4(a), the tip is not cutting the tissue and there exists a constant amount of tissue in contact with the needle shaft. Fig. 3.4(b) in addition corresponds to the prediction test in which the needle tip is initially placed in a middle point inside the phantom. It will be later on revisited in section 3.4.2.

The total axial force ($F_z$) measured by the F/T sensor is expressed as the sum of inertial and interaction forces. The interaction force is composed of a cutting force at the tip and distributed friction along the needle. The estimated acceleration profile ($a$) and mass of each needle plus its holder ($m$) are known. The mass values for the 18GA and 22GA needles were measured to be 44.058g and 13.128g, respectively. Thus, according to the reference frames of the force sensor and the robot’s end-effector expressed in Fig. 3.4, we have $F_{interaction} = F_z(measured) + ma$.

Note that clinical insertion rates are usually kept low (less than 10mm/s [25]) mainly due to safety considerations. One practical issue of applying low velocities and accelerations is that ordinary differentiation to compute joint velocities from encoder readings leads to high computational noise. Thus, to reduce this noise which can become dominant, a high-gain observer has been implemented to estimate the velocity from the encoder measurements. The details of observation and velocity estimation have been discussed in [26] where we took advantage of dynamic observation to compensate for soft tissue motion during fric-
tion identification. Needle-tissue relative velocity compensation is essential particularly in highly deformable tissue (section 3.4.3) since frictional effects in general depend on the relative velocity between moving contacts.

Having obtained a friction-velocity cycle, the parameters of the models proposed in the previous section can be identified. Due to the additional term $\beta(t)$ in the equations, many of existing adaptive or advanced friction identification techniques [22] are not applicable here. Hence, we employed MATLAB® built-in functions and system identification toolbox to find the unknown parameters of each introduced model. In brief, each structure, i.e., Models I, II, and III, was defined as a nonlinear state-space grey-box model. The specified object then underwent parameter estimation using an iterative prediction-error minimizer, and an adaptive Gauss-Newton search method.

Initially, a sensitivity test was performed. Four values were selected for $\lambda$, and Model III was identified in each case for $w=2.5$mm. Fig. 3.5(a) compares the outcome of each parameter selection for Model III-B. According to this research, it is likely that by optimizing Model III in terms of $\lambda$ over the entire range of $[0.5, 5]$, friction estimation can be improved further. For the sake of brevity, this task is omitted from this chapter and will be reported in a future publication. Henceforth, it is assumed that this tuning parameter is selected from the set $\{0.5, 2.5, 1.5, 5\}$ such that the estimation error is minimized. In Fig. 3.5(a), the best performance was achieved by setting $\lambda$ to 5. In addition, Model III-A mimicked a very identical performance but with a different selection for $\lambda$; thus, it has been ignored from presentation in this section. However, in section 3.4.2 when the inserted length of the needle changes with the passage of time, Model III-A will be assessed further.

Table 3.1 defines the test conditions of four studied cases, and Figs. 3.5(b)-3.5(c) present two estimated friction-velocity mappings using the introduced LuGre-based techniques. For comparison, the modified Karnopp model was also implemented [9]. Briefly, this static benchmark includes only viscous and Coulomb terms whose corresponding coefficients were estimated by a simple least-squares method. We studied the logged data over four periodic cycles, and repeated each test as described at four different insertion points. The plots show that Models II and III are capable of capturing the dynamic behavior of friction including the Stribeck effect and the hysteresis loop as opposed to the Karnopp model and Model I. Note that the inset subplots in the graphs are the magnified versions of the original plots in the region of the origin in order to better visualize the data. Tables 3.2-3.4 summarize the estimated parameters. The reported results are the averaged values
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Figure 3.5: (a) Identified and experimental friction-velocity cycle: Model III-B with variable $\lambda$, needle A/tissue A, $f_{in}=0.05\text{Hz}$, and $d_{in}=25\text{mm}$, (b) Identified and experimental friction-velocity cycle in case 2, (c) Identified and experimental friction-velocity cycle in case 4.
Table 3.1: Test Conditions of Four Case Studies

<table>
<thead>
<tr>
<th></th>
<th>case 1</th>
<th>case 2</th>
<th>case 3</th>
<th>case 4</th>
</tr>
</thead>
<tbody>
<tr>
<td>( f_{in} ) (Hz)</td>
<td>0.05</td>
<td>0.08</td>
<td>0.02</td>
<td>0.05</td>
</tr>
<tr>
<td>( d_{in} ) (mm)</td>
<td>25</td>
<td>25</td>
<td>45</td>
<td>45</td>
</tr>
<tr>
<td>needle/tissue combination</td>
<td>needle A + tissue A</td>
<td>needle B + tissue A</td>
<td>needle A + tissue B</td>
<td>needle B + tissue B</td>
</tr>
</tbody>
</table>

Table 3.2: Estimated Parameters of Model I

<table>
<thead>
<tr>
<th></th>
<th>case 1</th>
<th>case 2</th>
<th>case 3</th>
<th>case 4</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \sigma_0 )</td>
<td>1.272±0.338</td>
<td>0.616±0.098</td>
<td>1.903±0.125</td>
<td>0.812±0.044</td>
</tr>
<tr>
<td>( \sigma_1 )</td>
<td>0.017±0.005</td>
<td>0.015±0.002</td>
<td>0.011±0.002</td>
<td>0.030±0.003</td>
</tr>
<tr>
<td>( \mu_c )</td>
<td>0.711±0.116</td>
<td>0.338±0.148</td>
<td>0.715±0.090</td>
<td>0.653±0.055</td>
</tr>
<tr>
<td>( \mu_s )</td>
<td>0.044±0.011</td>
<td>0.024±0.003</td>
<td>0.055±0.003</td>
<td>0.058±0.009</td>
</tr>
<tr>
<td>( \alpha )</td>
<td>0.081±0.007</td>
<td>0.077±0.024</td>
<td>0.121±0.018</td>
<td>0.073±0.010</td>
</tr>
</tbody>
</table>

Table 3.3: Estimated Parameters of Model II

<table>
<thead>
<tr>
<th></th>
<th>case 1</th>
<th>case 2</th>
<th>case 3</th>
<th>case 4</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \sigma_0 )</td>
<td>1.344±0.214</td>
<td>0.592±0.224</td>
<td>1.877±0.104</td>
<td>0.813±0.132</td>
</tr>
<tr>
<td>( \sigma_1 )</td>
<td>0.463±0.013</td>
<td>0.239±0.055</td>
<td>0.686±0.045</td>
<td>0.312±0.037</td>
</tr>
<tr>
<td>( \sigma_2 )</td>
<td>0.016±0.003</td>
<td>0.012±0.002</td>
<td>0.011±0.000</td>
<td>0.031±0.002</td>
</tr>
<tr>
<td>( \mu_c )</td>
<td>0.735±0.087</td>
<td>0.448±0.082</td>
<td>0.669±0.073</td>
<td>0.633±0.029</td>
</tr>
<tr>
<td>( \mu_s )</td>
<td>0.034±0.004</td>
<td>0.017±0.001</td>
<td>0.046±0.003</td>
<td>0.050±0.007</td>
</tr>
<tr>
<td>( \alpha )</td>
<td>0.092±0.007</td>
<td>0.076±0.014</td>
<td>0.113±0.021</td>
<td>0.074±0.002</td>
</tr>
</tbody>
</table>

expressed as mean ± standard deviation (\( \sigma \)). By comparison, the parameter \( \sigma_0 \) had the most inconsistency. Estimation of \( \mu_c \) could exhibit a similar behavior depending on the insertion profile and the employed needle-tissue combination.

Table 3.5 lists the root mean squared error (RMSE) values of friction estimation in the four considered cases. To further assess the performance of each model, RMSE values were separately evaluated in two ranges of insertion velocities labeled low and high range. The low range was associated with the velocities whose absolute values lied in the interval \([0, 0.5v_{max}]\) while the high range covered the interval \([0.5v_{max}, v_{max}]\). Here, \( v_{max} \) denotes the maximum insertion velocity of each motion profile. It is emphasized again that in each experiment, Model III should be optimized in advance in terms of the parameter \( \lambda \). We defined the same RMSE value as the objective function, and examined the four quantities
### Table 3.4: Estimated Parameters of Model III-B

<table>
<thead>
<tr>
<th>case</th>
<th>σ₀</th>
<th>σ₁</th>
<th>σ₂</th>
<th>µₐ</th>
<th>α</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1.203±0.157</td>
<td>0.374±0.017</td>
<td>0.014±0.004</td>
<td>0.788±0.149</td>
<td>0.088±0.010</td>
</tr>
<tr>
<td>2</td>
<td>0.559±0.266</td>
<td>0.255±0.063</td>
<td>0.012±0.001</td>
<td>0.450±0.028</td>
<td>0.074±0.006</td>
</tr>
<tr>
<td>3</td>
<td>1.818±0.143</td>
<td>0.581±0.046</td>
<td>0.010±0.002</td>
<td>0.667±0.014</td>
<td>0.135±0.006</td>
</tr>
<tr>
<td>4</td>
<td>0.763±0.092</td>
<td>0.287±0.030</td>
<td>0.028±0.001</td>
<td>0.744±0.026</td>
<td>0.072±0.005</td>
</tr>
</tbody>
</table>

### Table 3.5: Averaged RMSE of Friction Force Estimation (mN)

<table>
<thead>
<tr>
<th></th>
<th>Total</th>
<th>Low range</th>
<th>High range</th>
</tr>
</thead>
<tbody>
<tr>
<td>case 1</td>
<td>case 2</td>
<td>case 3</td>
<td>case 4</td>
</tr>
<tr>
<td>Model I</td>
<td>29.7</td>
<td>23.1</td>
<td>27.0</td>
</tr>
<tr>
<td>Model II</td>
<td>19.6</td>
<td>14.5</td>
<td>19.2</td>
</tr>
<tr>
<td>Model III-B</td>
<td>17.9</td>
<td>13.3</td>
<td>15.8</td>
</tr>
<tr>
<td>Karnopp Model</td>
<td>28.2</td>
<td>22.9</td>
<td>21.8</td>
</tr>
</tbody>
</table>

In each case study to select the best λ value.

In general, the dynamic structures, e.g., Models II and III, outperformed the static models. By comparison, the Karnopp model showed better overall performance than Model I which was the static version of the LuGre model. Nevertheless, Model I provided a slightly better prediction for the low range velocities in cases 1, 2, and 4. Model I also exhibited an exponential growth of error in terms of velocity that was more apparent in Fig. 3.5(c) (for \( v \leq -10 \text{mm/s} \)). At higher velocities, Model III-B performed better in contrast to Model II, and surprisingly, the Karnopp model outperformed Model II in cases 3 and 4 (the second half of Table 3.5). Considering all the models and cases studied, Model III-B excelled overall as shown. This suggests that the isosceles trapezoidal force density function in needle insertion serves better than the right trapezoidal density assumption. To remind, see Fig. 3.3. However, in the vicinity of zero velocity, Model II depicted the friction loop the best in case studies 1 and 4 according to the low-range error values reported in Table 3.5. This better accuracy originates from the faster transient response provided by Model II that is visible in the upper-left graph in Fig. 3.5(c).

In the observations, unexpected fluctuations in the empirical data should not come as a surprise. In practice, it was not easy to fabricate a completely homogeneous phantom using Gellan gum, and air bubbles spread over the volume of the phantom prevented the
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Table 3.6: Averaged RMSE of Friction Force Prediction (mN)

<table>
<thead>
<tr>
<th></th>
<th>solid profile</th>
<th>dashed profile</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>case 1</td>
<td>case 2</td>
</tr>
<tr>
<td>Model I</td>
<td>79.0</td>
<td>68.9</td>
</tr>
<tr>
<td>Model II</td>
<td>73.1</td>
<td>67.0</td>
</tr>
<tr>
<td>Model III-A</td>
<td>39.2</td>
<td>31.5</td>
</tr>
<tr>
<td>Model III-B</td>
<td>41.9</td>
<td>22.8</td>
</tr>
</tbody>
</table>

medium from being fully uniform.

3.4.2 Friction Prediction and Cutting Force Estimation

Having identified the models, the estimated parametric values (specified in Tables 3.2, 3.3, 3.4) were fed into the selected lumped or distributed model in order to predict the friction force along the time-varying insertion length. In this experiment, the needle tip was initially placed inside the phantom so that \( L_0 = 0.5w = 38 \text{mm} \) (see Fig. 3.4(b)). In the first motion profile illustrated by a solid line, the needle was inserted until it approached the left wall of the container and then it was retracted towards the right wall. In the second profile denoted by a dashed line in the same plot, the tip motion had an opposite periodic sequence. To conduct the experiments, needle B was inserted into tissue A and tissue B respectively at the rates of 0.05 Hz and 0.08 Hz (\( d_{in} = 25 \text{mm} \)). Here, they are referred to as cases 1 and 2. Testing other combinations was possible, but without loss of generality, we limited the observations to only two case studies. Fig. 3.6 compares the measured interaction force with the predicted friction forces in the second case study, and Table 3.6 reports the numerical results in which major cutting was excluded from RMSE calculations.

Generally speaking, the cutting mechanism, as the most obvious non-frictional behavior during needle insertion, has not been well formulated heretofore. The cutting force at the needle tip (Fig. 5.1) is influenced by complex factors, e.g., tip shape and tissue properties, in practice. As mentioned before, the measured axial force denotes the summation of friction, cutting force, and inertial effect meaning that we can estimate the cutting force if the frictional effects are accurately modeled. Thus, as a potential advantage of the proposed scheme, the cutting force can be simply obtained by deducting the estimated friction and inertial term from the totally measured interaction force.
In the experiments carried out in section 3.4.1, the needle tip protruded from the tissue container hence no major cutting was present. This is not the case here since the tip cuts the tissue during the first cycle(s) of penetration. Referring to Fig. 3.6(a), within the very first seconds of motion, cutting occurred which was indicated by the major cutting regions. Substantial cutting also existed in the second profile as highlighted before 10s during needle penetration into fresh tissue. According to Fig. 3.6(a), minor cutting as a result of unpredicted needle-tissue interaction was found to be present in the third and fourth negative lobes of insertion. Here, due to the tip shape, needle deflection was small, and could be ignored from calculations as we have done. However, the slight bending that was not easy to predict caused the needle to cut fresh tissue. Consequently, an extra cutting force with a random pattern was introduced during the periodic insertion phase denoted by minor cutting in Fig. 3.6. Herein, the force prediction error can be mainly attributed to the cutting effect.
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From the graphs, it is evident that the distributed solution, i.e., Model III, exhibits reasonably accurate results. Both versions of this model maintained close levels of accuracy albeit version B performed slightly better. Another observation was the inability of the lumped version (Model II) to provide a good friction tracking while its accuracy was unexpectedly as low as the static structure (Model I). Model II presented a good estimation of the friction loop in section 3.4.1. However, lack of an explicit term of the time-varying inserted length in (3.13) turned out to degrade accuracy here. It is worth noting that some of the conditions applied for the ease of implementation, e.g., the simplified boundary conditions introduced in section 3.2 make a perfect match impossible. This suggests that $f_n(\zeta)$ or $\psi(\zeta)$ may have complex functional shapes in reality that need further investigation.

3.4.3 Friction Identification in Organic Tissues

Living tissues exhibit complex behaviors. In section 3.4.1 due to the relative rigidity of the employed sample, tissue motion was negligible. However, organic tissues are expected to deform substantially. The mechanism introduced in [26] was employed in this chapter to compensate for the relative velocity between a moving needle and deformable tissue. This technique allows us to formulate translational friction with respect to the insertion rate without imposing further complexities in tracking the entire soft tissue motion. For more details, refer to [26].

We repeated a similar set of experiments using gelatin samples of differing concentrations (4%-8%). Gelatin is an organic artificial substance whose main ingredients are bone and pig skin. Compared to the Gellan gum, the gelatin-made phantom deformed considerably, and exhibited a smoother force pattern with a negligible Stribeck effect. By tuning the slow observer introduced in [26], the distributed friction in 5% gelatin ($E=5.57$ kPa) was successfully predicted as illustrated in Figs. 3.7(a)-(b). At the next stage, beef liver was examined. The liver was the least stiff tissue ($E=1.89$ kPa) in the experiments, and deformed the most. In this case, it was observed that the dynamics of tissue relaxation and friction mixed together lead to a wide force-velocity mapping; thus, a very slow velocity observer was employed to track the tissue motion. Figs. 3.7(c)-(d) show the measured and the estimated loops in terms of the estimated needle velocity and the estimated needle-tissue relative velocity in a studied case. Accordingly, in beef liver, the friction force in terms of needle-tissue relative velocity could be represented approximately by a single viscous term.
3.4. EXPERIMENTAL STUDIES

Figure 3.7: Experimental and identified cycles: (a) reconstructed friction versus needle insertion velocity using needle A/gelatin (5% concentration), $f_{in}=0.1\,Hz$, and $d_{in}=40\,mm$, (b) friction versus needle-tissue relative velocity using needle A/gelatin (5% concentration), $f_{in}=0.1\,Hz$, and $d_{in}=40\,mm$, (c) reconstructed friction versus needle insertion velocity using needle A/beef liver, $f_{in}=0.1\,Hz$, and $d_{in}=25\,mm$, (d) friction versus needle-tissue relative velocity using needle A/beef liver, $f_{in}=0.1\,Hz$, and $d_{in}=25\,mm$.

whereas the hysteresis was found to be substantial with respect to the needle velocity. The Stribeck effect was also absent which may stem from the internal lubrication of the organ due to blood. In addition, one foreseeable observation in the recent experiment was the high variations in the force patterns acquired at different insertion paths. This fact originated from tissue inhomogeneity. Consequently, standard deviation values of the estimated parameters were relatively large; however, the suggested approach yielded good results at a wide range of insertion frequencies and amplitudes. Due to space limitations, only one set of results is reported here.

We also performed extensive ex-vivo experiments on other animal tissues. In each case, tissue membrane and fat layers were initially removed. Fresh muscle including chicken breast, beef, and pig ham produced identical force-velocity loops whose dynamics differed
from the cycles generated by the LuGre model(s). For example, in extended experiments on these three types of muscle tissue, it was observed that the equivalent Stribeck effect appeared very slowly, and viscous damping turned out to be negative (or zero) that were not justifiable by conventional friction theories. This suggests that mechanics of translational friction in muscle-like materials deserves more theoretical work. It is likely that we need to look at the problem at a molecular level in order to identify and then classify the structural components of a specific type of organic tissue. This is a challenging area in materials science and demands further study. Guidelines provided in [27, 28] can be helpful since tissue inhomogeneity and nonlinearity contribute to greater complexity in analyzing of living tissue. The case studies presented in this work showed how the proposed approach can accommodate and deal with a wide range of friction dynamics in needle-tissue interaction without excessive complexity.

3.5 Concluding Remarks and Future Work

This chapter presented a sophisticated approach to study and model features of translational friction during needle-tissue interaction. The interaction between the needle and soft tissue comprises frictional effects, and exhibits hysteresis loops. We showed that static friction mappings were inadequate for describing the existing transient nature. On the other hand, the proposed family of single-state dynamic models as alternatives were capable of rendering the dynamics of the distributed friction along the needle shaft. In practice, they performed well in a number of organic and artificial phantoms, e.g., agar, gelatin, and beef liver, while preserving favorable static and dynamic properties. The proposed models were developed by extending the well-known LuGre point friction model to the case of a moving contact patch along the insertion depth. Overall, the close match between the measured and the estimated friction forces presented in this chapter proved the capability of the suggested approach to mimic friction complexities. Furthermore, the proposed structure facilitated approximating the cutting force in an intraoperative manner.

In this study, due to the shape of the needle tip, bending was negligible, but future work will explore the effect of the distributed friction on bending dynamics of a bevel-tip needle. Friction modeling is believed to be a crucial step towards automating needle guidance in live tissues, and the method developed in this chapter enable us to refine the beam-based deflection models in which full frictional effects are ignored [2]. Although not very accu-
rate, these static models are widely exploited for the purpose of steering \([3-5]\) due to their simplicity and computational efficiency. In order to steer a flexible needle, clinicians will likely have to slow down the insertion and rotate the needle with variable insertion rates before further actions. Thus, path deviation as a result of unmodeled friction can cause planning inaccuracy. Related research is reported in \([6]\) in which only the viscous term was accounted for in needle deflection.

In the experiments conducted, the frictional effects during needle insertion were found to be considerable. Furthermore, significant differences were observed between the phantoms either artificial or organic. Considering these empirical observations, exploring a new artificial phantom as a mixture of chemicals that produces a more realistic force pattern would be of value. It will certainly ease and accelerate the process of developing new modeling and guidance mechanisms in interventional procedures. As is obvious, managing experiments on animal organs under controlled or repeatable conditions is challenging and requires addressing practical issues including (1) storage and contamination; (2) precise cutting and fitting the sample into its container, and (3) tissue immobilization. That is why artificial phantoms are usually preferred as the very first steps in validating a new approach. An ideal artificial phantom is expected to preserve the typical range of elasticity, viscosity and tissue deformation of living tissues as well as replicating its force-velocity dynamics. Another aspect of future work involves validation of the results using other animal organs such as lung and kidney. In the case of inhomogeneous phantoms, the dynamics of tissue puncture may have considerable effect on the entire needle-tissue interaction, especially for multi-layer tissue. This also requires further in-depth investigation.
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Chapter 4

Compensation for the Relative Velocity between Needle and Soft Tissue for Friction Modeling in Needle Insertion

The material presented in this chapter has been published in the Proceedings of the 34th Annual International Conference of the IEEE Engineering in Medicine and Biology Society (EMBS), pp. 960-963, USA, 2012.

4.1 Introduction and Related Work

Flexible needles have the potential to provide dexterous and precise targeting for percutaneous interventions while reducing the patient’s suffering and trauma. However, erroneous needle guidance mitigates the effectiveness of the planned therapy or diagnosis. Much of research on needle insertion has focused on surgical simulation [1,2], although needle guidance in the contexts of robot-assisted needle insertion has been rapidly growing [3-5]. While not fully investigating robustness issues, a significant body of work exists on controlling bevel-tip steerable needles using ideal kinematic models [4,5]. Accordingly, a...
steerable needle is controlled from its base through sequential insertion and rotation actions.

The needle itself can be considered as a flexible structure whose shape is determined by needle-tissue interaction forces. Modeling of these forces is challenging, and there has been extensive research work on characterization of the interaction behavior. Using various needle geometries, the complexity and variability of needle response once it is inserted into biological tissues was shown in [6].

Note that the surrounding environment in the needle insertion problem is subject to deformation. Tissue motion is essential in force studies and especially in friction modeling. This is the main focus of the current chapter. The approaches reported in the literature for tissue tracking are mostly employed to construct surgical simulators primarily using finite element analysis. Applying this method, X-ray opaque markers were placed at several layers of a silicone gel phantom, and real-time images were captured in indentation tests [2]. Tracking the 2D motion of embedded markers by a CMOS camera, DiMaio and Salcudean [7] modeled force distribution along the needle shaft. Crouch et al. [8] also addressed the velocity-dependency of force profile in transparent silicone gel. In their work, force-displacement data were acquired using multiple layers of fiducial markers whose 3D positions were captured by two digital cameras. Dehghan et al. [9] proposed an experimental technique to build a prostate brachytherapy simulator in which B-mode ultrasound images and radio-frequency (RF) signals were used to measure tissue displacement. In another study to characterize needle-tissue interaction, Hing et al. [10] tracked implanted fiducial beads in tissue using a dual C-arm fluoroscopy. In a different application to model friction, a CCD camera was used to track a single marker attached near the needle-tissue contact point, and then the Karnopp friction model was implemented [11]. In this work, relative inaccuracy and high variance of the estimated parameters can be attributed to the low resolution of the acquired images as well as the camera’s low update rate. In an early study on force modeling and identification in needle insertion, Okamura et al. [12] distinguished frictional effects using fluoroscopic images and manual segmentation. However, they did not include tissue displacement in their force model.

The current work is in line with former studies to find an analytical and feasible representation of needle-tissue interaction and particularly friction. We addressed friction and associated issues in [13] in which tissue motion was not considered due to relative rigidity of the examined sample. However, in clinical procedures, living tissues are expected
4.2. ESTIMATION OF TISSUE MOTION FOR RECONSTRUCTING
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to deform depending upon the insertion rate and needle type. Thus, soft tissue deformation
should be accounted for in friction modeling. Towards this goal, we will analyze tissue
motion during needle insertion, and present a functional routine so that the previously de-
veloped friction structure [13] can mimic the dynamic nature of translational friction in the
presence of tissue deformation.

The rest of this chapter is organized as follows. Section [4.2] introduces the proposed vel-
city filtering scheme. Section [4.3] presents experimental results, and section [4.4] summarizes
the chapter with conclusions and suggestions for future work.

4.2 Estimation of Tissue Motion for Reconstructing Friction-
Velocity Loop

We have built this work on a previous friction analysis introduced in Chapter [3] to deal with
significant tissue deformation. Mathematical details and the employed procedure regarding
the friction model were introduced in [13]. In brief, this LuGre-based scheme is capable of
mimicking standard features of the friction phenomenon in solid contacts including viscous
friction, hysteresis, and the Stribeck effect. One crucial observation in the extended tests
was that this structure could not tolerate tissue deformation, thus was unable to represent
the wide hysteresis loop around the origin in the force-velocity cycle. This discrepancy is
studied and compensated for in this study.

Note that clinical insertion rates are usually kept low mainly due to safety concerns. One
practical issue of applying a low-velocity or low-acceleration profile in feedback control
is that ordinary differentiation to compute joint velocities from encoder readings leads to
large amounts of computational noise. Thus, to reduce the noise perturbation that can be
dominant, a high-gain observer is implemented to estimate the velocity from the encoder
measurements. We will benefit from this feature in order to estimate needle-tissue relative
motion. Let us denote the joint angle as $\theta$ and the corresponding joint velocity as $\omega$. The
estimated values are, therefore, recursively obtained in joint space using (4.1) in which $i$
and $T$ are respectively the sampling instant and the sampling time [14].

$$
\begin{align*}
\tilde{\theta}(t_i) &= \frac{\tilde{\theta}(t_{i-1}) + \epsilon T \tilde{\omega}(t_{i-1}) + \alpha_1 T \theta(t_i)}{\epsilon + \alpha_1 T} \\
\tilde{\omega}(t_i) &= \tilde{\omega}(t_{i-1}) + \frac{\alpha_2 T}{\epsilon} (\theta(t_i) - \tilde{\theta}(t_i))
\end{align*}
$$ (4.1)
4.2. ESTIMATION OF TISSUE MOTION FOR RECONSTRUCTING
FRICITION VELOCITY LOOP

In (4.1), $\alpha_1$ and $\alpha_2$ are chosen such that $H(s) = s^2 + \alpha_1 s + \alpha_2$ is a Hurwitz polynomial, and $\epsilon$ is set to be 1. In this system, $\bar{\omega}$ can be replaced with $kv$ where $v$ is the estimated velocity of the robot’s distal assembly, and $k$ is a constant value [15]. Thus, using the Z-transform, $V(z)$ is expressed as $V(z) = \psi(z; \alpha_1, \alpha_2) \Theta(z)$ where $\psi$ is the discrete transfer function of the observer dynamics in (4.1).

$$\psi(z; \alpha_1, \alpha_2) = \frac{\alpha_2 T z(z - 1)}{(\epsilon + \alpha_1 T) z^2 + (\alpha_2 T^2 - \alpha_1 T - 2 \epsilon) z + \epsilon}$$ (4.2)

The following strategy is proposed to be combined with the LuGre-based friction model. This simple technique allows us to formulate translational friction in terms of the insertion rate, and include the effect of relative tissue motion. Note that friction effects in general depend on the relative velocity between moving contacts. That is why applying the LuGre model directly to the insertion force and needle velocity information does not generate an acceptable solution. For example, it cannot represent the existing wide gap around the origin that stems from soft tissue motion. Hence, we require estimation of needle-tissue relative velocity.

Here is the suggested refiltering routine: At first, the original force-velocity loop in terms of $v_f$ is projected to a new space versus $v_s$ using a slow observer. $v_f$ is the outcome of the observation using the vector $p_f = [\alpha_{1f}, \alpha_{2f}]^T$ that defines a fast observer to track the needle. 

![Figure 4.1: The 5-DOF robotic system and embedded EM tracker sensors for needle insertion/steering.](image-url)
4.3. EXPERIMENTAL VALIDATION

4.3.1 Setup Description

An experimental implementation of the proposed approach was carried out on the double parallelogram robotic system [15] described in Appendix A (see Fig. 4.1). In the experiments, force data are acquired at the rate of 200Hz while the EM tracker is updated at the rate of 40Hz. Note that the EM tracker is used to evaluate the motion estimation technique.

4.3.2 Experiments and Results

We conducted multiple insertions using a standard 18GA prostate brachytherapy needle (Bard Medical). Validation was performed on the following artificial phantoms: 1) gelatin, 5% concentration, 2) Gelrite Gellan Gum (Sigma-Aldrich), 2% concentration in water. These phantoms simulate an elastic environment. However, gelatin is expected to replicate pure biological tissues better than the Gellan gum since it is an organic artificial material whose main ingredients are bone and skin of pig.

Each tissue sample was placed into a container and clamped such that the bottom of the tissue was rigidly fixed, leaving the sides free to move and unobstructed for needle insertion. Three sensor coils were manually embedded in each phantom at equal vertical distances.

Let $v_s$ denote the relative velocity of the moving needle with respect to the deformed tissue. The parameter $p_s = [\alpha_{1s}, \alpha_{2s}]^T$ defining the slow observer is chosen such that the converted empirical friction-velocity loop in the $v_s$ domain is centered around the origin. The relationship between $v_f$ and $v_s$ is denoted by (4.3). Note that tuning the second observer requires a few attempts, but it is an easy task. Then, the LuGre-based structure is built based on the transformed force-velocity cycle using $v_s$ and the measured force signals. Finally, the sought force-velocity mapping in the $v_f$ domain is reconstructed taking the inverse Z-transform indicated by (4.3), and projecting the outcome of the LuGre model to the original force-velocity space.

\[
\Theta(z) = \frac{V_f(z)}{\Psi(z; p_f)} = \frac{V_s(z)}{\Psi(z; p_s)} \Rightarrow v_f(t_i) = Z^{-1}\left\{V_s(z)\frac{\Psi(z; p_f)}{\Psi(z; p_s)}\right\}
\] (4.3)
from the needle shaft (see Fig. 4.2). In this configuration, sensors 1 and 2 were located very close to the entry and exit points of the needle, and sensor 3 was placed 10mm deeper inside soft tissue compared to sensor 2. The height parameter $\tilde{h}$ was initially adjusted to 50mm, while the phantom was fabricated at the total height of 60mm. A sinusoidal trajectory was applied to insert and withdraw the needle. The amplitude and frequency of this reference signal were set to 40mm and 0.1Hz, respectively; however, this selection was a matter of a few tests to get an initial insight into needle-tissue interaction. The acquired signals were studied over 4 periodic cycles, and using Kalman filtering, the axial velocity of each embedded sensor was extracted from displacement readings. Henceforth, tissue displacements and insertion forces are respectively expressed in the $z$-direction of the tip and the base frames marked by $\star$ and $\boxplus$ signs in Fig. 4.2. In addition, we assumed for simplicity that both observers were critically damped systems, i.e., $\alpha_{f} = \alpha_{1f} / 4$ and $\alpha_{s} = \alpha_{1s} / 4$.

Applying the procedure introduced in section 4.2, the loops shown in Fig. 4.3 were obtained in gelatin. Initially, by trial and error and setting $\alpha_{1s}$ to 9, the first empirical loop in Fig. 4.3(a) was transformed to the one in Fig. 4.3(b). The LuGre friction model was then identified using the converted loop, and the model’s output was mapped to the first space afterwards. To validate whether $v_{s}$ was a good estimate of needle-tissue relative velocity, let us focus on the EM tracker measurements in the next plots. Fig. 4.4(a) presents the measured tissue displacement at sensor locations, and Fig. 4.4(b) demonstrates tissue velocity at those points. Repeating the experiments at a number of different insertion points, sensors 2 and 3 reported the minimum and maximum amount of displacement, respectively, while
sensor 2 recorded the slowest tissue motion. This observation suggested that soft tissue did not deform uniformly along the insertion path. The next subgraph, Fig. 4.4(c), displays all velocity components in this problem including needle velocity \( v_f \), needle-tissue relative velocity \( v_s \) estimated by the tuned slow observer, and needle-tissue relative velocity approximated from EM tracker measurements that could be defined as \( v_{\text{comp},i} = v_f - v_i \) where \( v_i \) is the estimated velocity of each sensor (\( 1 \leq i \leq 3 \)). Presented results confirm that there exists a close agreement between \( v_s \) and the actual velocities provided by each EM tracker sensor. Throughout these experiments, the best match was found between \( v_s \) and \( v_{\text{comp},3} \).

In an extended test, insertions were performed at a lower level so \( \tilde{h} \) was readjusted to 40mm. As expected, deformation magnitude reduced since the insertion path shifted down towards the firmly fixed edges of tissue container; however, the tracking procedure performed well to capture the needle-tissue relative velocity and frictional effects. Due to the complexity of the trends in general, investigating the practical impacts of incision location and tissue boundary conditions on interaction dynamics will be considered for future work. It is observed in Fig. 4.2 that tissue attachments at the walls on the both sides of the container are not identical; so it is expected that sensors 1 and 2 would experience different deformations (see Fig. 4.4(a)).

In the next step, an agar phantom was tested. Due to the rigidity of agar in comparison to gelatin, in this case the sample was only slightly deformed. Thus, as a result of limited measurement accuracy, it was impossible to evaluate the precision of tissue motion estima-
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Figure 4.4: (a) Relative displacements with respect to initial condition in gelatin (b) estimated tissue axial velocity at sensor locations (c) approximated needle insertion rate and needle-tissue relative velocities extracted from the friction test and sensory measurements ($\tilde{h} = 50$ mm).

Figure 4.4: (a) Relative displacements with respect to initial condition in gelatin (b) estimated tissue axial velocity at sensor locations (c) approximated needle insertion rate and needle-tissue relative velocities extracted from the friction test and sensory measurements ($\tilde{h} = 50$ mm).

tion using the EM tracker. Nevertheless, the method performed well in practice. Fig. 4.5 shows the estimated friction in the agar test in which tissue relative motion was compensated by setting $\alpha_{1s} = 22$ in the slow observer. As can be seen, the distributed friction was accurately predicted using the proposed mechanism. Due to space limitations, only this graph is included here.

Finally, to make a frequency-domain analysis, let us revisit $H(z) = \frac{\Psi(z; p_f)}{\Psi(z; p_s)}$ in \((4.3)\) where $p_f$ was set to $[40, 400]^T$ and $p_s = f(\alpha_{1s})$ was subject to change depending on tissue properties. Fig. 4.6 shows the Bode plots of the transfer function $H$ for three values of $\alpha_{1s}$ parameter. As shown, a smaller $\alpha_{1s}$ value, which is associated with a more deformable soft material, results in a higher amplitude attenuation as well as a greater phase lag with respect to the needle velocity. In this case, at $f_{in} = 0.1$ Hz (excitation frequency) in gelatin where $\alpha_{1s} = 9$, \(\ldots\)
Figure 4.5: Experimental and identified friction-velocity cycle with needle-tissue motion compensation in agar versus (a) \( v_f \) (b) \( v_s \) using \( p_f = [40, 400]^T \) and \( p_s = [22, 121]^T \) (\( h = 50 \text{mm} \)).

Figure 4.6: Bode plots of \( H(z) \): (a) magnitude (b) phase.

signal attenuation and phase delay were respectively obtained as 1.67\% and 12.36\°. These quantities for the agar phantom were 0.19\% and 2.99\°, respectively. Note that based on Fig. 4.4(c), \( v_{comp,3} \) lagged \( v_f \) by approximately 10.13\°, implying that the key to accounting for tissue motion is to model and later introduce this phase delay into the reference velocity signal as we have done in this study.

### 4.4 Conclusions and Future Work

The main advantage of the proposed velocity estimator is its simplicity while preserving accuracy. This velocity observer now in conjunction with the previously developed friction
4.4. CONCLUSIONS AND FUTURE WORK

model can accommodate soft-tissue deformation. Thus, the entire scheme is more general and applicable to various needle-tissue combinations without excessive complexity or cost. In this application, no image-based technique was utilized; thus, imaging challenges, e.g., segmentation, artifact minimization, etc. were avoided. Nevertheless, recent advances in Graphic Processing Units (GPUs) have revolutionized computer vision and facilitated fast implementation of complex imaging algorithms.

One possible point to consider for future improvements of the relative-velocity model is to make it adaptive rather than to tune it preoperatively. Work is also in progress to validate the results via ex-vivo experiments using animal organs, e.g., liver, and lung. Ultimately, a full model of friction is expected to be incorporated into motion planners [3–5] in order to improve targeting accuracy in clinical practice. Ongoing research towards this goal is reported in [16] in which only viscous friction was involved to account for needle deflection. On the other hand, surgical simulators are gaining interest in medical and residency training programs. It is very likely that a novice trainee inserts and retracts a needle several times to accomplish a designated task. Thus, inclusion of a bilateral force model with the hysteresis loop which was studied here may enhance haptic perception.
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Chapter 5

An Analytical Model for Deflection of Flexible Needles During Needle Insertion

The material presented in this chapter has been published in the Proceedings of the IEEE/RSJ International Conference on Intelligent Robots and Systems (IROS), pp. 2551-2556, USA, 2011.

5.1 Introduction

Accurate minimally invasive interventions for medical diagnosis and therapeutic procedures using surgical needles is a challenging task. Flexible needles can be utilized for brachytherapy (primary application), anaesthesia, tissue/fluid sampling, ablation, neurosurgery, and deep brain stimulation particularly in regions that are difficult to access. The flexibility enables us to create curvatures along the path in order to avoid collisions with obstacles or anatomical structures. Any deviation of the needle tip from its intended targeted area can reduce the effectiveness of the therapy or biopsy and cause further complications, e.g., tissue damage, under/over dosing, and misdiagnosis [1].
5.2. PRIOR WORK

There is not a defined tolerance for the accuracy of tip positioning in clinical practice, but, precise placement of the tip is a difficult task due to several reasons. Needle-tissue interaction leads to tissue deformation and needle deflection. On top of that, lack of adequate sensing and maneuverability impedes finding a straightforward planning solution. Thus, surgeons may require several steering attempts in order to accurately place the needle tip. To date, researchers have explored a number of methods to improve the process of insertion and steering in soft tissue using robotic systems, and sophisticated modeling or image-guided techniques [1–6, 11]. In this respect, deformation modeling is of interest in machine vision and surgical simulation. Soft tissue is inhomogeneous and exhibits nonlinear and anisotropic behavior in general; therefore, its modeling is a common challenge for real-time applications that cannot afford significant computation time. Misra et al. [3] provided a comprehensive survey on tool-tissue interaction models in surgical simulations.

On the other hand, dynamic response analysis of beams on foundations under moving loads has been the subject of considerable research effort in transportation systems [7]. Bridges, rails and pipelines manifest important examples of beam-like structures that are designed to support moving loads. In the current work and borrowing from advanced modeling techniques utilized in vibration [8,9], we focus on a Green’s function approach and develop a deflection model that is directly linked to the interaction forces experienced by the needle during insertion. This study is in connection with robot-assisted needle steering that is intended to guide the needle to specific targeted areas inside soft tissue.

### 5.2 Prior Work

Past work has shown that deflection of flexible long needles is affected by the beveled shape of the needle tip and the mechanical properties of soft tissue. In this regard, Abolhassani and Patel [10,11] modeled an 18-gauge needle with a beveled tip as a cantilever beam, but ignored the vertical component of friction along the insertion depth. They solved the bending-moment equation in the static regime. However, their assumption is not valid when the needle is very flexible, or stiction affects bending. Goksel et al. [12], developed two models using Finite Element Modeling (FEM) and a series of rigid bars connected by angular springs. They simulated bending of a standard prostate brachytherapy needle by hanging scaling weights at the needle tip, and identified unknown spring constants and Young’s modulus. Finally, it was concluded that the angular springs model demonstrated
a better accuracy and computational efficiency. One major challenge in utilizing FEM for intraoperative control is the large number of state variables which in turn contributes to an ill-conditioned control problem.

An extensively used model developed by Webster et al. [13] consists of experimental kinematic model for steering a flexible beveled-tip needle in a rubber-like plastic phantom (relatively rigid tissue). According to this "bicycle/unicycle" model and ignoring friction and tissue deformation, the needle tip acts like a bicycle with locked handlebars while it moves along a fixed arc. Misra et al. [14] presented an energy-based model influenced by macroscopic and microscopic observations of needle-gel interaction. They calculated the needle deflection, and compared the energy associated with each stage of the interaction. Their results indicate that the energy of the interaction stiffness dominates the total energy. Majewicz et al. [15] experimentally investigated the effect of insertion velocity, bevel angle, and shaft diameter on curvature of the bicycle model. They statistically showed that the curvature decreased as the diameter increased. They also found no significant trend for the tip angle possibly due to the high level of viscoelasticity of the examined tissue.

Developing a bending model, needle base manipulation mechanisms could be applied to steer a flexible needle inside soft tissue [4–6]. Steerability is provided by asymmetric forces acting at the needle tip, but the accuracy of a model-based planning strategy relies on the validity of the employed deflection model. In this regard, a mechanics-based model similar to the proposed approach is important in practical implementations since it can be easily integrated in a feedback system for real-time control. This fact has motivated the present study as a means of developing an accurate and feasible bending model for use in intraoperative tasks.

A possible extension of the current modeling studies is to take the impact of tissue elasticity and distributed friction simultaneously into account in a dynamic fashion. The present analysis is based on the theory of beams which is accurate for slender beams whose cross sections do not undergo extreme deformation during deflection. In this study, the effect of interaction stiffness is incorporated by assuming an elastic environment across the needle shaft. Elasticity is denoted by a large number of closely-spaced translational virtual springs that act as a continuous support to the beam. Static friction mapping is also included in the deflection equations in order to develop a novel bending model.

This chapter is organized as follows. Section 5.3 gives details of the proposed modeling
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Figure 5.1: Effective forces acting on the curved shaft and 2D needle deflection with respect to its insertion depth.

scheme. In section 5.4, experimental results are discussed, and conclusions and suggestions for future work are presented in section 5.5.

5.3 The Proposed Dynamic Modeling Scheme for Planar Needle Deflection

In this section, an analytical method is proposed to study a cantilever beam with application in needle insertion. The simple static Euler-Bernoulli beam theory was studied in [10][11]. In [10], the cutting force was modeled as a concentrated point load applied to the needle tip, and tissue resistance forces were assumed to cancel each other. In [11], tissue resistance force along the needle shaft was modeled as a triangularly distributed load with maximum intensity at the entry point. Using the method of superposition, the bending was then obtained. However, later on due to the use a pretty thick needle, the tissue resistance was found to be of little impact; thus, it was ignored from deflection calculations.

To describe the proposed scheme, Fig. 5.1 helps us to get more insight into the planar bending of a flexible needle surrounded by soft tissue. In this scheme, the compressive force exerted by tissue is perpendicular to the needle shaft, and acts as a normal force that yields tangential distribution friction $F_f$ along the tube. Unbalanced tip force $F_c$ applied
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normal to the surface of the asymmetric tip is another bending factor that causes the flexible structure to deflect in the direction of the asymmetry. Thus, the needle can be considered as a partially loaded moving cantilever.

As a basis for the current analysis, let us assume that a single Euler-Bernoulli beam rests on an elastic foundation, and it is subjected to a distributed external moving load. The transversal load intensity is denoted by \( f(x, t) \), and \( x \) stands for the axial distance from the base holder, the origin of the coordinate frame. The partial differential equation (PDE) governing the forced transverse motion of the neutral axis is given by \([16]\)

\[
\frac{\partial^2}{\partial x^2} (EI \frac{\partial^2 \omega(x, t)}{\partial x^2}) + \rho A \frac{\partial^2 \omega(x, t)}{\partial t^2} + k_f \omega(x, t) = f(x, t)
\]  

(5.1)

where \( \omega(x, t) \) is the transversal displacement along the \( y \) direction. \( E \) and \( \rho A \) are Young’s modulus and the mass per unit length of the beam, respectively. \( I \) is the cross-sectional moment of inertia about the \( y \)-axis, and \( k_f \) is the load per unit length of the beam that causes the foundation to deflect by a unit amount. This parameter is a function of tissue elasticity.

Referring to Fig. 5.1, the needle can be split into a number of spans, and the needle curvature can be approximated by a set of linear sub-beams. Toward this goal, it is required to find an appropriate spacing of the spans, associated support types as well as the shape/direction of beam-environment contact force density functions or support stiffness values.

As depicted Fig. 5.1 the first span can be part of the needle that lays outside of tissue. The rest of the needle from the entry point to the tip point behaves as the second sub-beam. Thus, the needle is comprised of two uniform beams connected together at the entry point. Each sub-beam is itself an Euler-Bernoulli beam which satisfies (5.1). To find sub-boundary conditions, we know that the first segment is clamped at the needle holder whereas the second one has a free end, and it is subject to distributed interaction forces. On the other hand and as a result of continuity, both segments undergo the same deflection and slope, and they also experience the same amount of shear force and bending moment at the connection point. Hence, the assumptions lead to the following sets of sub-conditions. For
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the first section \( 0 \leq x \leq l_1 \), we have

\[
\begin{align*}
\omega_1(0, t) &= 0, \\
\frac{\partial^2 \omega_1}{\partial x^2}(l_1, t) &= \frac{\partial^2 \omega_2}{\partial x^2}(l_1, t), \\
\frac{\partial^3 \omega_1}{\partial x^3}(l_1, t) &= \frac{\partial^3 \omega_2}{\partial x^3}(l_1, t)
\end{align*}
\] (5.2)

while for the second section \( l_1 \leq x \leq L = l_1 + l_2 \),

\[
\begin{align*}
\omega_1(l_1, t) &= \omega_2(l_1, t), \\
\frac{\partial \omega_1}{\partial x}(l_1, t) &= \frac{\partial \omega_2}{\partial x}(l_1, t) \\
\frac{\partial^2 \omega_2}{\partial x^2}(L, t) &= 0, \\
EI \frac{\partial^3 \omega_2}{\partial x^3}(L, t) &= F_c(t) \cos \beta(t)
\end{align*}
\] (5.3)

where the subscript \( i \) indicates the segment number, and \( l_i \) denotes the segment length. \( L \) is also the needle length, and \( x = l_1 \) corresponds to the skin entry point. Moreover, both sections start from rest thus \( (i = 1, 2) \)

\[
\begin{align*}
\omega_i(x, 0) &= 0, \\
\frac{\partial \omega_i}{\partial t}(x, 0) &= 0
\end{align*}
\] (5.4)

Herein, \( F_c(t) \) represents the estimated cutting force density that acts as a contact force at the tip and thereby playing as a bending factor. \( \beta(t) \) is the effective angle of cutting that can be adjusted by adding the bevel angle \( \alpha \) to the preceding instant of the tip deflection angle \( \theta_{\text{tip}} \). Initially, the needle is unbent thus \( \theta_{\text{tip}}(t = 0) = \frac{\partial \omega_2}{\partial x}(L, 0) = 0 \).

To complete the right-hand-side of equation (5.1), it is worth noting that in the absence of needle-tissue interaction, for instance in the first segment, the stiffness coefficient is set to zero. The external load is also formulated as (5.5) where \( F_f \) is the estimated friction force density. A separate procedure has been outlined to deal with distributed dynamic friction [17]. To ease the analysis, only the vertical component of the viscous term denoted by the viscous coefficient \( v_f \) is included in the present model.

\[
f(x, t) = \begin{cases} 
0 & 0 \leq x < l_1 \\
F_f \sin \theta(x, t) & l_1 < x \leq L
\end{cases}
\] (5.5)

For sufficiently small cutting angles, \( \sin \theta \approx \theta \), so this approximation simplifies the derivation of the solution to a great extent. For \( \theta \leq 25^\circ \) that is the case, the error is at most 3% which is quite acceptable. In view of the small angle approximation, the force boundary
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The condition at the tip expressed by (5.3) is revised as below.

\[ EI \frac{\partial^3 \omega_2}{\partial x^3} (L, t) = F_c(t) \cos \alpha - F_c(t) \sin \alpha \frac{\partial \omega_2}{\partial x} (L, t) \]  

(5.6)

Replacing (5.5) into the main PDE (5.1), and using the small angle approximation result in the following PDEs in which \( F_f \) is replaced by \( v_f v \) where \( v \) is the insertion velocity.

\[ EI \frac{\partial^4 \omega_1}{\partial x^4} + \rho A \frac{\partial^2 \omega_1}{\partial t^2} = 0, \quad 0 \leq x < l_1 \]  

(5.7)

\[ EI \frac{\partial^4 \omega_2}{\partial x^4} + \rho A \frac{\partial^2 \omega_2}{\partial t^2} + k_f \omega_2 (x, t) = v_f v \frac{\partial \omega_2}{\partial x} (x, t), \quad l_1 < x \leq L \]  

(5.8)

As observed, direct inclusion of \( F_c \) and \( F_f \) into the sub-boundary conditions and the resulting PDEs incorporates the effect of interaction forces, i.e., cutting force and distributed friction, in the final solution. Knowing the value of \( v_f \) and estimating the preceding shape of the curvature, \( F_c(t) \) can be directly related to the measured force in the axial direction. The term \( k_f \omega(x, t) \) also takes tissue resistance into account, and models small tissue deformation in the direction of deflection. Therefore, the proposed approach is expected to be theoretically adequate to characterize the deflection of flexible needles in soft tissue in percutaneous interventions.

Due to the geometry of this problem and having moving boundary conditions, finding the solution is not as straightforward as standard beam-based forms extensively studied in text books [7, 16]. Applying the method of separation of variables as a common technique [16, 18] yields no time-independent modal solution for the second PDE (5.8); thus, this method is not applicable to this case. Instead, using a Green’s function approach provides us the closed-form solution in an integral form in a computationally efficient manner [7–9]. In this method, the boundary conditions are embedded in Green’s functions, and it is not necessary to solve the free vibration problem in order to obtain the eigenvalues and the corresponding eigenfunctions. In a truncated series solution, finding the eigenfunctions is required, and numerical convergence between two consecutive samples is not guaranteed in a moving variable-length beam.

To start, notice that a PDE with non-homogeneous boundary conditions, e.g., the second
Table 5.1: Coefficients of the Quasi-Static Solution

<table>
<thead>
<tr>
<th>c_3 \cos \alpha</th>
<th>c_2</th>
<th>c_1</th>
<th>c_0</th>
</tr>
</thead>
<tbody>
<tr>
<td>\frac{-3L\cos \alpha}{6EI - 3L^2F_c \sin \alpha}</td>
<td>\frac{-3L^2\cos \alpha}{6EI - 3L^2F_c \sin \alpha}</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

PDE (5.8), can always be converted to a non-homogeneous PDE with homogeneous boundary conditions \[18\]. The key point here is to define a transformation from the original equation to the new PDE that satisfies homogeneous boundary conditions. To this end, the desired solution for instance for the second sub-beam, namely \( \omega_2(x, t) \), can be rewritten as

\[
\omega_2(x, t) = \tilde{\omega}(x, t) + \phi(x, t) \tag{5.9}
\]

where \( \phi(x, t) \) is the simplest function that satisfies the non-homogeneous boundary conditions as its counterpart, \( \omega_2(x, t) \), does. For this purpose and to satisfy four existing constraints, a third-order polynomial can be chosen as below

\[
\phi(x, t) = (c_3x^3 + c_2x^2 + c_1x + c_0)F_c(t) = C(x)F_c(t) \tag{5.10}
\]

The coefficients of \( C(x) \) are calculated such that \( \phi(x, t) \) satisfies the non-homogeneous boundary condition implied by (5.6). Table 5.1 lists the coefficients obtained in this way. Considering the fact that both \( \omega_2(x, t) \) and \( \tilde{\omega}(x, t) \) satisfy the same boundary conditions, it is easy to show that \( \tilde{\omega}(x, t) \) satisfies a set of homogeneous boundary conditions that are identical to (5.3) when \( F_c(t)\cos \alpha \) is set to 0 in (5.6). Thus, (5.8) is rewritten in terms of \( \tilde{\omega}(x, t) \) as

\[
EI \frac{\partial^4 \tilde{\omega}(x, t)}{\partial x^4} + \rho A \frac{\partial^2 \tilde{\omega}(x, t)}{\partial t^2} - v_f v\frac{\partial \tilde{\omega}(x, t)}{\partial x} + k_f \tilde{\omega}(x, t) = v_f v \frac{dC(x)}{dx} F_c(t)
\]

\[
-k_f C(x) F_c(t) - \rho AC(x) \frac{d^2 F_c(t)}{dt^2} = \tilde{f}(x, t), \quad l_1 < x \leq L \tag{5.11}
\]

Note that the above procedure is also followed for the first segment. As obtained for \( x \in [0, l_1] \), the effective force term is \(-\rho AC(x) \frac{d^2 F_c(t)}{dx^2}\), but as the needle penetrates tissue, \( \tilde{f}(x, t) \) comes into practice, and the governing equation for \( x \in (l_1, L] \) switches to (5.11). \( \tilde{f}(x, t) \) denotes the right-hand-side of equation (5.11).

Now, the dynamic Green’s function method can be utilized to find the solution of the con-
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verted PDEs whose boundary conditions are homogeneous. A Green’s function, named \( g(x, \bar{x}; \phi) \), is the beam response at \( x \) produced by a unit concentrated force that acts at an arbitrary position \( \bar{x} \) along the beam, and contains a single frequency component \( \phi \). Briefly, assuming the state variable transformation of \( \tilde{\omega}(x, t) = \text{Re}\{ \omega(x)e^{i\phi t} \} \), and taking (5.11) into account, \( z \) satisfies the next relationship that will give us \( g \) for \( x \in (l_1, L] \). Here, \( \delta \) is the Dirac delta function and \( i = \sqrt{-1} \).

\[
EI \frac{d^4 z}{dx^4} - v_f v \frac{dz}{dx} + (k_f - \rho A \phi^2) z = \delta(x - \bar{x})
\]  

(5.12)

To find the unknown Green’s function, we employed an analogous method to what was adopted in [8] in the Laplace domain. To this end, applying Laplace transforms to (5.12) with respect to \( x \), \( G(s) \) for the second segment is derived as

\[
G_2(s) = \frac{1}{L_2(s)} \times \left[ e^{-s \bar{x}} + (EI s^3 - v_f v) g_2(0) + EI \left( s^2 g_2'(0) + s g_2''(0) + g_2'''(0) \right) \right], \quad l_1 < x \leq L
\]  

(5.13)

where \( L_2(s) = EI s^4 - v_f vs + k_f - \rho A \phi^2 \), and \( g_2(0) \) and its derivatives are related to the beam conditions at \( x = l_1 \). Similarly, for the first sub-beam, the counterpart transfer function turns out to be (5.14) in which \( L_1(s) = EI s^4 + k_f - \rho A \phi^2 \), and \( g_1(0) \) and the derivatives are evaluated at \( x = 0 \).

\[
G_1(s) = \frac{1}{L_1(s)} \times \left[ e^{-s \bar{x}} + EI \left( s^3 g_1(0) + s^2 g_1'(0) + s g_1''(0) + g_1'''(0) \right) \right], \quad 0 \leq x < l_1
\]  

(5.14)

Finally, to calculate the \( g \) function over the entire beam, boundary conditions expressed earlier in this section should be transformed to the \( g \) domain [8,9]. In general, only two out of the four initial conditions stated in (5.13) and (5.14) are explicitly known. But, equivalently we can presume that the needle is fixed, and the tissue is moving in the opposite direction. As a result, continuity conditions on \( g \) and its derivatives at \( x = l_1 \) as the front edge of the moving load should be satisfied [7]. This set of new constraints provide us with the missing part of the information required to find the inverse Laplace transforms of \( G_1(s) \) and \( G_2(s) \). Due to the complexity of the \( G \) elements, all calculations were performed using
computer-aided techniques and MATLAB® symbolic toolbox.

The homogenous solution of the system can be eventually represented in terms of the convolution of the derived Green’s function and the known external force \([7, 9]\). Finally, by adding the quasi-static solution introduced by \(\phi(x, t)\) to the homogenous solution obtained using the residue theorem, the complete dynamic response of the beam can be derived. For example, for the second sub-beam

\[
\omega_2(x, t) = \frac{1}{2\pi i} \int_{-\infty}^{+\infty} \left( \int_{l_1}^{L} g(x, \tilde{x}; \phi) \tilde{f}(\tilde{x}, t) d\tilde{x} \right) e^{i\omega t} d\phi + C(x) F_c(t), \quad l_1 < x \leq L
\]

(5.15)

For more details on the mathematical method explained in brief, readers can refer to \([7–9]\).

### 5.4 Implementation and Experiments

#### 5.4.1 Setup Description

Experimental studies of the proposed method were carried out using the state-of-the-art robotic system \([19]\) described in Appendix A. Experiments were carried out on an artificial phantom made from Gelrite Gellan Gum (Sigma-Aldrich) with two concentration rates in water: 4% (tissue A) and 6% (tissue B). This material simulates a uniform elastic environment, and mimics the frictional effects of biological tissues better than rubber phantoms. For the tests, the cannula of an 22-gauge stainless steel needle of length \(L=203\text{mm}\) was used. Imaging the needle tip by a trinocular microscope (Madell Technology Corp.), the bevel angle was estimated on the image as \(\alpha=24.8^\circ\). The needle also had outer and inner diameters of 0.718mm and 0.413mm respectively.

#### 5.4.2 Experimental Results

The aim of the experiments was to validate the model proposed in section 5.3. For this purpose, the estimated curve was compared with the measured deflection using the electro-
magnetic tracker. Furthermore, to investigate the effect of velocity, insertion through each phantom was performed at two different velocities which were far from the stiction.

Using a simple compression test [20], $k_f$ was measured from the force-deformation mapping of samples of the examined phantoms with known geometries. Based on this, $k_f$ was therefore set to 3.87kN/m$^2$ for tissue A and 7.65kN/m$^2$ for tissue B. Furthermore, the values of $v_f$ for phantoms A and B were respectively set to 123.9Ns/m$^2$ and 166.7Ns/m$^2$ using a cone-tip version of the needle [17]. Other numerical parameters were selected as follows: $ho=8000$Kg/m$^2$, $A=2.709\times10^{-7}$m$^2$, $E=200$GPa, and $I=1.162\times10^{-14}$m$^4$.

The needle tip was initially placed in contact with the phantom so that $l_1 = L - vt$. Generating a constant-velocity trajectory, it was discretized into a series of steps, and numerical integration using Gaussian quadrature rule was calculated over the length of the sub-beams at each step. Running the pivoting algorithm resulted in 9.3mm as the average distance between the tip and the coil center [21]. The position of the coil center is the actual reference point for comparison so the bending was evaluated at $x_{coil}=L-9.3$mm. In the conducted experiments, the maximum insertion forces for tissues A and B were measured to be 0.232N and 0.276N respectively at $v=15$mm/s. It was also observed that during the very first portion of insertion, the deflection curve did not follow the beam model. This discrepancy can be justified by the presence of rupture as an unmodelled phenomenon so it was taken into account when analyzing the results.

Fig. 5.2 demonstrates the empirical and the estimated deflection curve at $x_{coil}$ for an 80mm insertion, and Table 5.2 summarizes the numerical results obtained. In the plotted graphs, the origin has been assumed to be located at the tissue entry point. As seen in Fig. 5.2 the suggested method in general exhibits acceptable performance. Taking estimation error into account, the first interpretation at this point is that the model slightly outperforms for tissue B. For tissue A, as shown in Figs. 5.2(a) and 5.2(c), there exists a gradually increasing error with increasing depth. Despite this, the maximum error that occurred at the tip area in Fig. 5.2(a) was confined to 0.374mm which is acceptable. As another result, we conclude that inserting the needle with a higher velocity or in a phantom with a lower stiffness results in a smaller radius of curvature, and thereby providing greater needle steerability. The stiffness effect agrees with the simulation results reported in [14].

Assuming a fixed radius of curvature throughout the entire intervention corresponds to the bicycle model introduced in [13], and later on widely exploited for control [4,5,10].
Thus, it is an important benchmark for comparison. We utilized a least-squares method to fit a circle to each curve in order to determine the radius of curvature. Referring to Table 5.2, this parameter was underestimated by the model in the four studied cases, and its percentage error varied from 8.7% (case c) to 18.72% (case d). The percentage error is defined as the absolute prediction error divided by the measured value. Note that variation of each curvature during intervention can be related to the complex behavior of soft tissue, and entails a comprehensive biomechanical investigation. It is visible in the last 20 mm and 10 mm of the insertion depths in Figs. 5.2(b) and 5.2(d), respectively.

In the next test, robustness in the presence of uncertainty was assessed. The parameters $k_f$ and $v_f$ are the two that are most likely to be erroneous. In other words, finding or estimating their values requires further modeling simplification. Thus, it is worth finding out how the model performs when it encounters parametric uncertainty. The outcome imposes a limit on the confidence in the model response.

For this study, a $\pm 20\%$ deviation from the nominal values was introduced in both $k_f$ and $v_f$, and the deviation of the estimated radius of curvature was calculated. The results are
Table 5.2: Numerical Results of Deflection Estimation

<table>
<thead>
<tr>
<th></th>
<th>( v = 10 \text{ mm/s} )</th>
<th>( v = 15 \text{ mm/s} )</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>tissue A</td>
<td>tissue B</td>
</tr>
<tr>
<td>Average of absolute error (mm)</td>
<td>0.108</td>
<td>0.091</td>
</tr>
<tr>
<td>Maximum of absolute error (mm)</td>
<td>0.374</td>
<td>0.201</td>
</tr>
<tr>
<td>Measured radius of curvature (mm)</td>
<td>1357.6</td>
<td>1495.9</td>
</tr>
<tr>
<td>Estimated radius of curvature (mm)</td>
<td>1165.5</td>
<td>1292.7</td>
</tr>
</tbody>
</table>

Table 5.3: Percentage Error in the Radius of Curvature in the Presence of Parametric Uncertainty

<table>
<thead>
<tr>
<th></th>
<th>( v = 10 \text{ mm/s} )</th>
<th>( v = 15 \text{ mm/s} )</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>tissue A</td>
<td>tissue B</td>
</tr>
<tr>
<td>( \Delta k_f = +20% k_f )</td>
<td>12.29</td>
<td>8.60</td>
</tr>
<tr>
<td>( \Delta k_f = -20% k_f )</td>
<td>24.61</td>
<td>19.22</td>
</tr>
<tr>
<td>( \Delta v_f = +20% v_f )</td>
<td>15.07</td>
<td>14.39</td>
</tr>
<tr>
<td>( \Delta v_f = -20% v_f )</td>
<td>13.80</td>
<td>8.85</td>
</tr>
</tbody>
</table>

listed in Table 5.3. To highlight the main trends, we can say that the model was more robust to overestimation of the value of \( k_f \) rather than to underestimation of this parameter since there was less change in the amount of percentage error. In addition, the model was less sensitive to the overestimation of \( v_f \) compared with the underestimation of \( k_f \) at the examined velocities. They both have the same impact on the estimated curvature. As indicated, a 20% stiffness increase or a 20% viscosity decrease could improve the estimation performance by almost 5% for tissue B at 10mm/s. Note that due to the experimental limitation in terms of lack of versatile phantom types needed to expose a wide range of friction properties and elasticity, no general conclusion can be inferred here.

Overall, the acceptable results presented in this work proves the capability of this model to deal with needle-tissue interaction causing the needle to flex. Part of the existing discrepancy can possibly be attributed to the simplified force diagram depicted in Fig. 5.1. For example, we presumed that (1) the cutting force has a single concentrated component at the tip face; (2) the needle-tissue interaction can be described by linear elasticity with a
constant parameter $k_f$. However, the cutting mechanism in practice is not yet well formulated, and the interaction is influenced by complex factors, e.g., tissue inhomogeneity and viscoelasticity. On top of that, inaccurate approximation of interaction-related parameters such as $k_f$ and $v_f$ can lead to more deviation from reality.

5.5 Conclusions and Future Work

Flexible needles are frequently employed in clinical practice. They have a great potential to improve targeting accuracy. Work has been ongoing to develop robotic systems that can accomplish needle-based interventions. Finding an accurate model is the first step toward precise control thus the deflection model will be part of the control design. In the past bending studies \cite{10,11}, friction as a major component present in needle-tissue interaction has been disregarded, notwithstanding that its impact on bending could be considerable in some applications. In this study, friction along the insertion depth as well as the mechanical properties of the elastic medium and insertion velocity were integrated into the Euler-Bernoulli beam element. The geometry of the studied problem led to a set of PDEs for two sub-beams with coupled non-homogeneous moving boundary conditions. Green’s functions were utilized as a sophisticated means to find the sought analytical solution. Theoretical results were validated using experiments, and the experimental results confirmed that the suggested technique could open up new possibilities for deflection modeling.

For the sake of simplicity, the uniform elastic foundation was assumed to be linear in the discussion. However, nonlinear viscoelasticity and nonhomogeneity will be studied in the future to represent a more realistic behavior of needle-tissue interaction. It will enable us to extend the proposed model to biological tissues, and predict the needle path during clinical interventions. Thorough robustness tests and statistical analysis are subjects of ongoing research. Investigating the impact of dynamic friction \cite{17} is also left for future study. Ultimately, this analytical approach is aimed at robot-assisted needle steering to improve targeting accuracy in percutaneous therapies and biopsies.
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Chapter 6

Robot-Assisted Needle Steering Using a Control Theoretic Approach

The material presented in this chapter has been published in the Journal of Intelligent and Robotic Systems (Springer Verlag), vol. 62, no. 3-4, 2011, pp. 397-418. A part of this work has also been published in the Proceedings of the IEEE American Control Conference (ACC), pp. 2785-2790, USA, 2010.

6.1 Introduction

Medical intervention using flexible needles has become a common minimally invasive procedure. Facilitating curved trajectories, flexible needles could be utilized for localized drug delivery, radioactive seed placement or tissue biopsy especially in dealing with deep zones or regions that are difficult to access. Thinner needles cause less damage and trauma to the tissue. Consequently, less serious complications occur with the fine needles compared with standard coarse ones. But, it is notable that a major obstacle to use the flexible needles although having greater mobility than straight rigid needles is that they are very difficult to control and do not lend themselves to intuitive steering. Therefore, robotics-assisted needle steering, which is intended to guide the needle to specific targets inside soft tissue,
has become an active research area. To this end, a robot can be used to control the base of a flexible bevel-tip needle [1]. A desired trajectory for the needle tip is then planned such that the needle does not penetrate delicate structures such as nerves and blood vessels or collide with bones, which might lie between feasible entry points and potential targets. In this respect, targeting inaccuracy stems from complex factors such as (1) organ deformation; (2) asymmetric needle bending as a result of tissue-needle interaction forces; (3) inhomogeneity, nonlinear viscoelasticity, and anisotropy of real tissue; (4) target movement due to respiration, heartbeat or similar artifacts; (5) tiny anatomic structures which cannot be easily identified with common imaging modalities such as ultrasound or MRI.

On account of the fact that open-loop execution of model-based trajectory plans may not be feasible in most cases, extracting a model which captures the tissue-needle characteristics has to be done in advance. Thus, doing a thorough study of biophysical aspects of the problem and finding a model to describe the needle curvature are the first steps toward control. Several researchers have attempted to simplify the problem and to find a computationally efficient solution through numerical models, though such models can never perfectly mimic tissue complexities [2]. Eventually, the model is used either in fully-autonomous steering or in a teleoperation scheme as a surgeon assistant or as a training simulator [3]. In the semi-autonomous scheme, the surgeon’s expertise exists in the loop, and a force control approach allows the slave system to insert the needle to the desired depth of penetration. It also gives the operator a realistic sense of the tissue so that the operator can take further actions.

With regard to modeling, mechanics-based approaches consider the kinematics of the needle through analyzing the needle geometry and the measured force/torque signals at the needle holder. Abdolhassani and Patel [4] modeled an 18Ga bevel-tip needle as a cantilever beam and estimated the amount of static deflection using Euler-Bernoulli beam theory. Ignoring tissue displacement, Webster et al. [5] developed "bicycle" and "unicycle" models for experimentally steering a flexible bevel-tip needle in relatively stiff materials, and described this motion as a nonholonomic kinematic system with Pfaffian constraints. Accordingly, tissue material can be chosen such that the needle tip acts like a small bicycle with locked handlebars while the needle moves along an arc of approximately fixed radius which is independent of velocity. None of the existing models in this category, integrate mechanical properties of soft tissue. On the other hand, most of biophysics-based models, which incorporate monitoring of elastic medium properties, may not be amenable
to real-time control or be applicable to *in vivo* tests even if a fast Finite Element Method (FEM)-based method is used. Hing et al. [6] developed a system to predict soft tissue movement and involved forces using a linear elastic FEM and ABAQUS software. Two C-ARM Fluoroscopes were used to image fiducial markers and the needle bending. Misra et al. [7] summarized a rich literature review on tool-tissue interaction modeling with application in surgical simulations. Generally speaking, FEM is accurate for small linear elastic deformations. But, its numerical efficiency relies highly on the development of effective pre and post-processing, the material parameters, and the algorithm employed for solving the equations of continuum mechanics. Several studies have looked at alternative modeling methods. Viscoelastic properties of soft tissues can be represented by rheological models, which are obtained by connecting elastic and viscous elements in serial or parallel combinations. Mass-spring-damper or spring-beam-damper models are the most common noncontinuum mechanics-based technique used in this regard. However, they exhibit limited accuracy, they may work fine for real-time simulations or robotic-assisted surgeries. In [8], two models were compared to simulate the bending of a standard brachytherapy needle. The first FEM-based model took the geometric nonlinearity into account, while the second one comprised a series of rigid bars connected by angular springs. The parameters including Young’s modulus for the first model and spring constants for the second model were identified to fit each model to the experimental data. The authors concluded that the angular springs model demonstrated the highest accuracy and computational efficiency compared to the introduced versions of FEM.

Several other important issues on modeling are still open for future research. The constant challenge is to develop a computationally efficient model that can concurrently describe the behavior of organs with an acceptable accuracy. On the other hand, path planning for bevel-tip needles has been studied in several ways, most of which are applicable only to a planar situation. Steerability and needle bending are provided by asymmetric forces acting at the needle tip and tissue deformation is usually disregarded. Note that accurately planning for such steerable needles is complex, and requires solving inverse kinematics for a nonholonomic system or deriving a perfect model to capture the interaction features.

Using the idea of Dubins car, Duindam et al. [9] presented a novel 3D motion planner for rigid tissues based on explicit geometric inverse kinematics. Taking advantage of the "bicycle" model developed in [5], Alterovitz et al. [10] formulated planar needle steering as a Markov Decision Process (MDP) and applied Dynamic Programming (DP) to find
a simulation-based optimal planner. They also proposed a planning framework based on a Stochastic Motion Roadmap (SMR) that computes the path that is most likely to succeed [11]. As a basis for the current study, this method is reviewed in the next section. Reed et al. [12] utilized the same SMR planner as a high-level controller inside an integrated system. Concurrently, an image-based low-level planner was employed as an observer to estimate the pose of the needle in 2D. To enhance steerability and decreasing the curvature value, a pre-bent wire was used in the experiments. Other methods of steering have been addressed in the literature with more emphasis on the preoperative or the biophysical side of the problem rather than the control strategy. Dehghan and Salcudean [13] developed a path planning method for insertion of a rigid and straight needle into deformable tissue using FEM. The insertion point, needle heading, and needle depth were optimized by minimizing the distance between the needle and a number of target points inside the tissue. At each iteration, the best 3D line fitted to the displaced targets in the deformed tissue was employed as a candidate for the new insertion line. Incorporating soft tissue motion, needle flexibility and a linear elastostatic FEM-based model, DiMaio and Salcudean [14] introduced a manipulation Jacobian relating the base motion to the tip motion for 2D steering and then applied potential fields technique to demonstrate the tip placement and obstacle avoidance. In another study, Glozman and Shoham [15] presented a path planar using virtual springs and inverse kinematics based on the assumption of quasi-static motion. They modeled tissue-needle interaction by a combination of lateral springs distributed along the needle. As the needle shape changes, the location and orientation of the virtual springs change accordingly, and the tissue elastic modulus alters as a function of strain.

Note that even in the simplest experimental case with no external artifacts, the needle motion is governed by a nonlinear dynamics. Thus, nonlinear control or nonlinear optimization as it is proposed in this chapter is a remedy to steer the needle. To have a feasible control strategy, biophysical aspects of the problem as highlighted in the previous paragraphs should be incorporated in the solution. In this respect, some of the associated features can be described mathematically, and the rest are ignored for simplicity. Clearly, a more accurate solution requires a more complex interaction model leading to a less feasible planner. Once an efficient steering method is developed, it will be implemented on an experimental setup to (1) guide the needle inside living tissue; (2) hit the predetermined goal points; and then (3) drop the radioactive seeds at the targeted locations for brachytherapy treatment.

In order to obtain an efficient steering method in the context of control theory, this work
builds on the novel method presented by Alterovitz et al. [10,11], and the pure theoretical framework introduced by Wingate and Seppi [19,21]. The "bicycle" model, which was originally suggested in [5], is formalized as an MDP, and the path planning task as the corresponding DP solution. In this case, the curse of dimensionality poses a major hurdle for solving the optimization problem using common numerical solvers, e.g., the value iteration. This issue is exacerbated especially in a large state space in terms of the number of states where high spatial or angular resolution is employed for better modeling. Therefore, the performance of the value iteration can be effectively improved by removing redundant states or by updating them in a proper order. In the conventional value iteration as addressed in the literature, updating states close to the start point, based on a simple inference, might not be computationally optimal since the corresponding successors are far from the correct values. On the other hand, updating states in the vicinity of the goal would not help either because their values have converged properly. Thus, some regions between the start and goal points are supposed to have the maximum productivity in terms of the required number of updates for a single solution. This idea is effectively realized using partitioning and then prioritization in the current work. Briefly, instead of solving DP over the entire state space, which is computationally expensive, it is solved within a specified partition and a flow metric is used between partitions to jump to the next partition. This strategy reduces computational effort while maintaining an optimal solution for the optimization problem. We will show how steering performed within a partitioned space can be more efficient than that in a standard non-partitioned version. This computational advantage, which is particularly important in the context of efficient planning in a realistic problem, comes at the cost of some extra memory and overhead to represent the partitioned system. As expected, the proposed method suggests a nonlinear optimal solution in the presence of stochastic deflection that will allow us focus more on the control-related issues. Although at the current stage this approach is a globally off-line solution and can not be directly applied for the real-time purposes, it is considered as an enhanced pre-planner which is employed preoperatively.

This chapter is organized as follows. Section 6.2 briefly reviews the stochastic "bicycle" model used for needle steering. Section 6.3 briefly describes the conventional value iteration solver and its counterpart in partitioned state space. In section 6.4 simulation results are given to compare the efficiency of the new version, and in section 6.5 experimental results are discussed. Finally, section 6.6 presents conclusions and suggestions for future work.
6.2 A Stochastic Framework for Steering Model

The goal of motion planning is to obtain a set of control actions that guides the needle to a predetermined target while avoiding obstacles and satisfying probable user-defined criteria. To explore a model-based control approach, first we need to model tissue-needle interaction. For this purpose, a discrete version of the bicycle-like model initially developed by Webster et al. [5] and widely used in other work (e.g., [10–12]) is proposed. Torsion compensation will be added to this model in section 6.5. Note that choosing a rigid material to represent tissue and ignoring distributed friction may not be realistic [5]; however, it is acceptable for preliminary experiments and to study the effect of needle deflection during steering without the complexities arising from tissue behavior. It is also presumed in this work that the tip position is measured by an imaging modality or an electromagnetic tracker, and the workspace boundaries and the obstacle arrangement are known parameters. Therefore, this path planner is only concerned with steering the needle inside this imaging plane. We believe that this simplified scheme will contribute in better understanding of the modeling and control issues in more generic path-following cases.

It is assumed that the rotation of the needle at the base leads to reorientation of the tip and hence control of the trajectory of the needle. This is the method based on which the needle is manipulated inside the tissue. One DOF actuated at the needle base is a pure insertion of length $\delta$ while the second DOF is a pure tip rotation of $180^\circ$. Under this condition and regardless of the insertion velocity, the needle moves along an arc of approximately constant radius $\rho$ in the direction of the bevel. A $180^\circ$ rotation of the needle causes the bevel at the tip to point in the opposite direction of the preceding arc of deflection. Thus, the entire motion of the needle is fully described by the motion of the needle tip and a number of circular segments with the radius $\rho$. The value of $\rho$ is dependent on the tissue-needle interaction properties, which includes tissue elasticity, needle geometry, friction, and clamping forces during insertion. If one can determine the aforementioned turning points inside the tissue, the planning problem becomes straightforward since the rest of the actions are merely pure insertions. Moreover, it should be noted that the proposed control action that is a bang-bang strategy is applied at discrete time intervals using digital controllers. Therefore, investigating a proper strategy for discretization is studied as a part of the modeling. In this regard, the scheme proposed in [10][11] is outlined next.

At any points of discretized workspace, a binary control action represented by $u_k$ is applied.
One control action is a pure insertion of length $\delta$ and the other one is $180^\circ$ rotation followed by an insertion of the same length. Tracking circular segments, the needle state at instant $k$ is defined as $S_k = (x_k \ y_k \ \theta_k \ b_k)^T$ where the tip position $t_k = (x_k \ y_k)^T$ and the tip orientation angle $\theta_k$ are rounded values to the nearest points on corresponding projection planes. In this representation, we overlay a control circle with radius $\rho$ on a $\Delta$-grid plane consisting of horizontal and vertical $\Delta$ spacing. Each control circle is also divided into $N_r$ discrete arcs of the same length of $\delta$ where,

$\delta = \frac{2\pi \rho}{N_r} = \rho \alpha$

$\Delta$ and $\alpha$ are spatial and angular resolutions, respectively. $\Delta \times \left[ \frac{\delta}{\Delta} \right]$ is the insertion length projected on horizontal or vertical axes in each step. At each position on the $\Delta$-grid network, the needle may be in any of the $N_r$ orientation states and in any of the two clockwise or counter-clockwise directions. Each direction corresponds to two control circles that are tangent to each other at $t_k$. The bevel direction or $b_k$ is a binary variable which keeps the history of the previous arc and switches at turning points. The tip angle or $\theta_k$ is the tangent angle of the current control circle. From an initial value, the tip angle increments or decrements by $\alpha$ depending on the instantaneous control action and the current circular segment. Fig. 6.1 demonstrates the projected needle motion on the imaging plane through segmented arcs. Consequently, this selection results in a model with $n$ discrete states as given by,

$$n = \frac{4\pi \rho x_{\max} y_{\max}}{\Delta^2 \delta}$$

where $x_{\max}$ and $y_{\max}$ are the depth and the height of the imaging plane. Accordingly, a better resolution implies a larger discrete model which results in more computational burden demanded by the motion planner.

As mentioned earlier, the tip curvature may be deflected from its intended path as a result of unpredictable tissue-needle interaction, local tissue displacements, system noise or any other unknown artifacts. To incorporate any motion artifacts stemming from this complex behavior, $\theta_k$ and the value of $\rho$ have to be updated during the operation. Since the value of $\rho$ seems to be more deterministic in this case, it is set to a fixed value. It is worth noting that in some cases, applying a constant $\rho$ for the entire operation may not be feasible unless tissue properties and needle geometry remain consistent. Also, more deviation may be introduced when a rotation is accompanied by an insertion rather than just a pure insertion.
6.3 Dynamic Programming and A Partitioning-based Solution

Incorporating all these complex uncertainties has been ignored in the current work.

Finally, deflection from circular segments was modeled using a discrete Gaussian distribution as defined in (6.1). In this definition, $\beta_i$ ($1 \leq i \leq 3$) specifies statistical properties of the tip deviation, and at the end of each iteration, correction is made by simply adding $\tilde{\beta}_k$ to $\theta_k$. Here, $\tilde{\beta}_k = 0$ corresponds to the deterministic motion with no deviation.

$$P\{\tilde{\beta}_k = m\alpha\} = \begin{cases} 
\beta_1 & \text{if } m = 0 \\
\beta_2 & \text{if } m = \pm 1 \\
\beta_3 = \frac{1}{2}(1 - \beta_1 - 2\beta_2) & \text{if } m = \pm 2
\end{cases} \quad (6.1)$$

6.3 Dynamic Programming and A Partitioning-based Solution

As shown by Alterovitz et al. [10][11], MDP and DP can be employed to yield an optimal path planner for the needle steering problem. Since the current study applies a partitioned version of this algorithm, a brief introduction to generic MDP and DP is in order [17].

MDP is a four-tuple $(S, U, T, C)$, where $S$ is the set of states that describes the system at a
given time. We consider the system over a sequence of discrete time instants when only one event is allowed to take effect. At any stage $k$, each state has an associated set of applicable actions $U_k$, and the effect of applying any action is to make the system change from the current state to the next state at stage $k + 1$. The Markov property requires that the effects of an action taken at one state depend only on that state and not on the prior history. The transition function for each action, $T : S \times U \times \hat{S} \rightarrow [0, 1]$, specifies the probability of changing to state $\hat{s}$ after applying $u$ in state $s$, and $C : S \times U \times \hat{S} \rightarrow R$ determines the immediate transition cost. Given an MDP, we define a policy or $\pi : S \rightarrow U$ as a mapping from states to actions. An optimal policy determines how actions at different states are chosen in order to minimize the expected cost. Value function or $V, V : S \rightarrow R$, gives the minimum value of the total expected cost from being in a state $s$ as,

$$V_\pi(s) = E \left[ \sum_{k=0}^{\infty} \gamma^k C^* (s^k, u_k, s^{k+1}) \right] | s_0 = s$$ \hspace{1cm} (6.2)

where $E$ is the expected value operator and $\gamma \in [0, 1]$ is a forgetting factor. $\pi \in U = \{u_0, u_1, \ldots\}$ is the set of applied control actions. For infinite-horizon problems, the cost is accumulated over an infinitely long path.

An MDP with known probability transition and cost function matrices can be solved optimally using DP. Starting from any estimate, value iteration as a numerical solver sweeps through the state set of the MDP according to (6.3) and updates the value functions iteratively. The Bellman Optimality Equation also gives the expected value of a policy through (6.4).

$$V_k(s) = min_u \sum_{\hat{s}} [C(s, u, \hat{s})T(s, u, \hat{s}) + \gamma T(s, u, \hat{s})V_{k-1}(\hat{s})]$$ \hspace{1cm} (6.3)

$$V^*(s) = min_{u \in U(s)} \sum_{\hat{s} \in S} [C(s, u, \hat{s})T(s, u, \hat{s}) + \gamma T(s, u, \hat{s})V^*(\hat{s})]$$ \hspace{1cm} (6.4)

where,

$$V^*(s) = min_{\pi} V_\pi(s)$$ \hspace{1cm} (6.5)

The Bellman residual of a state $s$ is defined to be the difference between the value functions in two consecutive iterations. When the maximum residual of the states is less than a
threshold $\lambda$, it is concluded that the algorithm has converged sufficiently. Thereafter, an optimal policy is given by,

$$\pi^*(s) = \arg \min_u \sum_{\hat{s}} [C(s, u, \hat{s})T(s, u, \hat{s}) + \gamma T(s, u, \hat{s})V^*(\hat{s})]$$ (6.6)

In the case of a flat MDP, with $n$ states and a maximum of $m$ admissible actions for any state, the standard value iteration requires at most $O(mn)$ and $O(mn^2)$ operations in deterministic and stochastic cases, respectively. In light of this fact, the convergence rate becomes very low when high spatial or angular resolution and as a result a large number of states is required. The main drawback of the generic value iteration is that at each iteration, the value function of every state is updated, even if such an update does not or cannot contribute to the convergence. Roughly speaking, the value of the state $s$ depends on the values of its successor states, and if the values of the successor states are incorrect, updating $V^*(s)$ will not move the value function any closer to $V^*_\pi(s)$. On the other hand, a DP-based method can take into account the realistic assumption of uncertainty in the execution of actions, i.e., stochastic transitions. In this case, the uncertainties account for the biological variations and unpredictable tissue-needle interaction, though biophysical experiments are required to estimate the transition matrix. Furthermore, this approach allows straightforward inclusion of various cost factors other than pure traveled distance such as the number of turns for the entire space. Thus, the resulting policy is globally optimal and fairly realistic.

Several approaches have been proposed for solving large MDPs, and thus for proper allocation of CPU resources. Hierarchical dynamic programming and optimally clustering the entire space using geometric graphs and topological maps is remedy to increase efficiency [18]. Based on this algorithm, the best backup sequence of state space is extracted using graphical features of the MDPs. The use of subtasks to compress the scales of the state space and to identify maximally productive regions is another way proposed by Wingate and Seppi [19]. They upgraded their initial work by proposing a prioritized version of the partitioned model to yield an efficient computation [20][21] and avoid redundant updates in a deterministic mode. The current study takes advantage of this method so as to circumvent the computational problem in high resolution environments, and to find a fast solver for stochastic needle steering.

To this end, instead of basic sweeping over the entire states and updating value functions,
6.3. DYNAMIC PROGRAMMING AND A PARTITIONING-BASED SOLUTION

Table 6.1: Basic Definitions and Notations

<table>
<thead>
<tr>
<th>Description</th>
<th>Notation</th>
</tr>
</thead>
<tbody>
<tr>
<td>State dependents of a state ((\forall s \in S)):</td>
<td>(SDS(s) = { \hat{s}</td>
</tr>
<tr>
<td>State dependents of a partition ((\forall p \in P)):</td>
<td>(SDP(p) = \bigcup_{s \in p} SDS(s))</td>
</tr>
<tr>
<td>Partition dependents of a state ((\forall s \in S)):</td>
<td>(PDS(s) = { \hat{p}</td>
</tr>
<tr>
<td>Partition dependents of a partition ((\forall p \in P)):</td>
<td>(PDP(p) = { \hat{p}</td>
</tr>
</tbody>
</table>

A new approach is used. The idea is to correct the estimated value functions for the current state \(s\), and then for all other states depending on \(s\). Similar to the traditional version, the Bellman error can characterize the usefulness of any given update, while metrics constructed based on the Bellman error are employed as priority measures in a priority queue. In this way, the computation is more focused in the regions with maximum productivity.

Assuming that \(P\) denotes a set of partitions, which tessellates \(S\), the partition-based method can be described using the definitions and notations as listed in Table 6.1. Each partition or \(p\) may be a single state or a set of states including the entire space as the extreme cases.

The Potential Information Flow (PIF) is a numerical metric which determines the amount of information that could flow when an update is executed.

\[
B_k(s) = \max_u \sum_{\hat{s}} [C(s, u, \hat{s})T(s, u, \hat{s}) + \gamma T(s, u, \hat{s})V_k(\hat{s})] - V_k(s) \tag{6.7}
\]

This selection is equivalent to the first metric \(H_1_k(s)\) introduced in [20], and represents the potential change that an update could lead to. Note that this prediction is not the same as the actual difference between the value functions of two consecutive samples. For problems with a limited amount of time to be solved, setting PIF as \(H_1_k(s)\) is a good choice that changes the value function estimation by the largest possible amount toward its optimal value. Another selection as the second prioritization metric or \(H_2_k(s)\) is defined as,

\[
H_2_k(s) = \begin{cases} 
B_k(s) + V_k(s) & \text{if } V_k(s) > 0 \\
0 & \text{if } V_k(s) \leq 0 
\end{cases} \tag{6.8}
\]

Compared with \(H_1_k(s)\), \(H_2_k(s)\) exhibits a different behavior and outperforms in some
examples. Using $H_{1k}$ or $H_{2k}$ as $H_k$, priority between two partitions and priority of a single partition are respectively defined as follows where the partition with the highest priority is chosen from the queue at the end of each iteration.

$$HPP_k(p, \hat{p}) = \max_{s \in \{p \cap SDP(\hat{p})\}} H_k(s)$$  \hspace{1cm} (6.9)

$$HP_k(p) = \max_{\hat{p}} HPP_k(p, \hat{p})$$  \hspace{1cm} (6.10)

The question as to which metric should be employed naturally arises, but it is not straightforward to find topological features which accurately mimic the performance of each metric. Therefore, the efficiency of both metrics will be investigated in section 6.4. Note that this method relies on the assumption that the MDP describing system’s transition is positively bounded, i.e., $C(s, u) = \sum_{s'} C(s, u, s')T(s, u, s') > 0$. For this to be realized, scaling of the cost function, which does not change the optimal solution, is a good option to be performed. Finally, the pseudocode of Prioritized-Partitioned Value Iteration (PPVI) is as follows.

Initialization:

(1) $k = 0$

(2) $\forall s \in S$:
   - $V_0(s) = 0$
   - $H_0(s) = \min_{u \in \mathcal{U}(s)} \sum_{s' \in S} C(s, u, s')T(s, u, s')$

(3) $\forall p \in P, \forall \hat{p} \in P (\hat{p} \neq p)$:
   - $HP_0(p) = \max_{s \in p} H_0(s)$
   - $HPP_0(p, \hat{p}) = 0$

(4) $p_0 = \arg \min_{p} HP_0(\hat{p})$.

Main loop of PPVI:

(1) Solve regular value iteration and update value functions over $p_k$ until convergence.
(2)∀ \dot{p} \in PDP(p_k), update partition priorities for all dependant partitions as below.

- \( h_k = 0 \)
- \( \forall \dot{s} \in \{SDP(p_k) \cap \dot{p}\} : \)
  - Update \( H_k(\dot{s}) \) using the flow metric.
  - \( h_k = max(h_k, H_k(\dot{s})) \)
- \( HP_k(\dot{p}, p_k) = h_k \)
- \( HPP_k(\dot{p}, p) = max_{\alpha \in P} HP_k(\dot{p}, \alpha) \)

(3) Select next partition with the highest priority as \( p_k = arg \ max_{\alpha \in P} HP_k(\alpha) \).

(4) \( k \leftarrow k + 1 \)

(5) Repeat the main loop until one of stopping criteria becomes satisfied, i.e., \( \|B_k(s)\|_\infty < (1 - \gamma)\lambda \).

Inside each main loop of PPVI, there is another iterative loop of a regular value iterator, which is realized by (6.4) to (6.6). This loop solves the Bellman equation on a single partition rather than the entire space that is computationally less expensive. Once \( e_{k,p} = max(\Delta V_{k,p}) - min(\Delta V_{k,p}) \) drops below \( \lambda \), the convergence of the inner loop is satisfied. \( V_{k,p} \) is defined as the value function over members of \( p_k \). Thereafter, the flow metric and the priorities of local partitions are updated and the algorithm transitions to the next candidate partition selected from the local queue.

Note that the first step of implementation, is partitioning. In the current study, it was performed by overlaying a regular grid on the described \( \Delta \)-grid network so all subsets introduced in Table 6.1 were computed and saved in the memory prior to simulation. Using this scheme, it is easy to evaluate the impact of partition size on the planner’s performance.

6.4 Implementation Details and Simulation Results

In the experiments, the workspace is defined as a 2D rectangle with dimensions \( x_{max} = 12 \) and \( y_{max} = 8 \). Obstacles are represented by nonconvex polygons, and the target region is defined by a circle with radius 0.2 located at point \( t_{goal} = (10 \ 5)^T \). All dimensions are in
centimeter. We assume that $\rho = 4$, $\Delta = 0.1$, and $N_r = 60$ leading to $n = 1,176,120$ as the number of discrete states. For simplicity as addressed earlier, grids of $n_x \times n_y$ represent partitions in the implementation where $n_x$ and $n_y$ are the number of equally spaced lines along $x$ and $y$ axes, respectively. By some trial and error, we set $\gamma = 0.95$ and $\lambda = 0.01$. Noise parameters are selected as depicted in Fig. 6.2 Thus, $\beta_1 = 0.466$, $\beta_2 = 0.24$, and $\beta_3 = 0.027$ resulting in $\mu_{\beta_1 \alpha} = 0$ and $\sigma_{\beta_1 \alpha} = 0.85$.

In this problem, failure is defined as colliding with an obstacle, exiting the feasible workspace, or reaching a state in which one of the two former incidents is negligible at the next state. Target states transition to themselves with probability 1 and zero cost regardless of $u_k$. Obstacle states transition to a termination state with probability 1 since the needle can not go further. Transition probabilities for the rest of the states are determined by non-linear kinematics of needle motion discussed in section 6.2. The control action has a binary behavior. Thus, two matrices of $T(s, -1, s')$ and $T(s, +1, s')$ appear in the solver, each of which contains $n^2$ entries in general. Since each successor state or $s'$ lies within a spatial distance of $\delta$ from $s$, each row of transition matrices has only $\hat{n}$ non-zero elements where $\hat{n} \ll n$. In the current study, in view of (6.2), $\hat{n} = 5$. Therefore, to save time and memory, each $T_{n \times n}$ sparse transition matrix is reshaped into an $n \times 5$ matrix whose row elements refer to the index of successive states. For this to work, a coding procedure was employed to encode each four-tuple $(x_k y_k \theta_k b_k)^T$ to an indexing integer ranging from 1 to $n$, and vice versa to decode the index. Note that all references to a state are done through its index.

The next step determines the cost function. Thus, $p_k$ is compared to the boundaries of the target, obstacles, and imaging plane to detect each of corresponding incidents. As mentioned earlier, if $s$ is a target state, then the successor state $s'$ must be a target state with 0 associated cost. Considering the fact that an insertion results in some trauma to living tissue, $C_i$ is applied for every unit length of the inserted needle. A similar damage but with more intensity occurs when the needle is rotated so $C_r$ is incurred after each rotation while $C_r > C_i$. Prohibitive costs of $C_o$ and $C_w$ are also added when the tip collides with an obstacle or exits the specified workspace. A summation of all these individual costs gives the associated cost matrices or $C(s, \pm 1, s')$. Initially, it is assumed that $C_i = 10$, $C_r = 40$, $C_o = 200$, and $C_w = 100$. Due to the large size of matrices, another important factor reducing the computational load is a proper definition of the variable types. $T(s, \pm 1, s')$ are defined as 'int32' or 'int16' depending on the partition size. $C(s, \pm 1, s')$ are also set to be 'int16' while the rest of the variables are declared as 'single'. By default, we use $H_{1_k}$. 
According to these assumptions, the $T$ and $C$ matrices and then all the values of $SDS()$, $SDP()$, $PDS()$, $PDP()$ mappings are obtained in advance. The planner was evaluated using MATLAB® on a desktop computer with 512MB RAM and a single core 2.4GHz Pentium IV 32 Bit processor.

As the first test, a grid of $12 \times 8$ is employed to construct partitions. Fig. 6.3 demonstrates the order at which partitions were processed, and also dependencies of a sample partition. Inside each square, the number on the right hand side represents partition number while the number located on the left stands for the order of process. The latter number is set when a partition is processed for the iteration for the first time. In this graph, the red square depicts partition number 26 whereas its surrounding cyan area stands for $sdp(26)$. At one glance, five partitions seem to be unprocessed. It is a boon to the solver to ignore a portion of the workspace which has no beneficial information. Logically, there is no possibility for the needle to penetrate an obstacle thus it is wise not to include these regions in the optimization. This idea is automatically realized by PPVI by focusing on only informative regions.

Starting from the initial point selected as $t_0 = (0 \ 2)^T$ and $\theta_0 = -30^o$, PPVI steers the needle toward the goal after 26 steps, which is shown in Fig. 6.4. Compared to the deterministic case as expected from [10], uncertain planning with the described parameters leads to a greater clearance from the obstacles with the larger number of turnings. For deterministic motion, $\beta_1$ is set to one and the rest of the noise coefficients are set to zero. By changing $C_r$ from 40 to 100, more emphasis is put on the maximum number of needle turns. The results are shown in Fig. 6.5. Turn points are represented by green circles. Although the path shown in Fig. 6.5(a) does not maintain a good clearance from the closest obstacle to the entry point, the turning number reduces from 11 to 9 compared to Fig. 6.5(b).
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Figure 6.3: Sequence of computations when \((n_x, n_y) = (12, 8)\) plus dependencies of partition number 26.

![Sequence of computations](image1)

Figure 6.4: Motion plan comparison (a) deterministic steering with 4 turns (b) stochastic steering with 6 turns.

![Motion plan comparison](image2)

setting \(C_i\) to 1 instead of 10, the results shown in Fig. 6.5(c) are obtained where the needle steers along a longer path and turns around the obstacles. In this test, the initial deflection was set to zero.

The main evaluation of PPVI is performed by measuring the amount of time needed to find
the optimal policy. Compared to the generic value iteration, PPVI exhibits a similar performance from the point of the resultant policy, but there is a considerable difference in terms of timing. Using smaller partitions, it is possible to exclude a portion of centrally located obstacles from the planner’s effective workspace unlike the case in Fig. 6.3. Generally, PPVI saves more time by this selection as a result of dealing with a smaller workspace; however, the trend demonstrating the behavior of PPVI performance with respect to either the number or the size of the partitions or the selected flow metric is too complex to be captured [21]. The numerical results for six studied cases and the sequence of process for $(n_x, n_y) = (24, 16)$ are respectively given in Table 6.2 and Table 6.3 and Fig. 6.6. The numbers in Fig. 6.6 have the same meaning as in Fig. 6.3.

Roughly speaking, the computational burden for PPVI is $O(mk_1p(\frac{n}{p})^2) + O(k_2p)$. The first
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Figure 6.6: Sequence of computations when \((n_x, n_y) = (24, 16)\).

Table 6.2: Numerical Results: Timings

<table>
<thead>
<tr>
<th>partition size</th>
<th>flow metric</th>
<th>(t_s) (sec)</th>
<th>(t_c) (sec)</th>
<th>total time (sec)</th>
</tr>
</thead>
<tbody>
<tr>
<td>((n_x, n_y) = (6, 4))</td>
<td>(H_1)</td>
<td>2443.2</td>
<td>269.4</td>
<td>2712.6</td>
</tr>
<tr>
<td>((n_x, n_y) = (6, 4))</td>
<td>(H_2)</td>
<td>2317.0</td>
<td>259.9</td>
<td>2576.9</td>
</tr>
<tr>
<td>((n_x, n_y) = (12, 8))</td>
<td>(H_1)</td>
<td>1115.1</td>
<td>690.5</td>
<td>1850.6</td>
</tr>
<tr>
<td>((n_x, n_y) = (12, 8))</td>
<td>(H_2)</td>
<td>812.2</td>
<td>552.3</td>
<td>1363.5</td>
</tr>
<tr>
<td>((n_x, n_y) = (24, 16))</td>
<td>(H_1)</td>
<td>700.8</td>
<td>1612.1</td>
<td>2312.9</td>
</tr>
<tr>
<td>((n_x, n_y) = (24, 16))</td>
<td>(H_2)</td>
<td>522.4</td>
<td>1663.8</td>
<td>2186.2</td>
</tr>
</tbody>
</table>

term shows the total complexity required for the individual partitions to be solved and the second term indicates the complexity of cross transitions. In Table 6.2, the notations \(t_s\) and \(t_c\) stand for the total time spent on solving the partitions and updating the transition priorities, respectively. As per section 6.3, \(m = 2\). Moreover, \(k_1\) and \(k_2\) are two other parameters whose values are determined by the number that a partition is referred to for being iterated and for the flow metric being updated, respectively.
6.5. EXPERIMENTAL TEST

<table>
<thead>
<tr>
<th>partition size</th>
<th>number of partitions</th>
<th>number of processed partitions</th>
<th>number of processed states</th>
</tr>
</thead>
<tbody>
<tr>
<td>((n_x, n_y) = (6, 4))</td>
<td>24</td>
<td>24</td>
<td>1152000</td>
</tr>
<tr>
<td>((n_x, n_y) = (12, 8))</td>
<td>96</td>
<td>91</td>
<td>1092000</td>
</tr>
<tr>
<td>((n_x, n_y) = (24, 16))</td>
<td>384</td>
<td>332</td>
<td>996000</td>
</tr>
</tbody>
</table>

In contrast with PPVI, the generic value iteration as implemented in [11] took around 8 hours and 4 minutes to converge after 196 full or 230,519,520 single updates. Accordingly, the update rate becomes roughly 7928.5 updates per second in the planner PC. A relatively high number of partitions, as shown by the last two rows of Table 6.2, leads to an absolute drop in the effective update rate. This fact is justified as a result of the increased number of travels between the partitions that occupies more system overhead although leading to a smaller number of effective or processed states as listed in Table 6.3. According to the results, changing the flow metric will change the sequence of information propagation and also timing with no discernible effect on the optimal policy. In this problem, \(H_2\) slightly outperforms \(H_1\). Another factor affecting the timing performance is the partition size. In this respect, there is no solid theory to benefit from. Each partition contains \(n_s = \frac{n}{n_x \times n_y}\) members. In the beginning, we do not know how to predict the optimal value of \(n_s\), except to observe the outcome using a range of values for \(n_x\) and \(n_y\). We examined three sets as listed in Table 6.2, and consequently the second selection for \((n_x, n_y)\) accompanied by \(H_2\) tends to yield the best timing results.

Note that the absolute timings, listed in Table 6.2, depend very much on the technique by which the algorithm is implemented. Developing a fast method to access the planner’s data base, memory management and designing an efficient way to check a collision are amongst the programming skills that enable us to accelerate PPVI more. Furthermore, building the entire planner in C++ as in [11] results in an inherently better performance. Although in the current study PPVI was implemented using MATLAB® built-in functions, it is expected to outperform the generic value iteration using any other programming language.

6.5 Experimental Test

An experimental implementation of the proposed methodology was carried out on the state-of-the-art robotic system [22] described in Appendix A. Positional data from the tracker are acquired at the rate of 40Hz, and the pivoting algorithm resulted in 10.87mm as the
average distance between the tip and the coil center after 5 trials [23]. It is worth noting that this system is capable of implementing more advanced steering approaches; however, it is employed here to validate the performance of PPVI.

In this test-bed, the cannula of the 18GA stainless steel needle (Cook Medical) has a bevel angle of $22^\circ$ with outer and inner diameters of 1.270mm and 0.838mm, respectively. Experiments were carried out on a Gelrite Gellan Gum (Sigma-Aldrich) with a uniform weight concentration rate of 5% in water. This simple and stiff environment allows us to study the impacts of needle bending without the complications of tissue deformation. The insertion and the rotation trajectories were LSPB with maximum velocities of 12mm/sec and 3rpm, respectively. A twisting torque was used to compensate for torsional lag as proposed in [16]; otherwise, after a few turns, poor performance was observed as a result of the bevel flip when switching to an opposite control circle. In the experiments, the torsional lag never exceeded $4.22^\circ$.

Note that PPVI is a model-based approach that entails the radius of curvature to be properly approximated. Thus, 5 pure insertions were carried out in advance, and the deflection information with respect to the insertion depth was logged. A least-squares method was then applied to fit a circle to the curve that led to 646.83mm as the average value of $\rho_{\text{actual}}$. A grid with $(n_x, n_y) = (32, 6)$ accompanied by $H2$ was employed to construct PPVI, and $N_r$ and $(\Delta_x, \Delta_y)$ were set to 1800 and $(3, 0.15)$, respectively. The initial cost function as well as the statistical deviation model proposed in section 6.4 were also applied to the planner.

Starting from the initial point selected as $t_0 = (0, 1)^T$ and $\theta_0 = -5\alpha$, PPVI introduces a turning point located at $x = 9$mm and $y = 0.75$mm. Due to a relatively big radius of curvature ($\rho_{\text{actual}} \gg \rho$), the workspace needed to be redesigned in order to accommodate the slight bending. A practical workspace and the solution proposed by PPVI for the first experiment are shown in Fig.6.7. According to the results, the maximum deviation from the intended path in practice is 0.176mm and occurs at the target location. The turn points are represented by blue circles along the calculated path.

In the next test, the initial point was set to $t_0 = (0, 1.5)^T$ with no change in the orientation angle. As shown in Fig.6.8(a), in the first run the proposed path is similar to the solution obtained in the first experiment. Then, $C_r$ was set to 40 instead of 100, and the desired path was recalculated. Three more turns as well as a shorter path were introduced by the planner.
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Figure 6.7: Comparison of simulation and experimental results in experiment 1.

as shown in Fig. 6.8(b). In the next run, $\theta_0$ was set to $5\alpha$, and as is clear in Fig. 6.8(c), the planner was unable to guide the needle to the exact target location. In this case, the tip position lies within 0.248mm of the target’s edge. Therefore, an error bound shown by a dotted circle is defined to depict the targeting error.

In reality, as is apparent in the plots, the needle curvature is not in full agreement with the "bicycle" model. This model is not a perfect model; however, PPVI is robust enough to guide the needle to the vicinity of the target. Although the concentration rate of the gelatin in the experiments was chosen to be high, it did not result in an absolutely rigid tissue and therefore could not enforce the needle body to follow the exact expected curvature. This discrepancy may lead to collisions in a denser environment as simulated in section 6.4. The results presented in this section serve to validate those obtained in the previous section for needle steering in surgical procedures.

For the next experiment, the initial point was set as $t_0 = (0 \ 1.8)^T$ with the same upward initial orientation angle used in the last run. It was observed that there existed no paths leading to the target area or even to the vicinity of it as opposed to the previous experiment. In this case, a collision with the closest obstacle to the entry point is unavoidable, and it is due to the constraint applied by the curvature. In an extreme case, one can assume a very big value of $\rho_{\text{actual}}$ representing the lack of steerability and a dense environment used as the obstacle/target configuration. Using a planner based on the "bicycle" model and regardless of the manipulation mechanism, a collision is likely to occur, and the probability of success is next to zero. In order to find a collision-free path, the value of $\theta_0$ was gradually decreased. It was observed that by setting $\theta_0 = 3\alpha$, the needle hit the target after 2 turns as shown in
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Figure 6.8: Comparison of simulation and experimental results in experiment 2 (a) $\theta_0 = -5\alpha$ and $C_r = 100$ with 1 turn (b) $\theta_0 = -5\alpha$ and $C_r = 40$ with 4 turns (c) $\theta_0 = 5\alpha$ and $C_r = 100$ with 1 turn.

It is also possible to find the globally optimal path with respect to the initial orientation angle by searching over the entire look-up table provided by PPVI. Following this strategy, the optimal solution for the initial insertion point located at $(0 \ 1.8)^T$ has been demonstrated in Fig. 6.9(b). Accordingly, $\theta_0(\text{optimal}) = -16\alpha$.

Future experiments will be conducted on animal tissue phantoms using a 22GA needle whose outer and inner diameters are 0.7176mm and 0.413mm, respectively. Utilizing such a highly flexible needle, which provides more steerability and therefore more compatibility with the "bicycle" model, demands more sophisticated technology. To this end, employing an ultra thin electromagnetic sensor coil whose prototype is intended to come to the market in the near future is under development. In summary, technological limitations impede the arrangement of a complex obstacle/target configuration for experimental tests.
6.6. CONCLUSIONS AND FUTURE WORK

The results presented in this chapter have shown the feasibility and advantages of the prioritized partitioning-based value iteration (PPVI) for needle steering in relatively stiff materials. In this model-based control strategy, the needle is steered on a discretized 2D plane and reaches a target without any collisions with obstacles. This optimal approach showed significant savings in terms of the time required for the convergence of the modified value function in contrast with the non-partitioned value iteration. Compared to the other existing methods, it is worth noting that the presented approach is a globally off-line optimization algorithm which solves the Bellman equation throughout the entire workspace, and creates a look-up table. Once the table is obtained, it can be applied to any initial insertion position or orientation to guide the needle toward the target. In other words, pre-planning is time-consuming, but intraoperative control is instantaneous with no need to do any further processing. This is the key point of this research. On the other hand, one of the limiting factors of almost all DP-based methods applied to large-scale systems is the requirement of a large hardware memory to store the data. By partitioning and solving the Bellman equation as we did in this chapter, it is merely necessary to store information of local states and corresponding dependencies. Therefore, as long as the data describing the partitions and cross transitions can be saved into a computer’s RAM, the problem is solvable. Moreover, another advantage of this method is that inaccessible regions of the problem will remain unprocessed, which is another reason for improving computational efficiency. Although

Figure 6.9: Comparison of simulation and experimental results in experiment 3 (a) $\theta_0 = 3\alpha$ with 2 turns (b) $\theta_0(\text{optimal}) = -3.2^\circ$ with no turning point.
this method still requires more enhancements in terms of the timing in order to make it applicable for a real-time planning, it is a good macro approach for pre-planning tasks. To this end, integrating PPVI with a fast micro solution and testing the entire planner on the brachytherapy setup is the next step.

For future developments, initial information can help with the curse of dimensionality and better partitioning of the entire space. In this regard, finding an optimal scheme compared to the simple version utilized in this chapter will yield a better solution as a direct result of (1) minimized cross-partition transitions; and (2) reduced overhead. In the absence of a priori scheme, on-line partitioning may enhance the work. Note that the performance of PPVI is different from one case to another. In other words, counter-examples may be found to give unfavorable results unless all parameters are set properly which can be a complicated task. Stability analysis, using a hybrid flow metric and employing other solvers in addition to finding a better implementation framework are other aspects that will be investigated in the future. Clearly, more theoretical work is needed to guide the enhancements of PPVI. Apart from DP-related issues, it may be possible to develop an automated method to estimate the needle curvature and the variance properties from medical images and force/torque data for updating the planner’s parameters intraoperatively. A simple deflection model, which is based on beam theory and force/torque readings, can be integrated with PPVI to have a better estimate of the needle curvature during the procedure. At the very least, all these efforts will need to be validated through appropriate experiments with animal tissue phantoms rather than uniform artificial phantoms.
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Chapter 7

Conclusions and Future Work

This chapter explains the key contributions of the dissertation and presents conclusions and suggestions for future work in the area of needle insertion/steering based on the current research.

7.1 Conclusions

The main contributions described in this thesis are as follows:

1. In Chapter 2 an asynchronous joint-EKF was developed in order to find an explicit mapping between the inserted length of needle and the measured force signals during needle-tissue interaction. The main motivation for seeking such a non-physics-based method was the sheer complexity of the physics behind needle-tissue interaction which prevents its successful implementation in operating conditions with real-time performance. This study presented a method that was particularly important for robotics-assisted needle-based interventions where no image-based technique is available during the procedure. Accordingly, the axial interaction force was described by a category of nonlinear state-space models whose parameters were intraoperatively identified by the use of Kalman filtering. Successful parameter identification from the data stream during a conventional needle insertion is a remarkable advantage of this approach. Thus, as the needle interacts with soft tissue, force-depth profile provides a useful means to characterize needle-tissue interaction. From this
point of view, it is possible to make an atlas for a variety of needle-tissue combinations, and then take advantage of the proposed scheme to have an approximation of the total translational force. Hence, explicit knowledge of the biomechanics of needle-tissue interaction is not required in advance to building the model. Another important achievement is the capability to model the total axial force without splitting the insertion/retraction forces into the constituent force components including rupture, friction, and cutting forces. We can, therefore, say that the proposed modeling strategy holds appeal due to its simplicity, feasibility and real-time implementation.

2. As is known, the interaction between the needle and soft tissue involves frictional effects, and exhibits hysteresis loops to a great extent. In Chapter 3, a sophisticated technique was introduced in order to identify and model full features of translational friction including the Stribeck effect during needle insertion. This approach was inspired by the famous LuGre point friction model, and its extension to the case of friction in the presence of a moving contact patch with a time-varying size. Based on empirical observations, we showed that static friction mappings were unable to capture the dynamic nature of translational friction in this application. On the other hand, the developed family of dynamic structures as suggested alternatives were capable of replicating the dynamic behavior of the distributed friction along the needle shaft as it is inserted or retracted. In summary, the introduced friction models performed well in a number of organic and artificial phantoms such as agar, gelatin, and beef liver, while capturing static and dynamic frictional effects properly. In addition, the proposed approach facilitated estimating the cutting force in an intraoperative manner by simply deducting the approximated friction and inertial term from the totally measured interaction force at the needle base. As highlighted in Chapter 5, friction compensation is believed to be crucial for automating needle steering, and the current technique enables us to improve the bending models in which frictional effects are neglected. A quick review of simplified models and related issues were given in section 1.4.1. Even for simulation purposes, it is notable that novice clinicians will likely have to slow down the insertion and rotate the needle handle several times with variable insertion rates before accomplishing designated actions. Frictional features depend on the relative velocity between moving contacts so ignoring frictional effects and hysteresis cycles in the simulator will certainly make the haptic perception (sense of touch) nonintuitive. On the other hand, to make the friction model comprehensive and applicable to various needle-tissue combinations, a velocity observer
was developed in Chapter 4 to take care of soft tissue deformation in the direction of needle insertion. As a result, the combination of the velocity estimator and friction model was able to accommodate soft-tissue motion and compensate for it without excessive computational complexity or cost.

3. Accurate deflection modeling is the first step toward precise model-based control. Thus, developing a deflection model will be part of a journey towards model-based needle steering. In Chapter 5, mechanical properties of the needle structure, elasticity of the elastic medium, friction along the insertion depth as well as insertion velocity were considered and integrated for modeling. Finally, the proposed deflection model consisted of two Euler-Bernoulli beam elements, whereas the geometry of the moving needle led to a set of PDEs for two sub-beams with coupled non-homogeneous moving boundary conditions. Green’s functions were employed as a sophisticated tool to find the sought analytical solution. Theoretical results were validated using experimental studies, and the empirical results confirmed that the suggested technique could open up new possibilities for deflection modeling. The proposed method demonstrated acceptable performance, notwithstanding that a gradually increasing error with respect to insertion depth was observed. As another result, it was found that inserting the needle with a higher velocity or in a phantom with a lower stiffness resulted in a smaller radius of curvature, thereby generating greater needle steerability. This observation agreed with the simulation results; however, it contradicted the very basic assumption in the bicycle model based on which the needle curvature was expected to be independent of the insertion rate. The model also exhibited robustness in the presence of uncertain tissue elasticity and viscous friction coefficient. In this scheme, the entire model was built and updated based on force information without using any imaging modality.

4. Using the well-known bicycle model, prioritized partitioning-based value iteration was applied for needle steering in Chapter 6. As a result, inaccessible regions of the workspace representing delicate organs, e.g., nerves, or impenetrable areas such as bones, remained unprocessed which was one reason for improving computational efficiency. According to this model-based control strategy, the needle was steered on a discretized 2D plane and reached the desired target without any collisions with obstacles while minimizing the path length as well as the number of full needle rotations. Clinically speaking, the outcome led to less tissue trauma which was desirable.
in practice. This optimal approach showed significant savings in terms of the time required for the convergence of the modified value function in contrast with the conventional value iteration. Although this method still requires further improvement in terms of process time in very large-scale systems as well as inclusion a time-varying curvature in the planner, it can be considered as an efficient macro approach for pre-planning. However, under some conditions and depending on the nature of needle-tissue interaction, this strategy can be employed as part of an intraoperative planner. Promising results on the brachytherapy setup proved the feasibility and advantages of this planar steering technique. However, prostate brachytherapy is not the best application to show the capabilities of needle steering in general. Steering techniques turn out to be more helpful in applications such as brain surgery in which finer needles are employed, and therefore more curved trajectories are possible.

### 7.2 Suggestions for Future Work

There are several directions in which the research described in this thesis can be continued in the future. Some suggestions are given below:

1. The large variations in the acquired interaction forces at different insertion paths specially in biological tissues should be quantitatively analysed. Toward this goal, thorough robustness and statistical analysis using a wider range of needle-tissue combinations on artificial and/or organic phantoms in a more clinical setting are subjects of ongoing research.

2. The performance of the proposed schemes for modeling or control should be fully evaluated using a multi-layer artificial phantom which generates the behavior of realistic organic tissues during interventional procedures. To this end, the phantom can be fabricated such that each layer consists of a thin membrane plus a deformable body. In the case of multi-layer phantoms, the dynamics of tissue puncture may have considerable effect on the entire needle-tissue interaction. In the extended insertion experiments performed, significant differences were observed between artificial phantoms and animal organs in terms of:
   - force-insertion depth or force-velocity dynamics
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- maximum force range
- viscosity

Note that elasticity of biological tissues can be easily replicated by mixing appropriate amounts of ingredients. Considering all these empirical observations, exploring a new artificial phantom as a combination of chemicals that produces a more realistic force pattern would be demanding. It will certainly ease and speed up the process of developing and validating new modeling and steering mechanisms. In addition, mimicking inhomogeneity and nonlinear viscoelasticity by artificial tissues is another topic that should be investigated in future research. For the sake of simplicity, the needle structure as an elastic foundation was assumed to be uniformly linear in the modeling discussion in Chapter 5.

3. As is apparent, managing an *ex-vivo* experiment on biological tissue under controlled or repeatable conditions is challenging and requires solving some practical issues such as:
   - storage and contamination
   - precise cutting and fitting the sample into its container
   - tissue immobilization

That is why artificial phantoms are usually preferred during the first steps in assessing a new approach. As mentioned earlier, an ideal artificial phantom is expected to preserve the typical range of elasticity, viscosity and tissue deformation of living tissue as well as mimic its force-velocity or force-insertion depth dynamics. However, lack of vascular pressure and temperature effects changes interaction dynamics when compared with *in-vivo* tests. Moreover, in the *ex-vivo* experiments on fresh muscle, e.g., chicken breast, beef, and ham, dynamics of the force-velocity loops was found to be different from those of beef liver and artificial phantoms. For example, it was observed in muscle tests that the equivalent Strubeck effect in friction analysis appeared very slowly, and viscous damping turned out to be negative (or zero), which were not justifiable by classic friction theories. This suggests that the mechanics of translational friction in muscle-like materials deserves more theoretical work in the area of materials science, mechanics of contacts, and fluid mechanics. It is likely that we need to investigate the problem at a molecular level in order to identify and then classify the tissue structure of specific organs in order to develop organ-specific models.
4. One practical issue that can arise from needle steering along curved paths is possible tissue damage during needle withdrawal. This is an important aspect of needle steering. As is obvious, interaction forces during insertion and retraction phases differ so there is no guarantee that the needle moves along the same insertion path during withdrawal. Developing a mechanism for safe needle retraction to minimize tissue damage is an open problem, and should be carefully considered.

5. In an extended test as reported in Chapter 4, insertions were performed at multiple heights of an artificial phantom. Prior to this experiment, the tissue sample was placed in its container and clamped such that the bottom and edges of the sample were firmly fixed, leaving the sides free to move and unobstructed for needle insertion. Different magnitudes of tissue deformation and insertion force were observed; so it was concluded that as a result of dissimilar boundary conditions experienced by the needle during each insertion, the measurements were different. In general, organ geometry and boundary conditions imposed by the connective surrounding tissue are the factors that influence the accuracy of surgical intervention. In [2], mathematical clues on modeling boundary constraints and anatomical geometries have been provided, and as a case study, the procedure of needle insertion into the prostate has been studied. Due to the complexity of the trends, investigating the practical issues of incision location and tissue boundary conditions on needle-tissue interaction dynamics is recommended for future work.

6. Static needle deflection solutions have been widely exploited in the literature for the sake of simplicity and ease of implementation [1,3–7]. The frictional effect are usually neglected [1,3] although translational friction is the most essential force component of needle-tissue interaction. To take one step forward and enhance the current study, it is proposed as future work to integrate the full ODE exhibiting friction characteristics suggested in Chapter 5 with the PDE associated with the dynamic bending introduced in Chapter 5. Later, to simplify the structure and find the closed-form solution, model reduction using approximate ODEs instead of an accurate PDE should be examined. In [8], a model reduction method was investigated in order to reduce the computational effort needed to evaluate PDE-based models. Applying transform methods may ease this procedure [9].

7. Some advanced topics on dynamic modeling of flexible structures may improve the suggested modeling work. In case of considerable needle flexibility, either Timo-
shenko’s or Rayleigh’s beam theory can replace the basic Euler-Bernoulli beam theory so that the effect of rotary inertia or shear deformation of the needle cross section is fully taken into account [10]. However, solving the resultant equations of motion with moving boundary conditions is still challenging. In another modification, the horizontal component of distributed friction can be introduced in the bending equations. The extra term required to represent this additional effect in the governing PDEs consists of the second derivative of \( \omega(x,t) \), i.e., vertical displacement of a beam element, with respect to \( x \), i.e., axial distance of the beam element from the needle’s base holder.

8. It is pointed out that existing steering methods usually require predefined parameters prior to insertion. For example, applying a constant curvature value for the bevel-tip needle path as a simple but practical model is mandatory in many steering algorithms [11–21]. In fact, this is not a strong assumption, and can be easily violated for various reasons such as unknown or uncompensated uncertainties or time-varying interaction characteristics. Based on the empirical observations, the actual path of a bevel-tip needle in a homogeneous artificial phantom follows an oval shape rather than a full circular curvature. Under some conditions, the oval curvature can be approximated by a circle that is represented by the bicycle model. Once an extended version of the bicycle model, which enables us to accommodate uncertainties either implicitly or explicitly, is achieved, various methods are applicable to perform path planning. Controllability and optimal path planning for car-like robots such as Dubins car as a specific case of mobile robots, have been discussed in [22,23]. These can be applicable to the needle steering problem. Accordingly, even in the absence of obstacles, planning nonholonomic motions in the presence of uncertainty is not an easy task. There is no general algorithm to plan motions for any nonholonomic system so that the system is guaranteed to exactly reach a given goal. The only existing results are for approximate methods, which guarantee only that the system reaches a neighborhood of the goal, or exact methods for special classes of nonholonomic systems.

Soueres and Boissonnat [24] explained the same concepts from a different viewpoint. They solved the shortest path problem for car-like robots using Pontryagin’s Maximum Principle (PMP) which constituted a generalization of Lagrange’s problem of the calculus of variation. While this method provided a necessary condition for the solution to be optimal for various kinds of cost functions, Boltyanskii’s sufficient condition was introduced to maintain the necessary conditions for the trajectories to
be optimal. A geometric approach based on partitioning was then proposed to provide a collision-free admissible path in the configuration space of the mobile robot. Obstacle avoidance usually adds a second level of difficulty to this problem. In [23] some advanced ideas, for example, virtual adaptive control or state feedback control, have been discussed which are closely related to this case and may be applicable to the needle problem as a nonholonomic or a car-like robot system.

9. Generally speaking, as the needle penetrates tissue, more local information is gathered by the sensory system so the most recent measurements provide a useful guide to re-characterize the interaction if required. Thus, it is recommended to update the existing deflection model, and thereafter the controller, toward achieving a more robust and accurate solution. This strategy will allow us to predict variations of needle-tissue interaction, and then compensate for them. To this end, implementing a feasible computer-assisted planner that benefits from an adaptive control rule and automatically adds a learning capability to the system can be considered as the ultimate goal. Following this strategy, physiological variations associated with needle-tissue interaction and varying tissue properties can be sufficiently taken into account with no need to employ a complex FEM-based method which can be computationally expensive. Other geometric or mechanical nonlinearities that are usually ignored or linearized in FEM may also be tracked and accommodated by this strategy.

10. Another approach to deal with needle steering is to directly control the PDEs associated with needle flexion and needle-tissue interaction. In contrast to ODEs, no general methodology exists for PDEs. However, motion planning, trajectory generation, state-feedback and output-feedback design for a class of PDEs as well as Lyapunov stability have been discussed in [25]. Backstepping control design and optimal control of a category of nonlinear PDEs have also been offered in the same reference. Note that the shortcoming of these solutions is the fact that these techniques are problem-specific, and are not generalizable to any class of PDEs. Also it is important to note that model reduction plays an important role in most methods for control design for PDEs. A reduced-order model can be written as a set of ODEs for which well-developed control theory is available.

11. The study presented in this thesis is particularly important for robotics-assisted needle-based interventions where no imaging data is available throughout the operation. It holds appeal due to its feasibility, simplicity and real-time implementation. However,
one exciting area for further extension is concerned with integration of image-based
techniques with the modeling or steering mechanisms in order to provide more ac-
curacy and robustness. To this end, recent advances in computer graphics and the
use of GPUs have facilitated real-time or close to real-time implementation of even
complex imaging algorithms. Techniques to directly integrate images pre- and/or in-
traoperatively with robotic systems are currently under investigation. They include
approaches for image visualization, registration, navigation, and on-line image-based
adaptation to deformations and interactions that occur throughout needle insertion.
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Appendix A

Experimental Setup

Experimental implementations of the methodologies described in this thesis were carried out on a state-of-the-art robotic system which was designed and constructed in-house for the primary application of prostate brachytherapy.

The 5-DOF needle insertion manipulator shown in Fig. A.1 can perform orientation, insertion and rotation of the needle as well as linear motion of the stylet to drop radioactive seeds with an acceptable accuracy. It also maintains an RCM about the needle tip. The robot is controlled using a PID controller in joint space at a servo rate of 1kHz. In order to reduce noise perturbation that is dominant at low velocities which is the case in real interventions, a high-gain observer has been implemented to estimate velocity from encoder measurements. Fig. A.2 also shows the hardware block diagram and a general view of the full robotic system. A Nano43 6-DOF force/torque sensor (ATI Industrial Automation) is attached to the needle holder to measure the force signals acting on the needle shaft. High frequency content of the force/torque signal is eliminated by averaging its five recent samples using a moving average filter at the rate of 200Hz. The robotic system has been instrumented with an Aurora electromagnetic tracker (Northern Digital Inc.) that measures the position of its sensor coil(s) with respect to the device’s global frame. An Aurora 5-DOF sensor coil is secured inside the needle shaft and very close to the tip in order to track the tip position at the rate of 40Hz.

Two desktop computers for control (client) and data capturing (server) have been interfaced through a User Datagram Protocol (UDP) connection over ethernet. A multi-threaded application for real-time position/velocity control, sensor readings, data logging and com-
communication was developed using Microsoft® C++, MATLAB® and the QuaRC® Toolbox (Quanser Inc.). An Aloka SSD-1000 ultrasound system accompanied by an EPOS digital motion controller (Maxon Motor), and a PHANTOM Omni® haptic device (SensAble Technologies) are other available devices in the experimental system, and are employed for further developments.

Before using the robotic system, all hardware components are registered to a fixed coordinate frame. For this purpose, several approaches have been reported in the literature.
Figure A.2: Hardware block diagram of the robotic system and a view of the 5-DOF manipulator.
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