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L :
From the total probability formula, we- obtained /

_ [p(p|ac)p(c|A) + P(D|AC)P(C|A)]1/P(D]|AC)

ARS =1 - e —& ' . (6.3.1c)
[p(D|AC)P(C|A) + P(D|AC)P(C|A)]/P(D|AC) .
=1 - 2RO p1my 4 p@m 1/ EELRAD picla) +p(E]a)]
P(D|AC) . _ P(D|AC)
=1 -.[(wj-f—f—) - 1P(gn) + 1]/[(1(91“—9 ~ 1)P(C|a) + 1]
_P(D|AC) - P(D|AC)-
R ~ AR, —(P(C|A) - 1) +1
=1- [P(Plf‘g)][P(DlACl][. C.A ' 1. . (6.3.1d)
. P(D|AC) P(D|AC) AR, A(P(CIA) -1) +1 .
o - - ".
When there is no synergy or antagomism we
P(D|AC) _ P(D|aC) i AR AR
—— = °C, C,A
POED POl , 0.0,
COROLLARY 6.3.2 - S oo .

s’ - °

The abphrent attributable risk can be expressed in relation

‘to the attributable risk due to A in the presence of C. Tha} is,

AR, = A:RA,C + ARy, - ABA,C(ARS,) . < (6,3.2)
. ' .
where
‘ ] .)’.‘
) AR, X(P(CIX) -1 +1 "
= - 2 ]

ARgy =1 AR, PCID) - D) +1° (6.3.2a)

Proof: )

- By using the similar technique as in formula 6.3.1lc, we_obtainy

ARy - AR, o = (1 - ARA’C)ARS, (6.3.2b)

13

where ARS, was defined as

L (DlAC)] [P(DIX)] .

ARG, = 1 - =
‘ P(D|AC)" P(D|A)

(6.3.2¢)
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From the total probability theorem, we have

AR = 1 - [P@[ACYP(C|A) + P(D|AC)P(C|A)]}/P(D|AC)
5 [P(D|ACYP(C|A) + P(D]ACIP(C|A)]1/P(D|AC) .

1 - [p(c|a) + L@_ﬁﬂ_ P(cla)]/[p(cla) + m p(cla)]

P(D|AC) P(D|AC)
AR, —(P(C|A) - 1) + 1.
— 1 - [ CLA ] . ~
AR, A(P(CIA) -1) +1 .
, Q.E.D
COROLLARY 6.3.3
i PARC,A - PARCJ
¢ - S 1 --PAR; o ™
Proof: ’ )
From formula 6.3:lc,‘we have
roH Py rom  f
AR = 1 - P(@[AO) _ P(D|AC). P(D[AC)
S P(D[A) P(D]A)
: P(D|AC) P(D|AC) \
~ 7 pla)._; PEID) _, CR0E)
- ' _P(lac) _ P(D]AC) . P(]ac)
. : P (Dgh) -P(D|A) . P(D|A)
P(p]AC) P(D|AC) P(D|AC)
= PA'RC’A - PARC’X(l - ARg) | ) -
ARG (1 - PAR, 7)°= PAR; , - Pf.RC,X
! - Q.E.D.

COROLLARY 6.3.4 -

AR 1 - ARC,A]‘

C,A
mooT TR

" a) AR > 0 1ff PCCIA) >
P(C|A) C,A C,A

-
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AR, , (1 - AR
- G

. —— AR -
b) . ARG, > 0 iff P(EIA)' > ARC’ﬁ
P(C|A) C,A
Proof: i
From formula 6.3.14, we have
. _ 1 - ARC 1 - AR,C,KP(CIA) ",
ARS =1 - [l AR ][ c — ] - -
| C,A 1 - ARC’AP(.C|A)‘
o - — - -
i (1 - AR, o - ARC,AP(CIA)#+.ARE’A{XRC’XPQIA)]
« - ARC’-A-)(I - ARC’AP(CIA)) .
. —_ _—
\ . 1 - ARG ) " ARC’KP(CIA) + A_.RC’AARC,XP(ClA)]
N “ AR, =)(1 - AR P(C|A
\ (1 - ar. DA ARC’Al?(CIA)_)
_ (1 ~ AR, )P(CIA) - AR X(l,—‘ARC’A)P(ClA)
- AR, (1 - AR, P(c:]K))
Since 1° AR, n and 1 - AR P(C|A) are both positive, this implies

TP(Cla)

-

A

2T
Ro p)P(C|A) |

From formula 6.3.2, we have

- R
1 - AR, XP(C|A)“ . )
ARg, =1 - 2 .
1 - ARC,AP(C|A)”
' ARC 2P(Cla) - AR, P(C|A) e
R 1 - CAP(C]A)

since the denominator 1 - ARC A
]

ARgs

.10

P(C|A) is positive, thus,

> 0 1ff AR, —P(CIA) > AR, P(CIA)

! . {part b) Q.E.D

(part a) Q.E.D,

20¢
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THEOREM 6.3.5

& -

) The apparent population attribﬁtable fisk containq\three com~
. ) v
ponents: the population attributable risk due to A in the absence
of C, the population risk fraction attributable to the spurious effect

of confounding, and the interaction of these two terms, i.e.

PAR, = PAR, & + PARg - PARA;E(PARS) (6.3.3)
' where N .
: P(DLKE) P(D|C) CP(CIA) -+
PAR, = 1 - [ —=] [ ][ - (6.3.3a)
S P (D|0) P(D[C)- ARC(P(C) 1) + 1
Proof:
From formulae 6.2.2 and 6.2.4, we have
* 50 _ 2olE
' P(D|AC) P(D|A)
PAR, - PAR, = = -
A TAC (0| PFDX , .
S _ Pgn|26){l _ Pgolc)][ (p}a) }
v P(D[C) \* P(DIAC) B(D)
' = — —
3 : = [1 PARA,C]EARS,E (6.3.3b)
where’PARS was defined as
' : © r@ 0B '
. _ PiDIC) P(DlA) P(D|C) P(D]|AC)
PAR, = 1 - 11 1= DIL : (6.3.3c)
.S P(D]AC) P(D) 20) '
P(D|C)

5 - t

[
By using the-total probability formula, we have

[PQXC)P(C]X) + P(DJKE)P(EIK) ]1/P(D]AC)
- P(|C)P(C) + P(D|C)P(C)}/P(D|C)

- [ReDlAcy P(Cla) + P(clA)'J/[JEIE—Nc) + P(O)]

PSD[AC) P(D|C) -

1 - [EREO gy clmy + 11/1ERL - 1ypio) + 1)

. P(D|AC) P(D|C)

PARS =1 -




o |
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_ (Relao), polc), AR z(P(cla) - 1) + 1] , |
soag OO RE@ -D AT L

o Q.E.D.

[

COROLLARY 6.3.6
.The apparent population attributable risk gén be expressed

-~

in relation to the population attributable risk due to A in the pre-

A7
sence of C, The formula is ’
. PAR, = PARA’C + PARg, - PARA,C(PARS.) (6.3.4)
where
: AR, £(P(C|A) - 1) + 1
= —_ LA
PARS. 1 -«ARC(P(C) T g6.3.4a)
’ Proof:
o By using“the same method as in formulae 6.3.3; and b, we have
PARA - PARA,C = (1 - PARA,C)PARS" (6.3.4b)
) where PARS, was defined as
] L . .
» PAR,, =1 - [P(D[j:{]["g?g);‘l]. (6.3.4c)
(D] AC) -
’ From the total probability theorem; we obtain- . y
' ) . T, : .
[2(p]AC)P(C|A) + P(D|AC)P(C|A)]/P(D|AC) .
PARS. 1 - )

[P(D|C)P(C) + P(D|C)P(C)]/P(D|C)

| - — v e
- ; [P(c|a) + B(_DJéQZ P(C|A)1/[P(C) + i—é%}%?(cn
‘ . P(p|ac) :
ARC’K(P(CIX_) -1) +1 ‘

L
r
»
§&5\~
]
’-—l
]

=1 AR (P(C) - D) + 1 1. :
| Q.E.D.
A
’ COROLLARY 6.3.7¢ : :
. [ ]
| PARA PARA,C ) PARC PARC)A - AR . - - (6.3.5)
T - PAR, = 1 - PAR. — s :

»C C,;A




Proof : o
Since -
N .
PAR, - PAR, T -1 - [P(D]E) ][P(D]K)]
1 - PARA.;? P(DIKE) P(D)
and (
d
. PAR; - PAR. % S [P(DLA)' [P(DIC)].
1 - PARC,X. P(DIXE) P{D)
and by the use of fqyﬁula 6.3.3c.
COROLLARY 6.%.8 ]
i O AR, — 1-AR
" a) PARg > 0 iff P@ -, b ]
P(C{A) C C,A
- AR
b) PARg, > 0 pee 2D el
. 'P(C) - C,A
LEMMA 6.3.9
The following statements are gdenticélz
a) P(C|A) < P(C) d) P(A|C) < P(A)
b) P(C|A)< P(C|A) e) P(A]C) < P(AlC)
c) P(C) < P(C|a) "f) P(A) < P(A|C):

Proof:

- 5

a) = b) P(C|A) < P(C) - P(C|A)P(A) + P(C|A)P(A)
P(C|A) (1 - P(A)) < P(C|A)P(A)
- P(c|R) < P(C|A)

c) P(C) = P(C|A)P(A) + P(C|A)P(A)

< P(C|A)P(A) + P(C|A)P(R) = P(C|A)
'c) =d) P(a) = P(A|CIP(C)/P(C|A) > P(A[C)

d) = e) similar to a) =b)

211
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f) similar to b)

e) =

r "

£) =

a) similar to c)

THEOREM 6.3.1

2

1f there is synergy between
»

p(ciA) > K,
Kgv 2 P(C]A) > K¢ <=>
Kg > P(C|A) Q _

On theé other hand, if there exists

P(e|A) > Koo

Ko, 3 P(C|A) = K

S s'

Kg s > P(C|A)

where
- 1

- AR

cf

d)

Q.E.D.

factor C and factor A, then

e

> i
AR.A > ARA,C ARA,C «
ARA,C _>__ARA z-ARA,E
ARA,C z'ARA;E'i'ARA

antagohism between C and A, then

AR, > AR

.—>'
A,C > AR

A,C

AR

T 2 AR, 2 AR, o

A,C = A=

T 2 AR, . > AR,

~ ARC,X
kg = =Chy
C,A

S 1 -

) ARC,A - AR

C,A

C’éJP(CIK) and

AR, 7

AR — . ‘
_ 4
+ —C.A P(C|a) .

Ka
S ARC,A

Proof:

AR

c,a ~ *Rea

ARC

3 e

A AR_ —

C,A

+ [
AR

AR, , - AR, — °
C,A C,A
[ 1

ARC,A

AR

- AR —
2 A A
C C 1(p

»* \ = [
i ‘ARC,A

‘Kgy > Ko 1f (ARC,A -

are obtained from Corollary 6.3.4.

"
A |

ARC,X) aéd AR

R - AR
cot e (R Koy
C,A C,A

> |

AR,
+ T P(c|a)]
A
»

(E[K) +,__££glél_]
1 - ARC ry

(@]

C.A has the same sign. The results
4 \

Q.E.D.
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COROLLARY 6.3.11
When there exists no synergy or antagonism between C 'and A,

e have AR, i ARA,-C- =~x&hc iff ?(CIA) > P(C|A). \

Proof:’
No synergy or antagonism implies ARA,C = ARA,E"
By applying th#§ information to the definition of KS and KS”

Rgr = Kg = P(C|A).
Then use Corollary 6.3.4. .
> - Q.E.D
COROLLARY 6.3.12 : \ . :
* When P(C]A) = P(C[K), the condition \ : ) -
ARA > ARA,E -
would imply that
ARA,C 3_ARA z-ARA,E and ARC,A 3_ARC Z-ARC,Z“

Proof: .
By substituting the condition, P(C]A) = P(CIX), in Corollary
6.3.4, we obtain

AR, > AR, © Lff AR, A (1 - ARC’K)P(CIA) - AR, x(1 - AgC’A)P(clA) >0

AR —(1 - A

i.e. AR, > AR ¢, B " AR 3 ) 20

A,E iff ARC,A(l - AR

Re,a

s i.e. AR, > AR, = iff AR, , - AR

A2 AR T c,a ~ ARe,x 20

¢

and

AR, > AR, . iff ARC,XP(CIA) - AR(':’AP(CIA) >0 ,

-

. i.e. £ AR — - i
e. AR, > AR, . 1ff AR, 7 - AR , > 0

=~ "a,c A A,C’
Lemma 6.3.9, we have P(AIC) = P(AIE). Repeating the similar

Thus, ARA > AR, - implies that ARA c > AR, > AR, . Moreover, by
' H]

I




o

.r

procedure P(A|C) = P(AlE) and -AR: > AR, = implies that N
“TA,c = TTALC ,
AR > AR > AR —, Y
C,A c=""¢c,A QE.D
THEOREﬁ 6.3013 Ry
If P(C) > Max(Lg and Lg,) then PAR, > Max(PAR, ..PAR, O)

C A,C

if P(C) _<__Min(LS gnd LS,) then PAR < Mln(PARA,C’PARA,E)“

if P(C) located in between LS and L then

-

S'
PARC will be located in the range between PAR and PAR_ —

C,A C,A
where . ) ' ’
‘ AR A — 1l - AR
L C,A C -
Lo = [/ 1P(c[4)
S AR, 1 - AR, .
. ) ARC.- ARCigi+ [ARC,XjP(élK)
S' ARC ARC )

COROLLARY 6.3.14

If there exists no synergy or antagonism between C‘and A,.then

P(c|A) iff PAR-> PAR. 7

> PARC ,K .

. h) P;clA)

lv

P(C|A)

jv

b) " P(Cc|A) iff PAR

C,A
Proof : '
Using Lemma 6.3.9, from'P(C]A) > P(C|K),’we have

P(C) > P(C|A) and P(A|C) > P(A|C).
Then, by applying Corolléry 6.3.11, we obtain .

and 14+#AR, >1 - AR —

ARg 2 ARc X @ c2 C;A
’ AR, — 1 - AR, | : :
[ Ag’Aj‘[l - AR C) 1 TG
C C,A P(C|A) -

" The result of a) is obtained from Corollary 6.3.8 and the result of

b) is obtained from Corollary 6.3.3. : ]
. - - ) , , i

»

Q.E.D.

»



COROLLARY 6.3.15

When P(C|A) = P(CIK), we have L -t

PAR, _ > PAR

ALC > PAR, = iff © AR, > AR, 1.

A A,C

6.4 Interpretation and Discussiom

The Epidemiologic Interpretation of AR,
[~

From formula 6.3.1c, it can be seen that ARy is expressed in

M

L]

a form similar to the attributable risk itself. Its denominatorris
! the total relative risk of C when A is present and the numerator is

the difference between the total relative risk of group C with A
4 . .

present, and group C with A absent. In other words, AR, can be ex-

S
. ’ plained as the fraétion of total relative risk, ‘contributable from )
the confounding variable C to the effect of causal agent A. From -

can be considered

another point of view, by using Corollary 6.3.3, ARS

as the difference bétween two fractions, PAR d

C,A an

[PARC’X][(l - PARC’A)/(I - PARG’X)]. PAR is the fraction of t}_ue

C,A

pdpulation risk, among those who are exposed to causal agent A, which

is attribufable to the risk factor~C. PARC K-is the fraction of the
. - ’ .

population risk, among those who are not exposed to A, which is attri-

LY

butable to C. By multiplying the constant, [(1 - PARC A)/(l - PARC K)],

the risk PARC X—has been transferred to a fract}on Qf the population

" -

risk of the exposed group. In this form, AR, could be recognized as

S
a fraction of the population-risk, among the population whiqh’has

»

been exposed to A: which is attributable to the confounding effect

- N v ‘
of C on A.

EEY




The Mathematical Properties of AR

For fixed values of P(CIA) and P(CIA), the value of ARS is'

,

bounded by

LS

1 - AR, ,P(C|R) " 1 -aR, -PC|R)
C,A } and 1 - ()] C,A

1 - AR, AP(C|A) - 1: AR AP(c|A)

1 - (D] }

o —
_where .I = [ (PLIS?][§EE+%S§] is the index of synergy or amtagonism

. P(D]AC)

based on the multiplicative model .

L]

When there is no synergy or anﬁagonism (t.e. I =1 and

M ARC,A = ARC K)’ ARS

wl‘t’h minimum = 0 and maximum = fp(cla) - P(CIA)]/P(CIA). In thil

is a monotonlc increasing function of ARC A

situation, a summary attriButable risk, the weighted sum of AR

C,A
" and ARC A’ with thé weights proportional to the inverse square root
of the cornesponding variance, could replace ARC-X to achleve better
precision. "

‘In formula 6.3.2c, by interchanging symbols A and C and

-

adding ARC,A = ARC,K’ it ean be shown tha? the term ARC ARC A

is directly proportional' to ARA-E and [P(A|C) - P(AlE)]. Figure 6.1
. e L]

gives some idea of how the value of ARC - ARC-K behaves with the .

change of AB - aﬁd [P(a]C) - P(A|E)] ' )

"

L]

In formula 6.3.la, when the value AR — is replaced by AR

C,A c’

the result obtained would be disﬁorted from the true value of‘ARS.
The magnitude of this disterfibn depend% on the values of ARC - ARC A’
,P(CIA) - B(C|Z) and the value of P(CIK). Table 6 1 gives an indica—

L4 . 1

tion of this relationship. .



TABLEQ-]. & ° .

THE DISTORTED VALUES OF AR, IN RELATION TO ARC - AR, -

s C,A

AND P(C|A) - P(c|a)

]

-

ARc=ARc X ' P(ch) - P(C|A)
* 510 15 20 253035 40 45 50 _
5 3.5 8. 1.0 1.3 -1.5 1.8 2.0 2.3 2.5
10 .5 1.0 1.6 2.1 2.6 .3.1 3.6 4.0 4.5 5.0
15 8 1.6 2.4 3.1 3.9 4.6 5.4 6.1 6.8 7.5
20 1.1 2.2 3.2 4.3 5.3 6.3 7.2 8.2 9.1 10.0
25 1.4 2.8 4.1 5.4 6.7 7.9 9.1 10.3 1l.4 12.5
30 1.7 3.4 5.0 6.6 8.1 9.6 11.0 12.4 13.7 15.0
35 u2:1 4.1 6.0 7.8 9.6 11.3 12.9 14.3. 16.0 17.5
40 2.4 4.8 7.0 9.1 ‘1.1 13.0 14.9 16.7 18.4 ‘20;0
45 2.8 5.5 8.0 10.4 12.7 14.8 16.9 18.8 20.7 22.5 -
50 3.2 6.3 9.1 11.8 14.3 16.7° 18.9 21.1 23.1 25,0

* ’ . . s
The value of this table is dependent on Max[P(C|A),P(C|A)] = .5. If
this wvalue is less than .5, the values in this table would be smaller.

‘From Table 6.1 and Figure 6.1, we could estimate the possible

L]

‘error incurred by us}ng'the crude AR, instead of AR — In~practide,

C C,A°
especially in a small-effect study, it is often true that ~
i - o r ‘ '

P(c[a) - P(CIA) < .3 and AR, = < 50%. Thus; the use of crude AR

sC — c’

217

-

when the value of AR — is not évailable,.will not bé too much. in error.

C,A
The stability of ARS‘enables it to withstandAthe variations of

AR, 4o AR, 7 P(CIAj and P(C|A). Because by further evaluation of

" formuld 6.3.2a with the condition- AR , = AR 7, it is easy to see
x : ’

-

C,A



Figure 6.1
r of an upper pound of ARC—Akc;K )
jues of ARA T and P(C\A)—P(c\g)
’ »

in

The pbehavie
to the’va

. yelation

- < DAR B A?C,A[P(CA\A)—P(C\A)] '




-

that the error of ARS which was caused by the resource error in
. 3 ‘ ) v
"?(C]A) and P(C|A) can be approximated as a term Hfss than the

following: T .

(Error-rate) [P(C|A) - P(CLA)](AR ).

f1- AR 7 —P(C|A)] €,A

Figure 6.2 gives some idea of how the resource errof of

P(C!A) and P(CIX) influences the result of ARS.

From Figure 6.2 we can see that in most situations, the

value of ARS is pretty robust. For example, éven when the error

‘rates of P(CIA) and P(Cfx) are both. as high as 15% and P(C]A) - {
P(CIK) = .15,.tHe upper bound.of the error in ARS still will be
lower than 5% of the ARC X value. This stability increases the

practicalityiof this formula.

An Interesting Characteristic of PAR

From Corollary 6.3.7, formula 6.3.5, we have

PAR PAR —Q(PARC’K)-[(I - PARC)/(l —~ PARC’X)] (6.4.1)

S C

and

PARg A Ry C ].

A

15 formula 6.4.1,‘PARC is the fraction of total population risk

PAR, - (PARA’E)[(I - PARA)/(l PA (Gilf'z)

attrlbutable to factor C and PARC — is the fraction of the population
risk, among the group who are not exposed to A, attributable to C. ’”

After using the conversion constent, [(1 - PAR )/(l - PARC K)]
PA

RC A has been converted to a fraction of the total population risk

and PARS can be interpreted as the fracfion of the total population

1

) e
risk attributable to the confounding effect of C on A. Similarly,

from formyla 6.4.2, PARS can also be interpreted as the fraction of

the total population risk attributable to the confounding effectsof

,{?ﬁifz; C. This symmetrical relationship'Suggests that PAR_ 1s the

WY : S
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Figure;_ 6.2 - //

Error curves of ARS in response to the errors of

P(C|A) and P(C|A)

CB A (ARC,K)P(C|A)

407%
~ Zone 2: . ' »
error of AR > 57 of AR -
s C,A
30% 4
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error of.AR < 5% of AR_ -
s C,A
0 L N 1 T r,7
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P(Cla) - P(C|A)



population- risk fraction qgtribuéable to the mutual confounding " _7

effect between-A and C. "As a consequence, even if the PAR of each

factor, A or C, is not the same, their interactive effect remains

constant.
\, ’

‘Because of involving extra exposure information, the popula= ‘

tion attributable. risk becomes more difficult to iqiffégééke than

'ARS. Formula 6.3.4c.can not be simplified even where no synetéy

- 0of antagonism exist. In this situation, the use of ARC to replace

ARC X'should be avoided because there is po clue to the magnitude
3 ~ , , - .

. &
of the error involved. N . P

-

6.5 Summary and Appl)catibns o .

~\ A L .
Estimation of the Risk Attributable to:the Confounding Effect
- ——

Based on the discussion above, the estimation or approximation

of the risk fraction attributable to the effect of confounding be-

- comes a matter -of finding the proper valueg of AR P(C|A) and

C,A’
P(Clz), either within the study, if the confounding effect is measure-

able, or from an outside source. Usually, unlessfthere is evidence;
variable C would not be considered as a confounding factor to A.
The literature citing this .evidence usually can be used as a refer-~

ence to find an approximate value of the.ARC-K. In addition, there
) A

2 [4 . ’

‘ are nationwide survey data available in Canada, such as thegNational

~
- -

Healtp Survey, Nutrition Canada Survey, Labour Force Survey, etc.

(Statistics Canada). This explicit information sometimes could be

used to estimate P(C]A) andrP(CIX).




[N

\,l Ty

Estimate the Attributable Risk After Removal of Confounding

After estimation of ARS (or PARS),%§EE/V81UES AR E'(Or PARA,E)

A,
can be calculated using the following formula:
ARA - ARS

ARA,E =-7rjfzﬁg— . (6.5.1)

» o -~

If ARS¢(or PARS)-is calculated from survey data with a suffi-

-

ciently large sample, the variance of ARS may be‘relatively negli-

gible when compared with variance of ARA. In this case the confidence

&

interval of ARC 2 would depend on the‘éccuracy of ARA alone. On the
I’
other hand, when ARS is estimatéd with appreciable variance, we should
use the following formula -
1> ARg 3 = (1 - AR)/(1 - ARY). (6.5.2)

«

The exponential of the log variance of the right hand side would give

an estimation of the variance of ARC

-

9A_‘ '

* Exampies

EXAMPLE 6.5.1 Hypbthetical Case Study

<
¢ An occupational hazard appraisal group was requested by the

safety control committee of a heavy metal industry factory to invest-
e - ! L

igate the unusually high accident incidence. From their accident
claim form, the safety -control committee suspected that because of

design deficiencies there might exist certain danger zones within v

the work area.
[ ]

From‘theﬁproduction line, location map, and the accident claim
‘ : i
form the committee was able to present the following Table 6.5.1 to

the occupational hazard appraisal group:

-

L -~
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. TABLE 6.5.1

e N B
- A A AUA
D " 20 90 110
D ( 70 1080 1150
DUD  ,» 90 1270 1260
&
AR, = (20/90) - (90/1170)
20/90

65.38% -

where D medns an. accident occurred within ah indicated time period.

’
2 a

It was suspected that the shift of work (deﬁoted by C) could

| »

be a cqﬁfounding factor on the risk fagtor ~ working in'the danger
zones (denoted b? A). The appraisal group went on to colléct the
data of Table 6.5.1a from the first aid‘service recqfd, which sup-
piied;accident treatment-time, and Table'6.5.ib from the chief fore-
Qan‘of the factory.

»

TABLE 6.5.1a TABLE- 6.5.1b

C c cucC . A A AURA
D 60 50 110 - C - 30 450 480
. .
D 420 730 1150 - C , 60 720 . 780
DUD 480 780 -+ 1260 cuc 90 1170 1260 g
AR = (60/480) - (50/780) P(c|a) = 30/90 = .3333 °
® e 607480° L .
, - P(C|A) = 450/1170 = .3846
= 0.4872 i . | A
L ' | . P(A|C) = 30/480 = .0625
' 'P(A|C) = 60/720 = .0833

_Approximate the value of AR, = by AR, = 65.38%7-and use 0.062
9 5

for the value of P(A[C) -~ P(A[C\. Figure 6.1 shows that the

-
.
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EXRTE 4

o

difference between AR

C c

»A

and AR, — would berless than 5%. Since

P(C|A) —_P(CIK) is equal to .05, Table 6.1 shows that thé upper

bound of the’distortion of AR

minimal if AR

S

is 3%. Thus, the error will be

is applied to replace AR

— in fermula 6.3.la.

R C C,A
_ . 1°- (.4872)(1 - .3872) _ , _ _ a9
ARS } T = (.4872)(1 = .3333) 1 - 1.037 3.7%.
Then, by formula 6.5.2, the approximation of ARA ¢ can be obtained:
. - ARy " ARy 6538 + .0370 _ v

A,C 1- ARS

1+ .0370

= .6661 = 66.61%.
, l
/

This® approximation suggested that to improve the danger zomes

could dectease the risk of accidental fall of the workmen located in

the area by'app;oxjmately 66.61%.

The board of directors and the general manager received this

-

report and elected not to accept the result. It was stated that a

more detailed study.must be conducted before further discussion.

r~

. ' . - . ko
was collected. The conclusidf®1s now convincing, AR

.06% highef than the former approximation.

TABLE 6.5.2

C * N

s % aaA
S D 10 50 60
"5 " 20 400 420
D 480

PUD 30 450

Ten weeks later, detailed information, as shown in Table 6.5.2,

a,G = 66-67%,
. c
A A wa
10 40 50
50 680 730
60 720 780

* N
Note: ARA — could be calgulated directly from Table 6.5.2 or -
# N .

C
calcilated by using AR

C,A

e

— in formulae 6.3.1a and 6.5.2.
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»

Since the confounding stratified data are now available, we

could calculate.the components of the relative risk as recommended .,
_ by Miettinen (1972) as a check.

e;‘= 50(30)/450 and’ e} = 40(60)/720. - .

Then

<

5 = * * =
oy 20/(e1 + §2) 3.000

and, conhsequently, . - . .
st 3000 -1
A,C . 3.000 ’ '

ps L

>

AR

~

EXAMPLE 6.5.2 Hypothetical Case Study_
From a mining town, the representative of the miner's union

“ wrote to the Minister of Health. He called for an evaluation of the -

excess risk of lung cdncer, which is suffered by these union members

in certaid mininé operat}ons.
A health studies éfficer was assigned to conduct this‘eva1u~
_ation and was given é time limit of three months.
From the death registration data base, the health studies

officer was able to conduct a death certificate case-control study

based on eleven years of mortality data (1966-1976). As was mentioned

by Wigle (198?), because the occupation of‘mining has highly accurate

4

information on the death certificate#, he was able to successfully

- estimate the risk fraction,éttributable to mining 6ccupation, which
is equal to 56%, with a confidence interval (51%,64%). This result .

was reported to the Minister and also to the union representative.

.

Three weeks later, in a Tetter to the Minister of Health from

a Parliament Member who was acting on behalf of the owner's society

of the aforementioned mining town, he challenged the result of the -

- L}
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study by arguing, 'Miners are usually heavy smokers: since émoking
is the main risk factor of lung cancer, the 56% attributable risk
fraction must be confounded by mimers' smoking habits. Thus the
validity of the conclusion is doubtful". A Parliament Member's

. . letter can not be ignored, so anothe? two months time was assigned

to the health studies officer. "No extension" was also written.

With the help of the mining union, the proportion of current

smokers was estimated bgsed on a survey of every miner. [P(C|A) = 48%]

L3

Us{hg the 1971 Labor Force Survey data base, the persdnal

[

>.- »

P -

files of a 10% sample of town residents.in the labor force were

-~y

. & ’ .
. checked, non-miners were selected, and their gmoking status was
examined, giving a calculation of P(CIK);*HBZZ,
s When the cancer‘fegistration data base of Statistics Canada

was used, the officer was able to calculate the attributable risk
due to smoking for non-miners. This fraction could only be calculated
for a surrounding area where the cancer registration system was avail-

able and did not include the study mining town because. the province

that it is in does not submit cancer registration data to Statistics

~

. ’ Canada. The best approximation of the ARC‘K =

_Substituting the values into formula 6.3.la, the officer obtained .

85%.

- -

(.85)(.32 - 1) + 1 _

ﬂ ARy =1 - 85y - w1~ "2 7 :
AR — = 226 - .24 42%. ‘ )

A,C ~ 1 - .24

Since Ah

-~

P(CIA) and ?(C]K} are all‘calculatea from large

bl ’

C,A’

samples, the variances are negligible, and only the variance of ARA

- will pe considered. The attributable ;!sk due to the mining occupa-
, ' . ‘ : i q
£ .
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tion, gontrdlling for‘the confounding factor smoking, was 42%, with
a confidence interval (37%,56?): |

fhe study was coﬁpleteﬂ'with a three week delay,‘but the
healthﬂstudies.officer did not getﬂpunishgé bec%pse the mining union
,and the owner's soéiety negbtiated a new éontract, and nobody cared

about the report anymore. What luck!

[
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7:1 Summary and Discussion . g . .

The popuiatiqn attributable riék hag been developed to measure
the proportion of the total impact of a d;seasé that is attributgble
to a given factor (Lilienfela (1973), Editorial (1981)). Its'general
defiﬁition, which serves as the -basis oflthis dissertation is "the’ o
fraction of all cases of a disease in a population due to exposure
to a given risk factor" (Levin (1953), MacMahon and Pugh (1970),
Fleiss (1979)). By clarify;ng the definition of rate and risk, and
comparing tﬁe logic of various ;ell known attributable risk measures

‘with this general definition, it can be seen that "risk" is‘a more
appropria;e term thanv"rate". After modifying the definition of
these measures and expreésipg them in risk form, six mathematically..

equivalent formulae wete obtainéd which all measure the same pop-

ulation attributable risk, when both disease and exposure are di-

chotomous vagiables. In particdlar,'each éf these exbressions has

its owﬂ field ;f application.ﬁhich relates to bdth the study design
- and the éxternal déta available. The general definition of popula-
tion attributablé risk has also ﬁeen exgeﬁded to studies which inqlud?
polytomous risk factors, multifactorial disease, multicatégory diseasé
and rg;urrent‘disease. The latter two subjects are practically useful,
and have hu@ been previously discussed. Hoﬁever, the definitiop of |
pobulatioﬁ attriﬂutable.risk has not been extended to handle\competing
mgrtality,problems.

For each of the three design schemes, cohort study, case-

control study and cross-sectional study, the -asymptotic maximum-

likeiihood estimator of population attributable risk and its variance

-
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are presenzed for situations with-data available from outside sources.

With this paft:of the work coppleted} it can ,be explicitly claimed
_that regardless of the study design the interval estimation of pop-

ulation attributable risk can b; calculated- as lbng as additional

: St > wr
information related to P(®) or P(E) and its corresponding standard

error is available. - Within each design scheme, the asymptotic effi-
ciency is compéred amorig different estimation formulae. The results
suggest that in many commonly encountered situations, Levin's® formula

is appropriate for cohort studies ané Markush's formula for case-’

*

control studies. In other words, the estimators related to P(E)

are preferred to the estimators related to P{D). The interval esti-
. ‘ . - ’
mates based on four different asymptotic disqubution assumptions,

RR normal, RR log normal, PAR normal and logit PAR normal, have been
compaféd witﬁ,respec; to their width and upper and lower limits.

The results of thesg comparisons indicate that when constructing a
- 4 . - -

confidence interval of population attributable risk it would be more

_Ea -

appropriate to use an asymptotic normal assumption on PAR or’logit
- )

PAR, than it would be on RR or‘log RR. The:variance formulae for

population éttributablé r%sk of specific topics is also presented.

However, this theory is'not'yet completed; the variance formulae are

S

unava%lable for 1). polytomous riskffactors and multifactorial diseage

*

of cross-sectional design, ) for recurrent disease with 51gnificant

covariance between. the fractipn—of-disease—ocCurrence and occurrence—

attributable-risk.

Two sets of sample size determination tables have been developed

for detecting a scientifically important population attributable risk

[}
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one for the use of cohort studies and the otﬂer for~case—con§rol
studies. The former is interchangeable with a set of relative
risk—based'sample size tables (Schork and Renington (1967), Schlessel-
N :
man/zi974)), while the latter is completely independent of relative
risk. ' |
The cost-based sample size tables are derived from the

assumption that the relative risk is h%gher'than one, which is

mote practical than the usual assumption of ‘relative risk equal

‘to one (Meydrech and Kupper (1978), Pike and Casagrande (1979),

Bfittéin and Schlesselman (1981)). This generalization allows for
effective use of prior knowledge of relative risk and leads to a
more economical sample size.

The accuracy-based sample size tables for populétion attribu-

table risk are constructed using the same principle as that of rela-

*

tive risk (Walter (1977)). However, the sampling ratio 1s evolved

to minimize the variance of population attributable risk and conse-

—
r

quently the sample size based on this sampling ratio will produce

»

" the most accurate estimation among all samples of comparable size.

The;e are céses where accuracy-based sample size is coinéident with

tﬁe,cost—basgd sample size and this is the most ;referrable situation.
, The least significant populatién attributable risk tables are
presented in the same format as the sample size d?termination tables.

Tables for cohort studies, but not case-control studies, can be

transferred to or from tables of least significant relative risk.

. -
" Further research is required to generate sample size tables, by ex-
‘tending 2x2 tables to 2xk and 2x2xk tables.
. ] K

N
'(JA;



The effect of errors of measurement, of each population par-

ameter, on the estimation of population attributable risk has been
. - A

investigated according to the direction and ﬁégnitude of the induced
bias. If thé direction of éhe.bias pf estimators is the @ain conéern,
then Levin's formula and Walter's formula would be preferéble. How-
ever, if the magnitude rathef than the dirgcgion of the*bias is the

main concern, then Miettinen's formula would be the most'appropriate J
for many situatioﬁs, e.g. when rélativg risk i§ approxiﬁated by the ,
relative odds in a case-control study. .
The apparent attributable risk, as well as the apparentipopu-

lation attributable risk, have been separated into three components:

a) the confounder adjusted attributable risk, b) the risk fraction

€ o

among exposed, attributablg to the confounding effect, aqd c¢) their

interactions. By studying the properties of these components, it

v

Qas found that the sécond component is fairly robust to theiaftribu~
table risk among a poﬁhlafion exposed‘to confoundihg, and its potential
biaé, in respoése go the e;rors of rattributable risk, can be checked
with\a quality control table. When this bias is tolerablé, alter-
native data caﬁ be used éo‘replaceﬂthe data stratified by confounding,
which will approximéte the confounder-adjusted gttribu£able risk.

However, the extension of this procedure to-cases of polytomous risk

factors and/or multi-level, confounding variables is not yet available
1.4

and needs further development.,
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>/// 7.2 Check-list for Estimating Population Attributébla Risk
For planﬁihé an epidemiological study, to measure the maéniEude
of a population attributable risk, the following algorithms can. be
added to the check-list for increasing the efficiency and effective-
ness of the study.
‘ 1) Examine thevavailable knowledge éoncerning relative risk.
If there is no_prior Rnowledge available, or prior know-
ledge shows that felative risk'is not significantly higher
than one, then the continuance of this study may need
. | further consideration.
2) Locate ;nd collect externai‘information in relgtion to
jthe population parameters, P(E), P(D), P(E|5) ;&d P(D|E),
and their variance or coegficient of variatio%. If the
quality of these estimates is éuspéct, then thé results
of the study will also be su;peét. However, no external

-~ information is nHeeded for the cross-sectional design or

1

the case-control design with a rare disease.

+ - 3) Check the éampling‘fﬁamé of both study and reference groups’

If either populationlis limited in number, then the least
significant population attributabple risk tables should be
| psed to deter%ine whether the study is ?orthﬂdoing.
4) Study the cost ratio of the étudy subaects versus the gefer—

ence subjects, Compare the sample size d!tefmined by the

three metho (regular method, cost-based method, and

accuracy-based method) with respect to the total.number

‘of samples, total cost of samples, and the relative precision




ES

5)

6)

7)

of estimation. The final selection would se based’ on
practical consideration.
Identify the misclassifigation error within the study by
a quality control procedure. This error information can

¢
be used in conjunction with external hata on the errors
of measurement of each related population parameter, to
measure the non-sampling bias of the popﬁlation'attributable
risk estié;tions.

~

Select the estimation formula for population attributable

. .
.risk appropriate to the study design and the population

parameters available. When there exists appreciable non-

sampling bias, Tables 5.3.1 a4nd 5.4.1 can be used as general

>

guidelines for selecting the most robust calculation formula.

.

Otherwise the choice will only be based on the asymptotic
efficiency of the proposed formulae.

Calculate the‘point estimator of populafioﬁ att;ibutablé
r£sk. The interval estimation should be based on the
asymptotic normal gséumption of either thie attributable:
risk or its logig, depending 6n the magnitude of thg point

estimator (see Figures 3.8.1 and 3.8.2).

T
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