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. - . ’ Using” andwichégamples which consist of a layer of )

identical thickness of a single tracer efemené deposited
s no- ‘ : - ’
within sandWwich samples having a different atomic number

+ of the matrix element, the depth distributions of the x-ray

. production, ¢ (pz) curves, were measured for SiKo radiation

“for 6, 8 an 10keV in Al, Ni, Ag and Au matrices aaner ‘,
| ~ .

P .+ CuKa radiati oy 12 and 15 keV in Al,'Ni and Ag matrices.
_ z—.-The electron beam was normal to the surfgce of the spetimegs
{;» , From these curves, absorptibn [£(x)] and atomic number

corrections were dewrived. . e

‘3

The f(yx) vaiué; calculated acéording to Philibert
formula weré compared to the f(X) values calculated fron

the measured ¢(Qp9 cq;ves. The atomic number cofrection
o :

) % 1
factors\for dika radiation obtained as ratios of an area

under ¢(p) curves for Ni, Ag and Au matricés to the area’

under ¢(pz) curve for Al matrix,~respectiv¢ly, and atomic

number gcorrection factors for CuKa radiation @pbtained as

ratios of an area under ¢(pz) curves for Al and Ag matrices

"€o the area under ¢ (pz) curve for Ni matrix, respectively,
- '4(’ -

_ _wele compared to egiivalbnt factors calculated ffm the Duncumb.

= . and Reed method and the Diffusion model.

An expression of the form

. ' v
/

A

- ; . . ) ..fl-
exp [-(XR)"] , ‘ /

#(R) = Dnk (xR)" 7}
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. B Wthh de%crlbes the depth dlstrlbutlon Of the x-ray

¥ o .,

gﬁeductlon has been generated The parameters 1n thisg -

.

o expre551on depend on, “the energy of electrdse the .
'\71- r]

4
crltlcai exc1tat10n energy and: average atomlc welght/

“, . and atom;c number of the matrlx. With, the a;d of thlq

,\'_' Y
3 l

, v functlon a new correctloﬁ for absorption and Atomlc number,
- ' r
. ‘ ' oo
1‘ for electron’ energies below‘lSkeV;yas devé&oped.and was
N L . » .
shown to give better results in‘:gquantitative analysis
" on data from standards of known composition reported .
) ‘ ~ B A -~ o X
+ " in the literature. ’ ‘
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. - ' INTRODUCTION
. ! .
The electron probe microanalyzer is used in research,

develgpment, and quality control in such diverse scientific

-

areas asmetallurgy,udneralogy, criminology, biochemidi!y,

-

pathoﬁogy, zoology, phy51cs and electronlcs. While the.

4

]
1nstruEent has made 1ts greatest impact in the study of

materi

»
-

expanding and the technique holds particular promise in the

ls and mineraIs, its use in other areas is rapidly

areas of biology and environmental science.
. o .
In the electron probe microanalyzer a beam of elec-

»

trons from an electron gun is accelerated by a potential

‘of few to 50 kilovolts, then focused.by means of magnetic

lenses-éo a spot of the order of one micron in diameter
' _ . . | A ‘
at the surface of a specimen. These electrons excite the

- oy " (-] v
atoms in a small volume of the specimen by.removal of elec-

A : . '
" trons from the inner (K, L, or M) shells; In returnlng

to the ground state these atoms emit x-rays whose energles
»

are characteristic of the atomic number of the.excited ' |

atoms, Because the electrons can penetrate to a distance of

. a few microns in the specimen, the x-rays are generated

within the speoimen as well as at the surface, The walue of
v L

o

the instrument lies in its ability‘to geherate~a,measurebler'

x-ray-intensity in extremely small volumes of material,

/

approaching one cubic micrometer, to identify all elements
with atomic number greater than three, and, in many cases

to provide & quantitative chemical analysis. " Y

E ‘ ',1 : ’ :
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NOMENCLATURE -

.
, .
* !
.

Tﬁe intensities of the charad%éris;ic ﬁ—ray ‘

.8 Al

line of the element A eﬂitted from the specimen

and -pure elément standard, respectively.

The intensities of’the characteristic x-ray

@

line of ‘the element A generated in°the *specimen

-
-

and standard, respectively.

°

Mass concentration of .element A:
Depth below sample surface.
Mass depth.

- Pa.) ’ !

Density. . . -
. -Y ¢

Depth distribution of the x-ray prdductj._cSn.~ .

U esc ¢ e .

-

Mass absorption coefficient.

Xfray take-off angle. .
' " ¥
The angle between the ndrmalkto the surface of

N

the specimen and ‘the electron path ‘in the

specimen. : . .

Avagadro's number. ¢ -

- ,.;’ e

Charge of electron or base of néturalﬁlogaritms.’

r

Atomic we%ght of elé@egﬁ A.
Atomic number of ehﬁmentqrr
Laplace transforﬁ of ;(pz).
Philibert'g.absorptiqp factor.

Fluorescence ¢orrection due to the characteristic

lines.



,.' ) ‘ : - .. > /

o =  Lenard’coefficient. o IR
- ko } =  Parameter }eflecting iﬂé Vapiaéion in the amount
.- of electron scattériﬁg with atomic ;uﬁhsf in ‘
‘ . Phiiibert's work (equation {l-£3]'). C .
. P ;
< T b \ \= o/k ' . o P o
KA Lo = .IAB/IA . "
’ Ops Op = Empirical terms introduge by:Castéingto produce
‘ atomic number correction. ‘
e _=' Scaétering angle with respect‘to initial direction -
of électrons. | s .
r.. " s ’ =- Distance alang electron paéh.’
| ) . Q = Ionization cross-section for shell ;f'glement Ao
' ‘. “wa = Fluorescent yield. ' ." ] -
“PiA =, Pfobabil%ty o% e@}#sion,of the>speéific spectral
' ' line; jﬁ' - . ' ‘ ' ’ .
. N, (2) = Nbtmber of E}ectrbng"étriking a unit area of‘tﬁe
"targefbat 5~deptﬂ z., L .
E, = ‘'Energy of ?ncident elgctrbns;
] . Eg L= Cr}tical_excitation energysy:
' " RV 1l Back scattering factor. . -
‘-8 = Stopping poWer. )
, J :‘ = . Me;h ion%zation potential. ¥, e .
‘ a = - Séréeningwfacéof (eqﬁation'3~i4)fwjﬁ
o(0) - = Rutherfbrh‘brosq section. ’ _

!

R {pz) =  Philibert's allginclusgive scattering function.

Pl
o
]

Values of R (pz) at the’sﬁrfaée of the target :

. o , and at the depth o%_qomplete diffusion‘bf the

‘,. - ‘ ‘ . . 1)
° Lo : electrons, respectively. ; : Lo
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. : " INTRODUCTION
‘ ! .
The electron probe microanalyzer is used in research,

develgpment, and quality control in such. diverse scientific

areas aSmetallqrgy,ndneralogy, criminology, bidchemigily,

-~

pathology, zoblogy, physics and electronics. While the.

“ .
instrutent has made its greatest impact jin the study of

materi ls and minerals, its use in other areas is rapidly

v

expandlng and the technlque holds partlcular promise in the.

areas of blology and environmental sc1ence.

+

In the electron probe mlcroanalyzer a beam of elec- -

trons from an electron gun is accelerated by a potential

‘of few to 50 kilovolts, then focused.by means of'magnetic

lenses to a spot of the order of one micron 1n dlameter
]

at the surface of a spec1men. These electrons excite the
atoms in a small volume of the specimepn by,removal of elec-

¥ : .
"~ trons from the inner (X, L, or M) shells. In returnlng

to the ground state these atoms emit x-rays whose energles
*

are characteristic of the atomic number of the.excited |

atoms. Because the electrons can penetrate to a distance of

'a few microns in the specimen, the x-rays are generated

‘'within the speéimen as well as at the surface, The walue of
. oy -

th;\instrument lies in its ability to geherate -a. ﬁeasurablev’

x~ray- intensity in extremely small volumes of material,

/

approaching one cubic micrometer, to.identify all elements
with atomic number greater than three, and, in many cases

to provide a quantiﬁétive chemical analysis. ’ o

“ - 1 N ! .




& Y - :
For quantitativefahalysis, the x-ray intensity of ¢

-

. a characteristic line for each element, must be related to

& ‘ s
.. thé composition. Castaing [1] demonstrated thag the .re-

. lationship between the Mmass concentration CA of an element .

-

A in a spébimen;analyzed in the electron microprobe, and the
ratio IAd/IA of the intensity of the eharécreristic X-ray
line from rhe-specimen to that from a standard consisting
of the pure element, A, is to a first approxiﬁatiop,
simply . | .
.. , ' ﬁC:____ L ‘~(1)
Instrumental corrections such as those for-dead—time and

background are carrled out before calculating I and

Tan/Tas
the intensities from spe01men and standard are measured

-

- .

- under 1dent1cal‘exper1mental conditions. Departures from

the simple law of ‘proportionality expressed in Equatlon (1)

can be- large, and if accurate quantltatlve ana%;sls s to be

attempted with the electron mlcroprobe, it “is essential to

apply a corre¢tlon factor - Lo
LT —— = G, x (correction fac .
. S 1 A . - . ’
< A . .

&«

-
- '

‘ | . |
- * The correction factor is placed or
\ ! . )

the right hand

- side of the equation because it is it 21f a function 6£'CA,

- . and of the concentrations of the other' glements present..




Castaingfis simple.approximation (Egn, i)‘applies to the

intensities which are generdted by the electrons imside

the specimen. , - k.

-

Experimentally, the intensities,cannot be measured
Eince xirays emerging from the specimen (unknown) -
will be Yibsorbed.in reachinc thé‘specimen surfacef The
amount of absorption will be different in the unknown and‘
in the standard. Procedures“for the correction of tHese °*
\differential'absorption effects have beenipursued'by

Castalng [l], Castaing and Descamps [2} and Phlllbert [3].
-
In addltlon, the meastured x-ray 1nten31t1es may.a1$o°inc1ude

“-contributions from secondary emission (fluorescence)

caused by absorption of higher, energy characteristic

radiation generated in atoms of the specimen by the elegtron

- »

beam or by the hlgher energy portlon of the contlnuous
spectrum.\ Procedures for correctlon of fluorescence
effects have been glven by Castaing [1], Wlttry [4 5],
Duncumb .and Shzelds [6], Henoc (7], Birks [9], Reed (8],

and J.D, Brown [10],

Even in the absence of fluorescence effects, the

simple expression which states that the x-ray intensity = !

‘. B BRI
Fl . .
. ‘

directly excited by electrons is proportioned to the

»

‘concentration is inexact because the stopping power and

,

_back-scatter fraction for . electrons’varies from element
to element. Because of these phenomena both the number '
of x-rays generated and the dlstrlbuélon of x-rays generated

v

as a function of depth w111 vary in targets of dlfferent .




average atomic number. The phenomena collectively make up

the atomic number effect. To get the true'con&entration

. of the element in the unknown, a correctlon factor has to
be introduced. Many authors, Castaing [ll], Archard and,
Mulvey [127], T‘élsen [14], Birks' [9], ThOmas,[lG], Ziebold
and Ogilvie [13], Poole and Thomas [17], and Belk [18] < -
have aftempteg to evaluate’this correction, Both empirical

4

and th&oretical models have been used to evaluate the atomic’

nupber correction. :Theﬂempirical‘abproach is based on
‘comparing ﬁregipted and measured intensities from a la gé 3
number of seandarde'aﬁd'mddifying éhe_borrection equatjgn
‘by‘adjustable pafameters.. ; . " )

Thé theoretical app}oadhes (Diffusion Model;

Monte Carlo calcuiatioa, Transport équatioa) tofesfablish'O

the Correctidn factors use physical data on the interaction

of elec}fbns and matter. Bofh theeretical and'empirical

approaches would benefit from independent data as a gulde

to the approprlateness of the models and for bomparlson ’

of the results. Measurements of ;;ray productlon by elec~- )

trons as a funetien of depth' in a specimen‘ 1¢(pz$ curvesﬁ

can provide'khese independent'eieerimental data. At electron‘

egergies hlgher than 1% keV such ¢(pz} curves have. been

measured by many au;hofs [2], ‘{101, I[191, [ll]: [34],

135]. ‘No measureqents have been'madeAfof electron energles
A : > . , )
~belew 12 kév, The purpose of this thesig is to prqyidel‘*

experimentai data of tﬁe depth!distribution as electron

enerdgies from 6 to 15 keWw

. . , -
2
N . ¢ , .
a .
’
. -.
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‘material .excited by'the elegrrons sharply decreases.

-as mentioned aﬁore,-have been obtg;Hea“either by experimehts’

\
under assumptions which are alsq appllcable only at hlgh R

~stayed in the specimen), Q is the 1bn12at10n cross-sectlon L

~-(1s defined as the probability per!unit gath length of an
ot : ' ‘ ' ‘ * * ,' o

© AS electron'eﬁérgy‘decreases theavolgme of the

Thus, the.in ormatien‘about chemical compdsition cbtained

PR
i

by.dsing these low electron energies will be from extremely

small vo;um s. This is most i?gortant in Cases where the
composition of the material examined is sharply charging
w@th depth; for example in case‘of'inclusions or precipi-
tates. )yéfortunately the correction factors for these :

low energies have ‘béen extrapolated from dé/; at hlgﬁ/<:;
energies, The need for more rellable absorptlon and atomlch
number correctlons’ls obvigus., '

v N .. -

The electron interaction with solids . has been studied
v

at least for 40 years. . But most of the relationships,

\

Y

&

with.a high-enerqgy beam or by theoretical coﬁsiderations

energies., It can be shown,that ‘the intensity of . charac-

teristie x-raySgenerated'in the solid specimen, IA, is
g

I, = const. C, R S q,(Q/S) HE" - (2)

-« s

where . CA is welgES/concentratlon of the element A in the
o
volume excited, R is backscatter qoeff1c1ent (equal
J N e
to the ratio of the 1nten31ty actually generated to that

L .4 . -

which’ would be generated if all the incéident electrons ';3 L
- ey . <y /

r

‘ -~ ¢ -

L4 . ' . . - -
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eiectron w1th K:! glven energy causlng Lonlzatlon cf a
partlcular lnner electron shell (K, L or M) of an atom i

~1n the spec1men), S 1s the stopping power (the ablllty ‘
of a given matellal tg ‘slow dpwn, incident electrons);:E;'is
the energy of the lncldent e ectrd;s and E is the crifibsl
exc1tat10n potentlal l . ‘ ;;"wiﬁ -“’ 4

‘ The R value: usedﬂln most atomlc number corrections

héve been determined from-the values of the electron .

Al -
v .

backscatterlng coeffic1ents, n, measured at 20 kev

” o

. .Thus, for.example, for heavy‘elements in comblnatlpg with

'light'elements and at electron'energies much lower ﬁhan

20 keV the error in the cor%ection facto? is more tag + 20%.

The most used formula for stopping power is that given

by Bethe. ) - / ) ..

S = ‘const.. (2/A), (1/E)* 1n (1,166 EAJ) ~ (3)
where £ and A are respectively the atomic number and atomic

welght of the element concerned ‘and J is mean 1on12at10n
N,
potentlal . L

=

When a stream bf electrons penetrates into a solid
- . P . [ -~
target, electrons.may be scattered either elastically:or
inelastically. Electron stopplng power is due to 1nelast1c
[ Y

/Gblllslons w1th atomic electrons and it 1s<;§tually at

dlscrete loss of energy whlle stopplng power expressed

by Eq. (3) representscontlnuous loss of energy. .For

‘elemehts of high atomic numbers, and at high‘eleciroﬁ

energies this approximation agrees well with experiment but
' .
the Valldlty of this expressxpn is qulte questionable at -
. .

[
€ .

»

. “.
7
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low electron energles and for elements of low atomlc

number. S e Ty o .

-
LI l

Due to the complex calculatlons ap&’ﬁncertalntles

involved in applying cdrrectlon formulae, some 1nvestlgators
‘a a

prefer to use a comparlqu method based on‘ciﬂibration .
. ! c.

standards to determine gempositions of samples [17]. <

Although this methad may be useful “in some cases, its}

T
Y . »

applicatidh is-Himited by the availability of homogeneous’

Further-

-

standards who;% comp051t10ns are aCCurately known,

more, the full potentlal of quantltatzve analysas by x-ray

emission spectrometry is not’ realized o Cot

.

L3 . - > -

<3
‘
'




- ° CHAPTER T
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.

The Physical Basis of Quantitative Analysis \
, . h -

-

The absolute method of quantitative chemical analysi$

.

is based, as wags ‘already mentioned in the Introduction, on
. ) e _
“the comparison of measured intensjities of the same charac-

 teristic radiatign from an ‘unknown I, ‘and from a pure éle-

AB

ment standard, I

where C, is the weight fraction of the element A- in the.

AR sy stem'.

This‘simple}ratib of the‘two'intensities gives to
a first approxijnation the concentration of an element A
in the unknown.‘;However; éhe simple ratio ;AE/IA does not
yield true concentration of the element A in the unknown
;for all samplgs and corrections must be applied to the
measured intensities. o )

The physical basis of the cqrreétiéns which must be

-

" applied to the measured iqtengitieé for the quantitative
- determinatiop of the compésition of microvolumes was outlined
by Castaing [1]. Castaing [2] has shown,;hat thevintensity
éeneréted in a tbin lqyer'h(pz) at a depthpz in a pure -

element A can be expressed by the fol{o@ing:

A S




g

L]

-

[N

’ d1, = ¢(pz) d(pz) : . (1-1)

A "where ¢ (pz)_ usually taken as the ratlo of 1nten51ty from
Q
a thin 1ayer 1n the sample to the inten51ty from a layer of

the same thickness isolated in space. ¢ (pz) therefore
represerits the characteristic x-ray‘distribution with
depth. 1If equation (1-1) is ﬁntegrated from the surface’

- of the specimen to an infinite thickness, we obtain the-

expression for the'total‘x~re¥ intensity generated in the
Eampie. ..s ‘ i .
I, = D¢ (pz) Alpa=F(0), g (1-2)

This expregsion fg; the generated xﬁiay intensity
must be-coqrectedbfor absorption of the x-rays on leaving
the sample to correspond to the 1nten51ty measured by the
spectroyeter. If we 1nclude absorptlon, the 1ntens1ty IA
eecabing‘from the sample is

¢

where u is the mass absorption coefficient of the specimen

féﬁ the radiation of interest from element A, ¥ is the

-

. .
» Xx-ray take-off angle]x ﬁ;u csc ¢ and F(X)A is the Laplace

transform of ¢(%z). For an alloy AB, the equation (1-3)

becomes v

7

Ing = Ca FX)pp .‘ . ' . 1-4)

- "AB
where Ca is the weight fraction of element A in the alloy
AB.. By taking the ratio of equatlons (1-4) and {1-3) we-

obtaln the expre581on

I, = /) ¢(o2) exp {~[n pz csc y1} dlpz) = Fl(x), (1-3)

9



Ing . £0pp F(0) g

K, T =— C.
, AT I, .A fo)A “F(0)
v
whére
F(0)

Equation (1-Sf is applicable only in the absence of fluores-

v -

¢ Cence effects.,

" Castaing assumed for his first approximation that

- ’ ,

the mass concentration, C of the element A in the

Al
.unknown is equal
v
‘ ' ) 3 I f'(X)

A
In ffX)AB

N

. which is equivalent to equation (1-5) éssuming that

“F(0) ,p/F(0), is equal to 1, i.e., that the x-ray intensity

generatéd in the sample pe£ ééo@ of elgment A; is the same
in both pure~e1ement ;nd unknown. However, experimental
and theoretical evidence indicates that this is not-gso for
mat?ices of different average atomiéghumbers. This is the
origin of‘the atomic“numﬁér'éffect.f The simple eq%ption
(1-6) must then be modified to \

f(x)AB ’ -

. KA = CA a

, | £(X),

to take into

€

‘Pere a is atomic number correction factor,

account this atomic number effect,
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\

‘ - ’ When the wavelength of a characteristic line of one

4

element in a sample falls on the shcrt wavelength‘gide of

an absorptlon edge of a second element in the sampIe, then

fluorescence of the second element occurs. - In extreme

cases the cpntrlbutlon due to fluorescence can increase
(Y ' L} .

.t the observed x-ray intensity from‘en elemeht in the sample

by more than 50 percent, I1f ehatacteristic fluorescence

4 , ‘ R
is important then equatdon (1-6) must be mpdified to
= x i
o N L - .
' PRI R
. . , SEXT, ‘ .

‘

where Kp is Jhe fluorescence correction.
X-rays are also,gen‘ ated when the incident electrons
v are deflected due to close approacn to other electroﬁseand
the atqmic nnclei in the target. These x-raye, however,
have a continuou$ range of energies from veryv10w energies

up to a maximum which is equivalent to the electron energy.

Qe X-rays generated by this mfchanlsm are termed- the e
: ¢
continuum. All-wavelengths of‘fhe contlnuum which are of
¢ ¥

~

greater energy than the absorptlon edge energy of an element
q/ip.\‘the sample ean contribute to fluorescence of thqp/%lement.
The. magnitude of the intensitg"l characterlstlc x rays

frpm an element due to fluorescence by the contlnuum can
i

- be as dgreat as seven.cr eight percent of the 1nten31ty

e

<
directly excited by electrons. Additional terms must be

v




12
. - ’
added to kF to account for centinuum-fluo;escence, ‘
* A fqndamentel method for determ;ﬁ@ng\the magnitude
ofiﬁﬁe corrections is.tp find the distribption~of X=-ray

This has been determined

-

production with depth, ¢Ipz).’
experimentally in 1955 by Castaimg and Descamps [2) and

has been derived theoretically in 1963 by Philibert [3].

. L ™
Knowledge of this function is important for determination of .
all guantitative corrections except for fluorescence by the

§
continuum [55].

. Philibert 13] derived the ¢kbz):cu;yes from a theoret-

~

‘ical treatment by con51der1ng exCLtatlon in a thin layer

d(pz) in depth pz in a complex target The follow1ng is.

his derivation of an expression for: F(x).

.

Consider an electrbn passing through layer dz on

< S > .
a path making an. angle ¢i vith the- normal to the sample ’
o n . A 4 [
suftface. ' The number of ionizations of A atoms, ny in
- .* . ‘ “
the shell which results.in emission of the analytical line
-— . N " )
‘caused by this electron is given by : !
-z .c N dz < « (1-8)
— . n, = Dc w— Q et > * -
A A - .
) 1 _AA cos ¢i__ o
wheté“N‘is Avagadros numbe¥, AA.iS the atomtic weight of A,
Q isltﬂe iohization cross-section for the shell of element

A which reéulte 1n em1531on,of the analytlcal llne.

The total number of: 1onlzatlons per unit’ area ofdz-

-
. is then given by the sum'of_equatlon (1-8) for all electrons

: ) . : . /
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\V ‘3
., ® . . s H .
- - . -
-

£y

LY
crossing.the layer dz. If the total number of electrons
< . crossing the layer is r m_{(z),: then
- fndl ’ y . . J)
, r no(z)' . r~no(z) SN _ '
) z n; = p Cy = Q, z e (1-9)
] j = o i =
a ‘ , i ; L Ay i=} _ cos ¢i
‘.\ - . . -

To obtaln the intensity of the analytlcal llne

__dIK,~equatLon_4l”94_should4be_mult;pl;ed_by_the_product__r-_______

b

of the fluorescence YlEld Wy and’ the, probability of

emission of the specific spectral line PiA' Therefore;

. r no(z) ? ‘ t
! N dz T
drx., = w, P, PC. wm Q (1-10)
CA A 1A . A A, A,i=l. . gos 9,
N {*

Neglectlng J P. ‘aé.has been done in,reference.
A g/ » ,

[3] ?bes not 1ntroduce_ap ‘error in~Philibert's expressidn

LN

. sinte the F(y) curves -are calculated on a relagive basis
‘and any constant factors are cancelled. l | !
' To evaluate the sum‘in equation (l-lOY let‘n be’ \\ 1 .
) the number of electrons striking a .unit area of "the target -

a

and no(z) be the number at a deptthz. This accounts

“only for the electrons passing downwards through the /
s . ' f

. ’1aYer.k’As a result of backscattering, the total number of

[

: . N T — p
.electrons crossing the l*r can be written no(‘z) r(pz), .
[ o - ) ' ' Y

where r(pz) is a fraction dependent on depth in the sample.

' The angular dependence of the electron paths on r(p2) is

* introduced by defining.

1. % 1 . © o (1-11)

. : " Rpz)




- O ‘ )
.R(p2z) x d(pz) then is the mean electron path througﬁ the

&ayer per. incident ‘(downwa®i) electron.
Substituting in (1-10) yields ( o ‘

. . _ | . )

.= AI, = wy Py Cy N- Oy 1y (2) R(pz) dlpzf. (1-12)
B4

R{pz) is assumed to follow a eimple exponential ‘low'fromARo

at ‘the surface'.of the sample to R_ at a depth where the
* 2

electrons. are completely diffused. Therefore . - ~ .
' R(pz) = R, - (R~ R, ) exp (%kpz). c ; o {1-13)
Some addltlonal assumptlons are needed to compare
- the equatlon (1-12) with the exper;mental curves of Castalng
and Descamgs [2]. Flrst”the number of electrons,nogz)_

is assumed to vary with depth according to Lenard's law

'(1;143

) n (z) = n exp (-o pz)

T v where the Lenard coeff101ent o depends only on the acceler—
B | atlng voltage EO of the electron beam. Secondly, using
| | the same approximation as Castaing [20], the iotization
croés section Q is assumed to be constant for a given

. shell of a glven atomlc number element Therefore, QA .

.
[ -

is tndepend.ent of depth. 'stni these two assumptlons and
.f\- " substituting for R(pz) in (1-12),

J, . @I, =R R_w, F., €, N Q

4'-’. - - A 0 .m A lA. A A

R . SR ., -

. ‘. ' . . ' ‘ [} , ~ ‘ . . R K_
: , Alexp (=0 pz) - (1 - g2) éxp [-(c + k)pzl}
- ~’ ©0 . X .

CRERE (1-15) =

4 —

Becauge the expérimental¢(pzl functions are measured on

-




T - _ . ’

-

a relative basis to a layer of the pure element isolated
: ' ‘ . . . | et .
in space, Ro' Wp s PiA' and cA disappear 1n'the expre551?n

-. for ¢A(pz) and the expression of‘Philibprt is obtained

. - R_ |
0a(02) = Rz Qpfexp (-0 02) = (1= £8) axp [-(0 + K)pz]}

1 : _ PRy _ .
. o ~ . - (1-16)
- The parameter k can be calculated from Bothe's scattering )
law [21]. Accdrding to this law'€ﬂgstandard deviation of
‘ thifjggle of thé electron path f;ém the normél‘is given by
) - ; .
’ ) Sy 0 R | (1-17)
© A . T J
where(¢ = -1, at depth szthe gléctrons\aré considered fully
scattered si tHaE \f ) :: |
S —_— . . - )
"Q" , - ez dx 10'6f§% £ R (1-18) -
A - .

- .
Assuming that at this depth zZ . R(pz) is within 10% of .R_,

- L4

9 ,2 . i.e., exp (~k ozm) = 0,1, then
, . 7 ‘ ,
k » 0.43 pzm'_ 0.58 x 10 Azq E2 . (1 }9)

o ) bd
Good agreement with Caétaing and Descamp's experimjital curve
4 .

fdr copper, aluhipﬁm, and gold was obtained using t e k

Ofu.(.‘l-lg) .

P—

»
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By taklng tbe-Laplace transform of equatlon (1-16)

fl
and dropplng the constant,terms, the‘expresslon for F(X)

. < R . ..
Flx) = 1 [~ P (1-30)
1+ h(l + %)'1 +

El

af=
o)

-

where h = g/k.

‘BecausE‘R_‘and R_—are not easily obtained, a simplified
form of this equation in which ‘the final term is dropped is

used for the absorptlon correction. This equation is

>

F(y) = — 1 . (1=21)

(1 +.§) [1 + h(l + %)]

¥ ! -

The parameter.h is given by

* h=4,72 x 10-6 o Eg = constanfiﬁ; * (1-22)

ot s meT T T T Z2

- .- ~
—— & - -

EESTFS

-

Since forracceleratlng voltages greater than 30 k. v.~the
product of- o E2 ,is a constant, h depends only on the atomic'
number and.atomic weight of the'target. ‘Electron'scattering
by the target material is corrected for by h which varies

.as the target material varies. . Mean valuee of A and T 4
. should be used in cald‘&atlng h in the sample, using the

equatlons

ZT=-3:N, z, and X = I N,A ) “(1-23) |
i . i . v




where N£ are the atomic conceetratione. .
N The simplification of equation (1-21) makes fitting
of the ¢ (p2z) curves impossible using the values fof.h and ‘o
as defined above. However, thé F(x) Curyee can still be’.
fitted accurately by modifying the values of h‘epd o.
Values of ¢ are given by Philibert [3] using for h the

expression

PO
Py

. A *
. h=1,2 — L. (1-24)
. 72 ' ‘

-~

SO that egfeement between the experimental F(y) curves
'enq‘the.calculated values is:quite good, F(x), as éefined
. in (1~21), depends on atomic nugber, since when, y = 0,

Fly) = i((l + h). To remove this dependence on atomic
:nﬁmber a new f(y) has been defined which is qual:to
(1 + h) x F(y) [54]. The equation for £(x) is now generally
- referred to as, Phlllbert s express1on. .

The f(x) curves can be measured dlrectly by measuring
the_intensity from a pure sample as'e function of take-off
angle vy and hence as a. function of X sinte;(= u csc .,
4JAe a result qf the work‘of'Green [19] on measurement of N

£ (x) curves, buncﬁmb and Shield [6] heve proéosed modification

of" Ph111bert s expre551on for £(x) by substltutlon

of the expressron N

_2.39 x 107

(1-25)

1.5 1.5
Eo Ec,




.~ where E_ is the critical excitation energy. E and E..
\ . ¢
are in kilowolts. Better agreement is-found between
' - o .
N : meagured and calcudated curves at' low electron voltages

-

”;”when«this expression is used. Heinrich proposed a’

different constant [50] for o

g = 4.5 x 10 /(El 65 _ E}:'GE’)

basee eg_znalysis of f£(x) curves then available,

. Measurements of x;ray 1nten51ty versus depth of
emleSLOn, ¢(pz) can be used to accurately calculate
quantltatlve correct;ons. However direct measurements of °
¢ (pz) are‘quite tedious. Castaiﬁg and Descamps [2], and
Vignes and Dez [35] meaégféfzinumber_of ¢ (p2) curves to
determine the absorption correction. This method was used

by J.D. Brown [10] f¢r4es£imatibn of characteristic .

fluorescence effects agd b& J.D. Brown and L. Parobek..[56]

for determinatlon of the atomic number effect. - It is
theoretically p0551b1e to obtaln ¢(pz) curves from the more

easily measured f(x) curves by an inverse transformation.
A 4 N :

¢ ~ Such afhethod.has,been descriged by Kilpatrick and Hare - .
[22]. | | | . ,
The f(xi curvés‘ana ?(pz) curvee have been calculated
using;theoreticaly models. Using quite different approxima-
' : tlons' te ;he 1nteractlons‘ of. electrons with matter, Archard

[23], and D B. Brown {[46] have obtalned good agreement w1th g

. ‘ - P .
- - . i ’ .
5 ) - -~ N
A} - . A . B
- . N , - .




. >
) { < € - ) .
" the experimental £(X) curves.\;hpwgzer, while Brown's
, model also accurately predlcts ¢ (pz) curves, Archard \\ "

o

obﬁﬁlned a very dlfferent dlstrlbutlon of 1nten51ty with

. depth than is_actual;y observed; ThlS pd%nts t0'th9 fact

a

that the shape of the f(x) curves is rather insensitive

L

to the ¢ (p2) aistribu;ioﬁ, and hence suggests that the ’ )
{ inverse transtrmatlon method would be subject to a large
error. Also, very good results for ¢ (pz) curves were

obtaiﬁed by Monte -Carlo calculations. All three methods

. -
-

are described in Chapter III.

> —_—
»
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. CHAPTER II )
- " N )
The Atomic Number Effect ' . @*\\\ ;
N - ¥
. The atomic number effect has been defined as a

s
- ® -

difference in the number of x-rayé produced pdr electron in

matriees‘of different atomic number, It results from

4

,different behaviour of the electrons in materials of

P

different atomic number. ~When an electfon beam is incident
on an alloy of low mean atomic number 7 a smaller fraction

of electrons are back-scattered than from a standard of high-
‘ : ~ -
atomic number. This leads to a relative enhancement of

the x-ray intensity from the alloy. On the otheruhan&,
LS s

the electrons lose energy mote rapldly in the 2}10y (per -
unit mass thickness), have less opportunity to produce
1onlzat10ns, and thus generate a relatlvely reduced x-ray

1ntens:.ty.,l The balance of these two factors ? such, that,

A\l

in general, a low 7 aiiqy referred to a high Z standard

will have an 1nten51ty rat;p‘of x*raysgenerated in the sample

which-ig less than the mass cuneentrathn of the analyzed

element.

K

| For simplicity in the disguse‘ns which follo'w',

let us consider the ana1y51s of the' element A in a blnary ‘
sample AB. The analysis is done with® reference to a pure
standard, A, and the data_was obtalned as the ratio, B/Ir

of the 1nten31ty of\the charact%rlstlc x-ray emission from

the "sample te‘that from the pure‘standard, A. _More comp&ex

¥




*

situations involving multicomponent systems, which

-

arise in practice can generally be dealt with by a simple
extension of the binary method.

\ N ‘ o ’ .
Proposed Methods of Correction
“ .

-4

The objective of a correction procedure ig to
_estimate' the factor relating the intensity ratio K, to

concentration, CA' in the eqpression introduced in-Chaptér

3
.

I. ’ ' '

3 " ‘ [

L . ¢ap(p2) exp (~x' bz) d(pz) ‘
I/
0

-
8 4

A A -

6a(pz) exp e(jkp; pz) d(pz) |

This. expressi%P is exact in the absence of fluorescence

-

-

effects and includes thg two.ma@n cbrrections, atomic number .’

and absorption, since each d(pz) element of generation

(through ¢) is linked to the appropriate absorption path
o . . .

(through ). ', . ' .

L] -

- v . .
Many methods have been proposed’ to evaluate the cor-. |

rection factor linking measured intensities to concentration ;

in equation (2-1). Poole [32] proposed that the methods

4 - -

can.be divided Into three ma}n'groupsi

.I. The estimation of the' function ¢ (pz) and the
associated absorptiof éf%qég éither thécreticaily
.or‘empiricéiiy. This methbd has been-exteﬁsively
UsedAand can be regarded as having three sub- - |
methods; Id, I, , and I covering caiculat;ons"

~ . .
f

L

’




“using models of individual electron behavior
\by means of sqatteringlparameters, etc.: and
empirical approaches which combine the whole
correction ‘into a'siﬁgle parameter: | -
II. Thg gpprqacb wheregy the X~ray intgnsity and
y | . disér;bution is consider;d as dependént on
. electron backscatter and retardation ‘terms énd
. ., on the ioﬁization crose section Q(E), The
absorption correction is,eValuate& separately.
IIi Measurement of the function ¢ (pz) for alloys
N “N and standards of lnterest so that equation

pey

(2-1) could be. evaluated sepd&ately”'

,

Method I. - Estimation®of ¢(pz) from a consideration of
_wr B .
i

~ individual elect}on'bepavior caﬁ be carried out in various
w ways. - Fof examp{e, a large number of elecérons cah be
fbllowed‘thfough a largevnumﬁék of inte;actfﬁﬁg‘witﬁ the
target ﬁateridl bY a Moﬁfg Carlo type calculatioiy with
~ o ) or without simplifibations to make the calculation more
m;nagéaﬁle. An example of the latter approach is £hat of
Archard and Mulvey (1962) [12], and R.C, Wolfe and V.G.
Macres [24] in which a«relatlvely 51mple model ofgythe behavior
of aAselectlon of 1nd1v1d;a1 electrons was used. The model
is one which has already been shown, Archard (1961) [23],

to represent the backscater process adquately. A simﬁle

extension enabled x-ray yield and absorption effects of

L]
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.equation (241)Ato be calculayed for selected metal and
ailoy targeﬁs under various excitatioﬁ'conditions,from which
curves were obtained of the variatibn with composition of
- both the atomic number and‘absorgtion'effects in a few
alloy systems. Strictly, the‘correction‘factor-curve; can

. Y N
N only be used for those systems to which they refer and the

“method cannot he generally used, A real limitation on these

methods “is ﬁhe difficulty in calculation a?d the expense
af exten51ve comp;ter time. ‘

4 Method I, - ' This method evolved from consideration of
the ¢ (p2) functlon. However, the’ curious point emerges
that all the workable procedures involve the ‘introduction’
of factors into tﬁe absorptipn'terﬂ% in order to cor;ect
for the atomic number;éffect, even’Ehough the latter is really .
one of generationffi.é., the correction for ¢ (pz) shape is
being modified in an atfgmpt to correct for a%éa dif;e;ences.

Castaing (1951) in his thesis [l] introduced an

¥

empirical o term describing the‘properties of each elem
' ]

such that the generated intensity ratio, K is given b

1

K A 0,7 (Cy 0y + Gy ap). (2-2)
This expression ihvolves the assumption, among oth
| -  ehat SR A . - | . u
' £¢A(pz_) d(PZ)/é d;B(pZ) d(pz) = (ap/ay) , .(2-3)

: N
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¥ .
?A’¢B here describing the characteristic radiation of A |
in pure A, and the same rediation in effectivel& pﬁre B,
respectively. . ‘ | | | ‘ -

In his‘later publications, Castaing (1960) [1l1]
suggests that 4 is the product 6f‘tﬁo Z-dependent factore: w
one factor deécribing.the effeet of backscatterihg'and ’
the second factor describing the  effect of deceleratipnl
taken at that time as Z/A following Webster '(1928) [25].

Absorption terms, F(y) or fi}), according to assumptions

made2 can then be introduced such that the emitted 1nten51ty

' ratlo, 'K, is related to the generated intensity by:

) K=K [F(X)AB/F(X) I. | (2-4)

“ philibert (1961) [26], asiwas mentloned in Chapter I, de?iﬁéd
A} * . .

"an expression for F(y) from an electron distribution - B

1

model which enabled the x-ray distribution function to be

estimated in various target materials., His expression
L4 N

-
,

1/F(x) = (1 + x/o) [ + h (L + x/6)] o (2-5)

introduced the parameter»h (= 1,2 A/Zz) which enabled

‘the function to be calculated for any pure qietal target

-

‘(0 is a Lenard coefficient dependent on incident voltage);

by introducing a factor h, calculated from the mean A/Z
.

'lThese two factors in recent work are descrlbed by R and S,

respectlvely. - -

F( ) and f(y) are related by the expression f(y) = F(x)/F(0)
where F(0) refers to F(y) when y = 0.» &

-
£
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value for the alloy, thé absorption function for the alloy

target could'also be délculated. The parameter~h takes into
account the atomlc number part of the absorpt1on gorrection

but does not however; constltute a correctlon for the atomic
number effectd"%uch, although at the time this was not

ot
universally appreciated.

About the same time, Theisen/ (1961) [14] and Tong

. .. «
(1961) {27] produced an expression for PF(y), exactly similar

to those of'éhilibert; which wés claimed" to perform the whole

of the necessary correction from intensity ratio to concen-

tration when used in the egquation - )
7~

-

K = CIF(x),p/Flx)ale _ ) (2-8)

8

The parameter'g (called £) in Theisen's expression was
evaluated from .
. _ h = 3,5 A/Z2 ~ ) 4: (2-7)
In his book, Birks (1963) [9] put forward a simplified
. methdd of absorption correction into Wthh he 1ntroduced
a factar p, dependent on Z, which was used to adjust the
value of y "before reading F (x) from the tables prOV1ded.
- The F{yx) values wére then used in a simple expression iden-
tical, to equation (2-6). This procedure was "... to make
a correctdion for the variation of @(pz)", and was claimed

k2

to perform the atomic number correction.

Theisen in his book (1965) {28] modified his formula'.

/

of 1961 te * - ’/// | o -

v




overvoltage

.is appropriate. The expression for .o is

¥

K = ClRyp/Ry) [E()pp/E00,1 .7 (2-8)

where R is an effective chrrent factor {after Thomas (1963,
. ‘ '

'5T16]} to allow for backscatter loss and f(x) is used

1nstead of . F(X)' and’ 1s calculated from

n -

) x/UE ‘ (2-9)

l/f(X)j; (1 + x/og) [1+ (<

- where gE’is a modified Lenard coefficient‘teking into account

. -
P Y ~ 2 | ' - P
;. top = [8.9 x 107/(E;-E_)"] ‘ (2-10) ,

-
.

and h now tombined etoﬁic number and voltage terms in the

expreesicnf'v;\' S S *

- = 1.72.x 107° B2 a/22. L ‘

Method I_ .- Zlebold and Ogilvie (1964) [13] proposed

a method by which both the ‘atomic nAumber and the absorptlon

effects were combined 1nto a- single parametera a. This

was employed in the relatlon '\
. (1 -kk=all-oc. ’ ’ (2-12)

The derivation of the expre531on by which G-may be readlly

calculated has its origins in Method II, i.e., 1t takes

1nto con51derat;on backscatter agd~re§ardatlon terms -

’

but.since the atomic number and absorption effect.are

. . L (=8
combined into a single parameter discussion in this section
- L]

4
3




o= 0,95

o # Xp 2 .
(0 % )(Z y O. 28, (2-13)

. where o is an orlglnal Lenard coeff1c1ent.

'-A second method relylng on a 51ngle parafneter to

combine both major correctlon51s that of Traill and Lachance

-

(1965) [47 48] who discuss the general area ofispedrro-

®chemical analysis of multlcomponent systemsr

) - -
that the expression ‘ SR ¢

ey demonstrate

’ a . v
adequately represents observed inteénsity ratios in selected
- . : . -

analytjcal examples when a,p 15 chosen to suit the particular

- ’
system investigated.. The evaluation of g can either be by

K = CA/(l + C

calibration, or by‘alcombination of absorptiogﬁ'atomic e
number and fluorescence corrections caiculated by some such
approech as those in Method II; to'this,exteoc the method
. would nor,Eeem to*have great advanéage except, perhaps,
- for- work involving a’ callbratlon procedure.
Both these methods of Ic, in faet, tome from 51m11ar
.work done in g-ray spectrometry for correction of matrix
effects. The basic'assumptiOn which is made in such proj‘

cedures, is that the effect of an atom of one element on . °

second element is the “same _

regardless of concentration and the presénce of other eleménts
Lo N 8, L

- . N

"in the sample,

Method fIa'— This method ihvolves apProximating the

initial intensity ratio b‘y@n expressiofi involving atomic
. ‘ ‘ u




- : ‘.
- . ~

¢, - ‘ 7
o number,and absofptioﬁ terms ‘separately, vizs: | .
. - R PR
EO ‘ ! - ; 3 P . . ‘ -
R /- Q (E)/s (E) 4E ” ST T
. ) A? Ec AB . AB ) (Absorption Factor)AB |
K, = C : . ‘
A A E, o (Absorption FaEtorrA
g RA i) QA (E)/SA (E) dE ) . .
: EC N B

° . .. (2-15)
- Here R is the éfqutiye.cﬁrrent‘fagébr; aIfeadyoiptroduced,'
“which tékeshaccogét of the léss.of_ioﬁiZatiQn due to back=-
scatter. Q(E) is the ionizati;n'c?oss section for the -
ra;iiation céx;qerx{ed and .S(E)' is the \stopping\péwe:r of the .

target for electrons of energy E, defined as X o

-
-

pe . ) " R .
- -;-BaE : . ?
s dx ° - .
. . . . ~ - "
' T ©e
Approximations and empirical factors are then.introduced to g‘v‘

. A enable the atomic number part of expression (2-15) to be o
- _ L evéluﬁ\_/‘.\ .‘, . "‘.‘ | . ,h - ) .
. | In their first method, Poole and Thomad (1962) ™. .
[17]° followed the lead offered by Castaing's early work,
~ » ) ' B N » [}
and by assuming that S was constant, and that . -
E’o . Eo}.'\ B J N ” ]
. , é Qg (E)/ é N }E)~= 1. ., o (2-16)
’ . V.z ) AA ' c S e é " , ‘ ya . -

. LI
They reduced (2-15) to the form




R,.. S (Absorption Function)AB

. AB Sa - - .
K, = C, =— = - . (2-17)
J A A Sppg Ry {Absorption Functlon)A
e ] )
or
S - -

whlch 1s~1dent1ca1 to the comblnatlon of Castaing' s
,' A

equatlon (2-2) and 2-4),-and Wthh assumes’ that P Y
(Sap/R As ,=-2Aa 2 CA;?A.+ Cg op '..: s (2-19)
withr ‘ E %ﬁ;ﬁ‘ ,f.i | & ~1."'f" ;%. e '
| s/ = an #/Rp IR (X
, . .f ‘

S was evaluated from Nelm s tabulatlon {29] taken at 30
- i
kev, and R was taken from an emplrlcal ‘curve of the var- '

-

iation-with Z which had been estimated from the results j
of atfew analysés. At this stage the proposed c9rrectlon p
fo£ atomic number effect takes ne account of exc1tatlon
conditions.s - S, | L o E o
fhis fethod was quite pfomisiag'tut was soon fevised
by Thomas:(ﬂ§63) [16] tor take into account the excitation
conditions. 1In ?his version, egquation (2-17) was .still
hﬂ%ed but R was “taken ffom cdrves of.R versus Z and, ovér—

voltage (E /E ) whlch had been estlmated by a rough

approximation from publlshed backscatter data. S was Stlll

(Eo +-Ec)/2.

obtamned from Nelm's tables but was.takeh at E




1. . he

' -
The procedure also 1nvolved a spec;al’way of attemptlng

to -allow for the atomlc number part of the absorptlon
correctlon- namely, the use of the . same value "of h (= hA) [
in Phlllbert s expression for le) foér both alloy and

standard, coupled with a modification of XAB to the form.

he )

' _ .

T Xap. = T Zﬁ?(a /a-)." ‘ Z (2-21)

A B B ™A .
This precedure has not been universally accepted
as'reasonable. | :
= Working from the~yoltage indebendent atomic nu@ber
‘Eorrectiou of.the type proposed by Poole and Thohas, and o .
from;Philibert's abso}ption correction procedure, Belk

'(1964) [18] produced a gross 31mp11f1catlon enabling the

complete correctlon to be reduced to ) o

-2, -2

' | CMpp M
Cp =K, [1+ A ABy g 4. AB A (2-22)
’ : ' ' 100 - P + yu .
. . . > ., A
where’ . }
P ='0.sin © [(I'+ h)/(1 + 2h)] . (2+23)

and if the atomlc number z of any component exceeds 40,

it should be represented by a Z = 40 + 0.3 (2 - 40). .

The method.w1ll not work well when the absorption correction

is large and -Belk has set limits out51de which efrors

greater than 2% can be expected. .Despite its extreme s



simplicity; ‘the method works very well and coméares v

Lo ; . -favorably with the more compllcated.methods.

Smlth (1965) {30] has also evolved a method
-,

for evaluating the terms S/R in the correctlon equation

(2-17); he has" utlllzed the more,glgorously determlned

R curves of Green (1963) [31] and an empirical expression

°

. “for S ibased on' one first prop®sed by Long);'namely{

" 4

e ‘ - ! .
: S = [4,7 + 0.9 1n {£>\- E) -1In< 2 >] <2 > ©(2-24).
S . € ) A

-

- where < > denotes a mean value approprlate to alloy or

standard, These terms are. put forward for use w1th a set + ., |

- o - of mass hbsorptlon coefficients whlch have been spec1ally
derived to fit a. large number of m1croana1y51s resultsa
" on'mineralogical samples. The tabulatlon of coeff1c1énts

are yiot extensive enough to enable Smith's method to be

applied generally [32]. o )

“Method 11, - A more rigorous approach has been adopted
by Duncumb {491 'who has carried throﬁgh accurate evaluations
of the expression / Q(E)/S(E)¢dE, and of the backscatter
loee. This means he-has been able £;~eetimate the errors
1nvolvea Jh approxlmathons and‘slmpllflcatlons whlep have .

" been proposed to énable the correction to be s:mpﬁ carried

out. ForAexaleez_he has shown’that the assumptxon of s

constant, which is implicit in all the IIé methddsﬂ is one
. >

\ . . T
which, in geng¥al, introduces only a siall error. As well as

y - . -




R to (2-17) ana S is evaluated from the expression

32

2

looking into the finer details, this work has also produced
s )

a readily used method - Dﬁncumb'(1967) (44]. 1In this, the .

familiar S and R terms are employed in an eguation 1dent1ca1

\

S = const. (EZT) (1/8) in (1.166 E/J) (2-25)

.

where J. is the mean ionization potential for the target

material and is evaluated from an emp1r1ca1 relatlon

-0. 072Z Z/lO

©3/2 = 15.05 I1 = e 1+ (4272729 - (z/400)  (2-26)

Equation -(2-26) was evolved to glve values’ of J whlch

resulted 1n the best p0551ble fit between corrected

*
LY

analytlcal results and known concentratlon for selected N

alloys - i.e., microanalytical results have been used

to'determlne the apparent variation of the phy31cal parametér,

J. The ébsorption correction is earried out using_Philibert's

- ' . ’ g‘

£(x) ﬁormuia.as'modified by Duncumb to take account of
overvoltage [6]. Poole7[32] has collect%d experimental

x-ray data for 229 staﬁdard samples of wellsknownigqmposition.
Since in this thesis emphasis is on low electron energies,

just 24 samples were selected for comparison with the
available correction methods. Compositions were calculated

£rom measured k-ray,data on the basis of these methods to
'y . )

compare’with the known compositions of the standard samples\

The results for the 24 selected samples are tabulated in

-

Table 1, . ‘

5

As can be seen from Table 1 none of the selected
. s . . - \ v
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methods is totally satisfactory. The relative errors were

. _calculated according to the formula . e .
* ’ B - T ! U
- e C - C ’
% rel. error = cal. true 160 L - \
CN C -
’ true - .
Py ‘

and are as much as + 17% for Thomas method ande%e much .as
.+ 16% for Dumcumb and Reed methqﬂﬂln case of A12Cu system
whenAJ—Kaline was analyzed. -These two methods are con-
sidered to be the most:successful mefhodsltor calculation -
of'the atomic number effect;-_Thub the atomic number
correction or absorption correction used in the methods

--- ‘ . E /\ . -
were overestimated. :

-

Method III - This method  relies on the exact determina-
tion of the ¢ (pz). curves., Two methods were developed for
. |

' the measurement of the ¢(pz)Acuryes, the sandwich sample

technique [2] and wedge-shaped sample technique [57].

. A cross-section of a wedge-shaped specimen is shown

. P
in Fig. 2. The two elements A and B have to satisfy the.
following conditions:

1. The elements must have almost the.same atomic

.2

‘.
- "~
(2

. number. ’ : . o ‘
2. The atomic numbe?/of element A must be higher
'{““then the atomic- number of element B, The second condition
is important in order to av01d fluorescence effects. The
x-ray signal is taken on , from the element A. - |
"ﬁzen the electron beam is moved from B (left hand side)

towards the A-wedge the characterlstlc x-ray signal in A

-

L4

’

<y * ‘ ’ ‘ . !;.,



>
is generated after the electron beam has passed the tip

- L of the wedge. 'Thelintensity‘Isz) of’fﬁis signal is measured
| as a function of the distance from the tip of the wedge.

’ If an angle of the wedgg and a density‘p'of mat?fial-A is

known ‘this distanée can be directiyfconverted into pz

values. - The increase of I(pz) with increasing pz provides

the expefimental in?érmation from\QPich the depth diétii-

bution ¢(pz)} can be deduced. _

-t - - “ ¢(pz) = constant d__ I'(p2)

A

where\I'(pz) represents the primary,x-réy intensity
generated in the wedge A. The‘meg_ured intensity I{pz)

and the 1nten51ty I' (pz) are relateé to each othér by

~=_d

dI'(pz) = dI(pz) exp ( Xpz) .

.It follows that : - 14

pz !l .
I(pz) =" [ .Q%Té%%l .exp (xpz) dlpz). . . ¥

*
r

“ This technigue can -be useful for determining the

-

- absorption correction but'cannqt be used for determining

the atomic number correction.

The second ﬁethod for determining the ¢(pz) curves
directly is the sandw1ch sample technlque first described
' by Castalng and, Descamps [2] The cross-sectlon of the

- *

sandw1ch sample is-shown i Fig. 1. Tie sandwich sémples
' "~

Ll

rdan‘bé.;réﬁéfed as follows.~ On a solid block of one pure

element, A, a tﬁihllayer,of a second element, B, the
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' tracer is plated.” This in turn 1s covered by succe551vely

thicker'layers of thé element A. ’Intensity measurements

a

. of the characteristic X-rays from the 1aYer of element B-
on each step glve? the ¢(pz) curve after correctlons have
been_madeffor absorptlon in the sample‘and secondary
fluorescence hy the eentinuum: Since the'éeometry is -
known the porrection for absorptron is straight forward.

- If layers of identical thickness of a.singie tracer
element are depesited within sandwich samples having &

. different atomic number of the matrix element, then
dlfferences in. the measured depth d;strlbutlon will be

_ due to the dlfference in back-scatterlngennistopplng power
Qf the matrix elements. These differenees are just those

,ascribed to the atomic number éffeqtf ‘fhe distributiens
of x-~ray prpduction obtained’are for a small concentration

RS i !

of the trager element in the matrix elements. Proper
O , s _ = ' T
sélection of trace element and matrix elements eliminate

I

contributions due to the fluorescenc® by characteristic
lines and the depth distribution curves obtained by this

technique corrected for fluorescence By the~continuum‘

.

should characterize the atomic number effect.

The advantage of the sandwich sample method against
the wedge-shaped sample method is that the atomic numbers

‘of the traeer and matrix do not have to be almost the same;

>

an essential condition in the wedge-shaped sample method.

+

CTNL-

38




Y

. ' »
\ - . - N -

Hence . the atomic number and the absorption correction can =

>

be studied simultaneously and is the basis of the measure-"

.

ments described in this thesis. R




CHAPAER IIIX

bl

¢

yield a'calculated distributio:fE? x=-ray producti‘on

 tion of depth in the sample; Diﬁ‘usion Model, the Trans-

port Equation, and Monte Carlo Technlque. The follow ng

briefly outlines these methods.

)

Diffusion Model

-~ When e s;ﬁple target 1is expose§'to an electronAbe
thelinCident‘eiectrons undergoc a SgrieS'ef}elaetic and
inelastic coilisioﬁs,withAthe target atoms. Inelastic
collisions result in a decelergtion, loss of erlergy pf the.
incident electfons, and a sébsequent'emissionxof character=
istic X-rays by éxcited target atOms; During the &ecelerat&on
process an electron may change direction ~many tlmes and may
escape fxom the target before 1ts energy is egpended thus

.

contributing to backscatter 1osses.

In order to evaluate the-electron decelbration

Ld

SO

L s e . L4 ‘
process, it.is necessary to obtaln an expressjon for the j/

.*electron path during which prlmarx emlssron occurs.A Bethe’,

3

4% ‘et al [38] approached the problem by assumlng that electrons

]
travel stralght 1nto the tarq%t to a given depth aftegr

e l

:f}igbﬂehey dlffuse randomly.ln all directions, This approaCh,"

. . ) . . - »
often referred to as the electron diffusion theory, assumes

4




. number of‘déoqe per cm3; J is mean ionization potential of -

v
»

that elastic deflections which an electron may undergo before

reachlng thlS depth of -complete dlffu31on are negllglble.

»

Archard [25] has pointed out that for atomic numbers greater
v .-
than 6, the- contribution from elastic scattering is small.

In such cases, therefore, the fraction of electrons back-

. ‘ - .

scattered may be calculated using the Bethe approach.
The loss of gnergy by electrons in paesing-through’a

solid target ofqg‘pure element has been expressed by Archard

’

Land Mulvey [40] using Bethe s deceleratlon ‘law .

. 4 : : :
T dE _ _ ./21 NZ e 2 E, ' > : _qy
= = (—~—E ) In (55 : o (371

Y- - ‘ . o» .
' . ’ N s s . .
where e is an electron.charge in electrostatic units; B is

-
LN

energy of elec¢trons; 2 is atomic number of* target:; N is

L I . - * '
target atoms (J = 11.5 2 E); and x is theﬂpath length 5
travelled by electrons’in centimeters. {\“//r
Integratlon of equatlon (3-1) glves

12 ‘
(L8 x 10 g2 pe) -2 g @)1 - (3-2)

x =2
where Eo‘f initiakl energy,'in electron volte
F(E) = 1/y’ (L+ y-+ 21/9% % ...

! ln (0. 174 E/2e¢) ‘ . v

To determlne F(E), the semlconvergent Series is téken only

as-far as its smallest tearm. "By substituting the relatlon
N\J PN, /A in equation (3- 2), the relatlon for the electran

penétratlon can be expressed in terms of ¥ ‘ X

}° Iy

) . | &
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© o _ 7.68 x 10%2

NA Z2/A e

2 ‘ :
2 F(E) - FE®I] ¢ (3-3),

]

‘where P is density in gm/Cm3: A is atomic weiéht of-element;

- .

‘and N is Avogadro s number. Lo

) Worthlngton and Tomlln [41]'}1ave assumed that
electrons effect;vely come to rest when the function F(E) = 0 /)
rather thag when E = o, Since F (E) becomes indetermlnate

at E = 0, and such e conditign does not correspond to

physic¢al reality. From equation (3=3) the full rangg of‘

electron penetration, Px_; then becomes ,
’ @

- 7.68 x 10

a .. Px,, = N, 2/A el 'F(Eo) . (3-4)

12 2 -

e
However, in” calculatlng the intensity of character-

istic radlatlon excited 1n a_target, the electron pene-
\

-

tration of primary interESt is that which occurs between

. ’ 1 " .
electron energies h and E_, where E_ is the critical
-

eXC1tatlon energy required to exc1te charactefistlc radiation.,

M \

_Afterathe eleqtron‘energy fa%ls belqw Ec, it is uneple to ,/
“excite the charaeteristic radiet}oﬁ and, tﬁere?ofé, is not ~
of intefest in the“intensity-calculatid;s.jvThe range of
electron energles, E to E_ over'wh;gh primary emissiog_
occurs is often referred to as the effectlve range ‘of - .
electrons, and the effect1Ve depth of pEnetratlon, px , as’

A
determined by- equaticn (3=-3)y becomes

. U 12 ) .
- P TN Z/5 e - (5] F(E ) - Eg F(E))]  (3-5)

. ~ , S - g



The effective penetration, px,., may be chEiderably less

- than the full penetration of electrons, pxX_y especially

Fe ‘ . a

L for low electron energies where thé ratio Eé/Ec.becomes
w

' Small. i R > *a

In ysing the Bethe diffusion theory, the'depth of

penetratlon at which complete diffusion occurs must be

. determined. Bethe, et al [38] deflne this depth as that
o
at whlch the average cosine of the angle between the actual

dlrecthn of motion of an electron and the direction of the

. . primary electron beam becomes l/e. . Under these circum-.

sﬁances, the Bethe deceleration equation may be expressed .

b »

.t " as
‘, ’ ?O Z 1ln (0.54 El/z ~1/2 Z.—l/a)‘dE = E (3-6) -
E n E Z e . ~ Ze g ~
a ) ~ . ~
where Ed ig ‘the electron.energy at pxa, the depth of com-
. plete diffusion. A |
Calculation of Intensity’ , . ’

k4 ) . . . ' . ! . b
In the diffusion model, electrons are-assumed to

travel in straight lines into the target until reaching
.the éepeh of eomplete diffusion, and thereafter travel.
with equal probabil}ty in al11 directions. The ietensity
of characteristic quan%a emieted iq]anz electron path '_ "
increment may be expressed'iq terms ofithe iogizatiqn |
croes seétion. The tegallintensity I' bfvcﬁarecterietic

' _ radiation excited in a target of a single element is
I''= L NOQ ax : ' - (3-7)

- -




-

Where N is number of atoms per cubic centimeter, Q is
ionization cross section, and dx is increment oftpath
length travelled Ey an electron. By cdmbiﬁing the aifﬁer—
ential form of eguation (3-2) with equation (3-7) thé
infehsity‘generated in ‘a pure elemeht target becomes

-2
I =731 [

' 7.68.x 1072 0 a[E? &2 F(E)] - :
7 (3-8)
For the ionization cross section, Q for K radiation, .

Mott and Massey -[41] give an expression

o - .56 x 10714 [ 4 E/E, : ‘ (3-9)
- E]Ec . 1.65 + 2,35 exp. (1 - E/EC)

r

Burhop [43] had shown that the Q-E curve for L radiation
has the same form as the exq;éssion given by Mott and gaéSey
except for the numerical constant. However,:in the intensity

equations, the absblute value of Q is not required since:

it cancels when determining intensity ratios. ) '
K 4 4
¢

Transport Equatioﬁ

The second theoretical model for predicting the
distribution of the x-ray prdduction with'depth is the trans-
por% equation. The problem of electron transport in solids
was treated 'in 1538 by’ Bethe, Rose and Smith<t38]. The

principal. assumptions in their tredtment,were:

~ 1, scattering of incidqht electrons takes place

by,a'serfgs'of two~particle interattions betweeh the

electrdns and the target atoms.

44




v

/] specimen,

3. The number of electrons scatte

R

-f‘\*% » large angle is small. With these agsumptiqng we cag

- R \ . ]
a‘g f(r, u" S) =

T . T, £(F, T, s) + =—V2 £(F, T, s) (3-10)
A(S) l. . . '

where A is the tgaﬁsport,mean free path defined by

1/Ax'= 7N [ sin o doa o(a,s) (l-cos a), ° (3-11)
c_ 8= . S :
Vr = 3r Jr
| ' .
and V, 1s the operator, . . -
v 2 ‘
: 1 ] . ) 1 p) .
—— = (gin O == ) + S, ’ ‘ (3-12)
sin © ?6 30 sin‘e 3@2 _ ‘
- The remainder of the symbols are defined as fgllows: -
’ ’?ﬁg,j r is a position vector (the origin is at a point
L where 1nc1dent electrons touch the surface of the
A
' " target),

s is distance‘aloﬁg eﬁectrbn path (in cm),

- >
+ o is the angle between u (befqre scatterlng) and ~

-

—' . N .
u (after scatterlng), < -

Y
-

N is the,number of scattering,Centefe (atoms)
per unit volume,

is a unit direction of motion wvector .

e
‘u




' spdtial directions, i.e., the depth below the surface, x

46

o(o, s) is the cross seetion for deflectdon of

: {
electrons which have traveled distance s through

-

angle o (in cm?/steradian), B v

© is the angle between U and the inward normal to

P

~ Y -
the specimen surface,

¢ is the azimuth of U with respect to the inward

’

surface normail, .

£(r, w0, s) sin0o do d¢ d3r is the number of'electrons'

having traveled distance s lying in space d3r around

k]

'F and with U laying between 0 and © + d8, ¢ and

3 + as,

-This. treatment will take into account the variation '

®

of electron density only with respect t#to one of the three

/

, (:éi .cm). This is mathematically—equivalent to an assumption

e current densxty of electrons 1mp1ng1ng on’the

spec1men surface is constant over the surface. It is further

L]
K

'assumed'that the impinging electrons are monoenergetic,

that thé;'have normal 1nC1dence to the specimen surface,

and that the spec1men is homogeneous.t With these assumptions,
-~

the eguations simplify

o) f(x,‘Q, s)] = -Agg [cos 0 sin o f(x, o, s)l

! ol *.
*

IS i+ fslsin 0 g HEe e ) (3-13)

» G . )\(S)

Lol

with the boundary conditions

-



-

/-

" probabilities fpr ionization of the relevant atomic shell,

L

£f(x, ©, s)

=0 at x-~ SR . | .
fx(xr @" S) = 6(x) 6(@) at s =0 ,
f(x, 0, s) =0 at x =0 for s > 0 and 0 < © < 7/2,

where S, is the total range of the incident electrons within

-

the specihen; and §(x) and §(0) are Dirac delta’ functions.

Equation (3—13) can be solved numerically [36, 37].

Khowniqg f(x, 0, s), it is not difficult to galculate the
distribution in depth of primary x-ray production given the
. - &
- The numerical solution also yields very interesting , .
information on the energy distribution and angle of electrons
‘ i i . -

backscattered from Ehe~specimen. - . &

After a large*number of collisions, the transport
equation can be approximated well by a diffusion equation.

We define the total electron density at a given position .
. -
+7 .
F(x, s8) = f_1r f(x, 0, 8) [21 sin 0 40]
and the current.ﬁeﬁsit§

ka',S) = It:‘1COs Q'f(x,‘@, s)] [2n sin © doO]
then when L
(1/3) (33/38)<<(1/7)
it cén be shown [38] that
| (3F/38) = (1/6) 43°F/ax")

where A\/6 ig a diffusion coefficient, *

. - -

.




MongQ:Caflo Method

»The Monte Carlo technique [Si; 52, 53] has a quite
different structure from the Trangport Equation Model.
It does‘ﬁot deal with a distriSution function but rather
makes a random sampling of calculated paths of 'individual
.electrons. The simdlaged electron frajeetorieé (Fig. 3)
are generated by using.random num fs tp determine the new

direction and energy of an.electron after each scattering

-

3 . g : ; :
event by sampling from the appropriate scattering distribu-
“ - * ‘\'.
tion. ndom numbers are also used to establish the distance
the electron travels between scattering events. The tech-

nique, as just skétchsd, is often prchibitively expensive
. 4

in computer time, and in order to reduce the required

amount of computation it is common %o abandon the complete

»

desciiption of particle histories, 1In this approximation,
the availability of analytical solutions for certain aspects

of the multiple scattering is utilized. A "condensed"
s —
"history is sampled by letting the particle carry out a

random walk in which each sfep takes into account the

effect ‘of many collisions [39].. '

For instance, in the treatment of Bishop [58] of
our problem the electron trajectory is divided into 25
‘steps. The electron is assumed to scatter at some random

fraction of the step length through an angle selected from

-

. a sgattering distribution given by Goudsmit-Saunderson

y

multiple scattering theor§ {59], which represgpés the_ angylar

-

'
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Figure 3. sSimplified Model of Electrom Trajectory
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.

scattering distributions in terms of Legendre series and -
: . ;

has the property of being valid.for all scattering angles,

Elettron trajectories are then gengrated by random sampling

[y

from these data.

\

‘A simple screened Rutherford cross séction of the

»
\
differential form ) -7 , -
- dag -5 2 ]_0'21 .Z__2. 1 [c 2] (3-14)
‘—é - . X 2 2 m ~

E° (1 + 2o - cos® )

. . ) .
is used to represent the elastic scattering. Here Z is

the atomic number of the scattering atom, E is the energy
" of the incident electron in keV, 0 is the scattering angle

and o is a screening factor, an approximate value for which

A

is giﬁén by .
o = 3.4 22738

In the energy range of interest (5 ~ 40 keV) equation (3-14),

-which is based on the first Born approximation, is not

]

sufficiently accurate to warrant the use of a more complex
'¥ s N _‘/ .

expression for ® such as that given by Nigam et al [60].
The angular scattering of electrons in elastic
’ . Pz 3 :
events becomes significant for the lighter elements,

and therefore equation (3-14)is multiplied by a. factor

o

(z +.1)/2 td mi#e some allowance for this effect,

- . L J
Although inelastic scattering,. like elastic scattering,

is a statisticdl process, the\continuous energy-loss®

.

approximation"is used tO‘simp&ify the calculation, 1In this
< .
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&

case the energy ;655 is represented by the Bethe [40] - .
equation: ’ ' i
"dE _ 4 P E -1, e
35 = 7.75 x 10 EZ‘1r1~(1.166 J) [keV ecm 7] (3-15) .

where s is thé distance‘travelied along its trajectory by

an electron, p is thé density of the 'target, Z its afomic '
number and J%is the mean ipnizatidn potehtial of the target
“atoms.

‘. Knowing the number. of electrons crossiﬂg the
layer. dx in the depth x and their energy, the x-ray
intensity‘geﬁerated by these electrons in tﬁe layer dx L
" can be calculatéd. If we, for example, denote by N, the

number of Kq quanEa and by n_, the total number of ionizations

K
of the K-shell, then

NK f W ng T (3—;6)

where W is the fluorescence yield showing the decrease of
he humber‘of Ko quanta dugkto the Auger effect and is -
'é.function of fhe atomic ﬁﬁ%ber. ’ ' .
The number ionizations during the electron travel

of lquth ds becomes )

-y

dny = (N,-p/A) Qy(E) ds

K
where QK(E) is the‘ioﬁizatipn cross-section, NA is 'the
Avogadro's number and A is the atomic weight. 'The total

) L
number of ionizations per electron is given by

dng Np p '
7K (£) gs 98 = (é) 7 Qg (E) ds ) :

where s is the path “length of the electron traveled in

¥
-



‘ ( . 592
\ %

.thellayer dx. Then the total x-ray intensitwy generated

in the layer dx is equal’

g
n

I, = Zl-n

Tk = k=1 . , .

where n is total numbér of electrons crogsing the layer

dx whose energies are higher than the éy(ti?al energy., -
Shinoda, Murata and Shimizu {53] also used the

Monte garlo calculations to predﬁ&i the ¢ (Pz) curves.

Tﬁey used a similar approach to the problem as Bishop;

but they used different step length and diffenent formulae .

for calculating o, the screening factor, { -

h

o = %-(l.thA/b)z,'

with
A = 273/0.885 a_
where h is the reduced P1AnK constant and éo is the Bohr
‘hydrogen :adius. »
Comment-on Theoretichl Models *
‘The ¢ (p2). curves calculated according to the above ’
described theoretical models usually do not agree well wit&
the experimentally measured ¢(pz)’curves. This disagree-
meﬁffis_ggpecially apparent for diffﬁsion model and for ; (
electron eﬁeféies approaching the critical energy. One/ N
source ;f disagreement which is common for all theoreticai |
A

models lies in, the fact that‘the caIculated intensities )

reprééent primary radiation and do not include sec¢ondary -

. .
'

’
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radiation excited by the continuum as the experimental,
curves do. The secgnd §9urce of disagreement is the
diffusion mode; itself., This model‘ig too simple to
describe préperly the i;teractioﬁfgé the\gigptrons'with‘
atoms. of the target. Fpr'example,’;ccording“to this model
x~ray production for Cu Ko radiation in the Al matrix at
12 kév could not be calculated. The sphere of electron
diffusion 1ié;?entirel; below the surface of the_targe;
and no electron backscatter is predicated since electrons
lose”their'pritiéal énergy before-the§ can escape from ,
. 4

the target. Although in this_case contributions from large

single elaetic scattering are smdll, a medel based on the

. . !

diffusidn theory is physically unrealistic. ExperimentalTly,
. R . ‘5
however, it is still possible’ to measure the distribution

which has the usual shape,

The theoreg}cai model based on the Transport’Equation

also fails to generate the ¢(Pz) curves which agree well

with lexperimental ¢(Pz) curves. For example, this method

gives. x-ray absorption‘correct;ons which ég;ge'quite well
with experimental data (the absorption correction is not
too sens;tlve to the shape of ¢ (Pz) curves) but fali\\\J
-réproduce accurately the bbserved energy distribution of
backscattered electrons. "Thus this method cannot be used
successfﬁl;y for calculation of the atomic number effect.

Firthermore, the ¢(Pz) curves have been calculated d%ly for
- : :
- . -

high electron energies (29 kev) and no attempts have been
. s . . :
made to calculate the ¢(Pz) curves ;or.iow'electron energies..

Since the appfoximationslmagg for calculating the ¢(pz)

L]




-
- - ) ‘ “ -
£ ° - - - ‘
: " curves (Rutherford cross section for scattering, continuous

- . .

AN
1t is expected that the ¢ (p2) . curves for low electron

L . N

. energies, calculated according to thls.model,_w111 'be

energy loss ete.) aqibmore valld for high electron energleé,

éﬁite,difﬁereht from experimental ¢ (pz) curves. The.’ . 2

. .

I major weakness of theory at present seems to 1ié in the’ o
- . ’ b ‘ ® )

s . somewhat. questionable modeling of the scattering process;
P : . - Tﬁe_Monte Carlo method is o far the most physically

’satisfactory approach. But even this model gives the >

¢ (pz) curves which fall short of the accuracy reguired ~
for the at¢mic number corrections, ‘Disagreement between.

¢ s . ’ - . . ‘s
measured an§ calculated ¢{pz) curves is due to the various

- . 1

}2 approximations. For ihspance,'dn the treatmént of Bishop
. L
A ' : ,thé Monte Carlo calculatlon is based on a simple screened
‘Q
. J, Rutherford Cross sectlon and the Bethe contznuous energy- .
s W

loss equition. Neither of-these expressions is very accurate,

' particularly-fer;the heavy elements and low electron energies.




: B ‘ , “CHAPTER IV | ' )

Sample preparation

.

J'V Sandwich samples consist of a thi@,Léyer of one element
K M - . ’ i ( !

sandwiched in a matrix of a sec0nd‘element (Fig. 1). To

~ obtain accurate measurements of thé depth dlstrlbutlon of

X

the X-ray productlon sultable for determlnlng the atomic
‘ -
number effect, sandw1ch samples shouldffulfll following

- -

_reguirements: = -

- . , . .

v l. The samé tracer thickness in all matrix eléments:

- The absolute value of intensity generated by the electron’

beam in the tracer layet depends on the thicthés of the
'3 “ ¢

‘ " tracer layey.. Different thicknesses of tracer’ lgyers in y

the sandwich samples of dlfferent matrix elements will

make it 1mp0551b1e to determlne the atomlc number effect.

. l
2. Unifoth tracer thlckness: Nonunlform tracer
. . e .
thickness ovef the area'of a specimen will introduee

.

-t “errors to the neasured x-ray 1nten51t1es dependlnq on ¢

’)ﬂ/r\\bdeSlthn on tha spec1men. . .0 .

. 3. Opbﬂmum tracer thickness: To ohtain true shapge
L 4 5 3 » -
of ¢(pz) curvas the thlckness .of the tracer layer should

be 1rif:~n1t6,=s.1mhlly thln. On the- other hand the trace?

e —
’ has to be. thlck enough to yield measurable x-ray intensities.

. B Ch01ce of tracer 1ayer thlckness is a comerom1Se between

-

o

° )

" these two confllctlng requlrements.

. . b ] P
~ M ! o\'-\‘ »

» - ‘ . / r “
4 '

»
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3

corrections.

- . ) .
4, Uniform, accuraté&ly known overlayer matrix thickness:

The’¢(pz) curve represents x-ray intensity generated by
electron beam as a function of depth in the spec{men. Any ) -
uncertainty in the determination of the thickness of

matrix layer as well as thickness variations lead to

uncertainty -in the depth at whi&h,rheqxiraysare generated
The result 1s to 1ntroduce uncertalnty into the determlnatlon

of the absorptlon correctlon as well as the atomic number

-

correctlon through.uncértalnty in the area under the ¢(Dz)
Y - * -

v
s

curve. . oo ‘ o

5. Freedom from fluorescence effects: Since we are')
r - .

interested only in the atamic number “and absorption effects,

any contribubion to measured intensities-due .to the -

fluorescence gives thé wrong depth distribution of k-ray

s \ . : . ‘ . '
production and hence incorrect absorption and at3mic number

.
.-
. -

x . _ ' .)'_ . .
6. Easily evaporated elements: Because of the -

o -

large number of evaporations reéquired in the preparation
R ) , . P

of the'sandwieh samples, elementg which can be easily f._

evap@rated from a hot tungsten fllament are preferred ' *
N Four samples were prepared for the measuremernt

)
of the dep&h dlstrlbutlon curves. 'The matrix elements

e

were alumlnum, nlckel silver and gBld and the tracer
. ?

elements‘were 51llcon and copper. These two tracer
ps L

elements were chosen to obtain’ the depth distributiggzi_\

- v
. e e -

-
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A . . cov
curves in two dlfferent reglons of the x-ray spectra for
the CuKu line at 8. 98$Kev and SlKa l%pe at 1. 84 Kev
Also these elements g1ve a'very unlfor thickness of |
the tracer. layer. The matrix elements were{choéeﬁ, in

part, because of their x-ray properties, in-part, because

.of “the ease of evaporation. The matrix elements cover
the Periodic Table from low atomic number, Al, to high

atomi?'number, Au. This seleqééén of tracer elements y
and matrix.elemeﬁgs ensures thathontriputiens due to - ’
the flgoresceﬁce of ch racterigficﬁlineé are insigni%icant.
The bases or‘ e 'specimens were rrépared ip’éhé -
',follow?né“way. Four ’ecéigns 5/8 inch" thick were c;t ’

from a 3/4 inch diameter copper rod. Sheets approximately
one mﬂlimeter,thicktof the matrix elements were attached

to the copper.by epoxy glye in the case of aluminum and
copL e ,
4 by soldering in the cases of nickel, silver and gold. e
The edges of the sheets were removed to yield a substrate .

of the appropriate metal 3/4 ineh in diamefer. These

., -

spec1ments were rough pollshed u51ng emery paper. Final )

pollshlng 'was -done with 3 mlcron, then 1/4 micron dlamond
paste on mlcrocloth u51ng keroséﬁe as lubrlcapt The &
surface of spec1mens was cleaned in a ultrasonlc cleaner

st,uSLng a -soap water and then dlStllled water. The
AN :

L
- . . .
final cleansing step was -to rinse the surface of specimens

with ethyl alcohol and-dry in air.
' . »
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The vacuum evaporator used~in preparatlon of the

—

sandw1ch samples was of the standard type (Fig. 4) with
.mechanical forepump and oil dlffu51on pump. Liquid

nitrogen was used in a cold trap during evaporation. The

vacuum of the order of 10°% torr was maintained during
evaporation. S
: \

The most important factor in preparing the sandwich

~

sambles for .these studies was to insure that the tracer
element had exactly the same thlckness in all four matrix
elementso Tp insure unlformlty of thickness during

evqporation,the fourjsamples were rotated about their

~

'

own axes and about an ‘axis.through the evaporation source.
. 1 ' “ i
L 4

The copper was ‘evaporated from a hotﬂfhngstennfiiameﬁtl
C e :

at a vacuum of better than I0 torr. The silicon.was .

.evéporated ftom a special tantalum boat.

Wt

The matrix elements were also evaporated from<a ' ‘J”}

-4

hot tungsten filament. Masks were placed over the

specimens. to’ limit the area of deposition. By doﬁbling

..,

the thlckness of eaCh successive matrix 1ayer{ 16 layefs
of différent thﬁcﬁﬁess can be deposited on a specimen _ in

four evaporatjon (F1g. 5). BY depositing one band.
. r
perpendlcular to 16 steps, 32,different thlcknesses were

_ prepared for eacl~matrix element.

Y
»

. The elements were simultaneously. deposited on the’

-

specimens, a glass slide and on an exposed area of a

Ve

afy
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enough’ for determining the mass.thickness of thin layers

\(less than 40.ug/cm2) the relative mass thickness of the

A proportional flow counter with Mica Erystal was used to

detect SiKa radiation and the same coupt?r with LiF crystal

,quartz.crytal F monitor Fig. &). The absolute mass thickness -

of tracer and matrix layers were determlned by weighing -
as a weig t dlfferenpe of the glass slide. before and |

after deposition.’ Sincge this method is not accurate . e

deposited elements were .also determined by using the quartz

-

crystal monitor and’' by . x-ray fluorescence- spectrometry

M !

The graphs (Fig.7-10) 1nd1c§§e the- very gqu prec151on ~

-
aqhieved in the determlnetlon of. the mass thlcknesses.(l)

The mass‘thicknesseskwere determined, with relative errors

« -

of less than + 2%. The thlckness of the tracer layers for
2

\

No variation in thickness of
r

both Si and Cu is 4 ug/cm”,
dep051ted elements was observed

The depth distribution curves were measured on a ~~

L] . . : .
Cambridge Microsgan 5 Electron Pgb&e - Microanalyser. ®he

- - " f, ) .
electron beam is perpendicular to the surface of the *

sample and xkray take off angle is. 75°. 'Measurements

have been made at 6 8 and 10 KeV for samples w1th a Si .

tracer and at 12 and 15 Kev for samples witH a Cu tracer.

Id

L4
"= N - )

(l)-x-raj‘intensities have been corrected for background,
* . . v . ) . -
Bead time and absorption. ' ‘ ‘
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ra
. o™
. . ? . P
" was used to detect GuKa‘radiation.\\sfrrectidns were made -

o~ -

to the data for dead time;,baékground\énd absorption,

,f;' "'using Heinrich's [45] values for mass absorption coefficienfs.,
" The intensity from the standard pure element generally
changed by less than 1% during thé measurements from the

sandwich samples whicH required as much as two hours.

-

Purity of the mater;‘ls"
. - . . J - ) a . *
)\ . . ) . , ‘.", . - . !
- B ’ l-‘l > o ° .
/“,*The metals used for sample preparation were at least

¥
99.9% pure. Any effects due tp the 0.1% impurity in.the -
5 A ;

-, tracer elements are too small to be detected at the

.o 3

'level of precision of this work. The effect of any impurity

_ in the“matrix elements would similarly be negligible.
. 5 & . .

™, . : ' . . .
: Statistical errors

-

2

To prevent carbon cqntaﬁination'éf the speciﬁen,
the counting time from one'sth Esé been limited to 20
secbnds. Because of the low countind rate from thég;racer
: layer a% many as 20 intensity readings have béenrmade
' . each of the'layers-in the ;ample. Typical x-ray
’ inteﬁéities-ébo&e'backgfbund-were of the order 16-40
igpunts per'secoﬁd. . ‘ ?

¥

. The standard.deviation, Sp for measurement of the

number of random x-ray photons is given by the square

‘ ‘ root of the total number of counts, Np,
. * » . .




‘ .

: ) v : . . ." * " .
The total measured intensity is the 'sum of contffg;;lon ,

) ‘ . :
+ from twd sources, the actual x-ray intensity from atoms

. 8.
,of the tracer, plus the background 1nten51ty. Thus a

[ - ——
measuré?ent of 1nten51ty from the: tracer is subject to -~

' the statistical error inherent in two intensitg determinations

v

and the standard dev1at10n SN for a single meaijemenf of

o

the net 1nten51ty is

e ' : , T NS
where~SB and NB are the valuyes for the background measure-
mente,‘~The statistical error, in:the measurements is thus

' K ool - N
a function of the total counts accumuleted .for each of '
, - ot & . :
the intensity d&terminations which go tg make up the,

- .
. .

qaer o§'¢§pz};;JThe'abso}ute er&or&in ¢ (pz) decreases
“as N, beeomes smaller at greater 'depths in the ‘sample,

*the percentage error, however, becomes langer: ‘.
' ‘ ' ' ~ ' LY
Total intensities varied f£rom 10-90 counts.per

-

J~ . 4

second /dependlng on ene‘gy of'lnc1dent electrons, type

.« LA

of radlatlon ‘and matrix element*p T@*lng the unfavorable

-

case, a countlng &ate above background of 16 counts

per second w1th a peak/to—background ratio o; 4:1, 20

- second countlng times and 20 readlngs, the predlcted

.

" standard deviatlon 1n tl?!e ﬁetermlnatlo! of ¢(pz) 1s
EE

Ifzo + i)*zq*zo 9600 . §”é'"' °




This cqfééSpénds to 1.2% of the v!\ue of ¢ (pz).

e

If we now’considér a point on the ¢{pz) curve for .

ﬁhich the net intensity -is equal'to the background intensity,
then =~ % : : N ' .
X I .

. ’ s . - . ‘ - ) a ' .-
. ’ " ' S¢ = V/(B +’y)*20*20 = /4800 = 69 - )

Now, this standard dediation éorresponds to about 2.2% \

./

of the value of ¢ (pz). ) ' ¢

For determinatidn of the atomic number correction

~

) - ' )
* - is important to known areas under ¢ (pz) curves. ~The

R . < A . R v N L
ratios of the area under ¢(pz) curve for Si tragsr“ahd Al

v to areas_undér ¢ (pz) curves for Si tracer' in Ni, Ag -and

., Au reépectivelj} represents the atomic numberigffect‘

for SiKo radiation. Similarly the raéios of the area *
. ' ) ° ' ¢ . N . \.
-t ,‘ under ¢4%%) curvg'for Cu tracer in Ni to the,areas‘ﬁnder )/

¢ (pz) curves for Cu tracer in Al.-and Ag respectively,

E2

represents the jatomic number effect for CuKo radiation.

/

To estimate an error in the determination of the area under °

s

£ R - H ’ @ -
!the ¢ (pz) curve, the’ ¢ (pz) curve has been divided into

\ sections dpz, each 10 ugycmz wide. The sthndafd‘devigtioh_,
[ . * ' . E . . - ';
_-of the area under ¢(pz¥ curve is then - N v et

-9

= ] T n ) "‘ i . Al
- . s.d. area ﬁ'v r (S¢,dpz.)2 . (4-1)
LA B . . i=l 1 1 . T ‘ “

‘ ’«i. ;
o ‘ ‘s‘. L. - .
where S, is gtandard deviatiogf’'+he ¢ (p2) value, ’
- 2 ST . L
- , in the section i.- The standard deviation of the aréa
] . . .

.

r3




- .
- 5
calculated according the farmula (4-1) is about + 3% in

the ‘case of Cu tracer in Al at 12 keV and $i tracer in ’ o
Al at'6 keV. With, increasing eflectron energy aquatomic
number the'precentual error gradually dedreases and is

. ~

- .about'i 1.5% for Si tracer in Au at 10 keV and Cu tracer
in Ag at 15 keV,. There are also e&rors from other sources
‘(numerlcal calculatlon of the area, fitting toﬁ the ,ﬂi

curves, etc.)'but these errors are much léss important\

. o y

Errors in Mass Abserption Coefficients

) . a )

v . 'fi mas$ absorption coefficients  for CuKa . - : )
. -r [ . -

radiation in Al, Ni and Ag and also mass absorptlon

- v -

AN
coefflclents for SiKa radlatlon in Al, Nl, Ag qu Au |

..must be known for the exact determlnatlon of ¢(pz)
curves. For,CqKa radiation (} = 1.5405 A) mass absorption
coeffieients~in Al, Ni.and Ag are relativelyAsﬁgll and ’
reasonably well Enown. Such is ﬂbt.the case for mass
absorption coefficients for,SIKanfadiation (A = 7.i253_g)
i . in Al, Ni;vA; and Au.i For these element; the mass
{absorptlon coefficients are large and their values, becaﬁse

-

&f the” exper1menta1 dlfflcultles in thelr detexmitfation, _

are'not well known. The values of the mass absorption

[] * . i

« coefficients for SiKa radiation in Al, Ni, Ag and Au
. from different-.author$ are shown in Table 2. 1In ¢ase

. of Alfabéqrber,differencé in the value of the S

’ ’ 9 - -
o ar




- ¢
. G ) ) '
Table 2 .
'& - A}
-CompariSoh of Mass Absorption Coefficients |
) "for SiKa Radiation in=Al, Nigp Ag- and Au.
. - Te -‘ - .
AR} 2 4
ulem®/gl - ‘
’ﬁatrix‘ Henrich*. Theisen* Kunz*
al 3493 3634 - 3488
Ni ' . 3152 3029 2929
| Ag | 2123 2086 2071
Au - 1737

-

* Henrich, K.F.J., The ELectron'Microprobe,

* Theisen, R. and Vollath, D., Tables of X-Ray Max

1760

Absorption Coefficients, 1967,

v

* Kunz, F., Private Communication. .

-




>

N\ . . " . ' '

absorption coefficient between Heinrich's and Theisen

values is more than 4%. Heinrich values of the mass
¥

.

gbsprptibn caefficients have been used in this work

.

of

”

‘ , ‘
for caleglation of ¢(pz) curves. g

.
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4 . . . \

. .~ CHAPTERV . L
4 . . "*’L:' v A . ’ ’ »
The E¥pegimental Results . S -
g ‘ . ‘ - .
The mé%sured values of ¢(pz) curves for the silicon

tracet at the threeé electron energie$ and normal electron

incidence ane_shown in Tables 3-6 for the aluminum;\nickel, .

-

silver and gold matrices reséectively. Similarly the ,

¢(pz) values for a copper tracer at 15 and -12 Ware given

)

’

in Tables f: 8 and 9 for aluminum, silver and gald matrices.
. 3 ‘

+ The curves plotted from theke data are shown in Figures 11-
. “ ~ . £ # ) :

170 o - | '
. : 'b//' - . ' P /
‘ In the otiginal work of Castaing, the values of .

. . ¢ (o), the flten51ty of x-rays generated at the surfade

of the sample (zero depth) was estauilshed on the basis

n
L]

o . . of meaSu&ement of the 1nteﬁslty from the same thickness ,
- .
( of.fracer ieplated in space. The ¢(o) vaqus rgported
: . ‘in this thesis.haye no£ been'esﬁablished in.ihis maﬁﬁé?\" .
. ’ since the only "important factor in establisiing the " +°
. ’ absorétion-and the é;omic numbef cofrectioh is ¢ (o)

/
. values for a- glven electron energy agd Xx-ray wavelen’th

',.- " ona relative basis.. This car® be done By taklng ‘the - .-

¥

[

Tatio of ﬁhe'inteqsitles‘frOm the thin tracer layers

T .

on the surfiace of the various matrix elements.to ;he_ - o

intensity from the pure tracer €lement. However in

' -

4w

order Ed'eompare erbes.with"qurves.measuredfp iously [56] .

. .
- ' . ' . , g r
R . . - s
) A - X .
.
.




w9 (pz) Values - Si Pracer, Al Matrix
(Normal Electron Incidence)

¢

- Table 3

© »

()

-

- ' ‘. <
¢ (pz) Values .
Depth”[ugfcﬁ%] o« 1l0kev - 8keV 6keV
0 -1 1.390 1.350 1.290 -
12 . 1.781 1.600 - 1.479 *
20 - » L.836 1.651 - 1.382 )
26 1.907" . 1.708 * . 1.310 -
34 . 1.928 1.739 °  1.055 «£_ -
40 1.913 1.687 © 0,973
4 1.862 “s 1.580 0.768
6 1.801 1.391 0,435 ¥ ‘
102 1,446 0.711 G 102 -
124 ~<1.146° 0.368 .  0.031 .
130 , 1.157 .. 04358 - 0:020 ’
" 138 v 0.959 ©0.266 - '
144 - 0.979 0.184 41 .
152 0.898 o.%6a -
166 : -0.665 0.118

1191 X 0.507 0.031
205 0.380 ,

- 219 - 0.193 '
227 0.178 ‘e
233, . 0.172
255 _ 10.03¥

- ‘ .
¢ . ’
- ] [ ‘ r -
. v ' .
] N e .- LR . ,
qﬁ
2 » - :



¢ (pz) Values
- _ _ (Normal Electr

.,Table 4

Si Tracer,

Ni, Matrix °
on .Incidence)

v

¢ (pz) Values

4}’\1 o

.- Dapth [ug/cm’] - 10kev. . 8keV - 6keV* *
“ * . m P
0 : 1.670, 1.580 1.460,.
® ‘ 1 ., 2. 083 2.033 X767
_ 28 - 2345 20004 0, 0 Gog
. 41 w5 gss” - 7,7 1,018
T 54 \z.aﬁ4 1.537 0.682 °
* . 677 LA T2.0126. 1.493 0.514 .
‘ : 84’ e 10845 1.050 0.235"
y - 97 R 0.838 0.192
' 105 . s 1,524 ‘& .0.645
118 . 1.301_ .. 0,578 0.096
135 1.1757 - @.313 s
148 0.332
61 ™ ﬁm\ 1 0.825 0.212, )
: -~ 174 o 0.%14 " 0.241" 7
- o192 0.524 '0.149
: . 202 ‘ 0.111 °
204 0.432 0.101 ,
232 0,257 . L .
s 258 v.204 .
: 288 0.121 ’
309 . ‘

- -0.107




e

. ®

Table 5

L If ’ . -
¢ (p2) Values - Si Tracer, Ag Matrix
(Normal Electron Incidence)

_ e P

* 3 ) ' ] BTN Sn- f o
o, e T D) Values '
et w‘mt@@tﬁh[ugycmz]‘ © "10keV | 8keV 6keVyg -
-0 1.840 - 1.740 "1.620
, v 13 . A 2.408 2.168 1:.917
' . 25 . 2,544 2.206 1.711
40 - "7 2,525 ° 2.129 1.385 .
44 O 2.520 1.973 1.217
i 59 . - ..-2.468 1.688 0.891
S A ' C %7 2,262 1.455 . 0.637."
oot 86 ‘ 2,108 1.179 . , 0.451
~ " 93 st 2,070 1.250 - "0.455 "
108 e 1797 1.084 *-  0.273
126 - -7 1.696 0.818 0.177
135, % 1.394 . 0.604 “0.086
139 _ ' 1.404 ' ° 0.679. " 0.038
154 ' 1.236 0.418 - 0,019
= . 166- . 1.045 0.299 0.024
. © 181 . -, 0.824 . 0.295
. - 189 . A 0.843 . 0.252
; . 204 . , * 0.680 0.176 *
.. e 216 - « 0.609 0.128
to T 231 _ . 0.465 0095
\ , 235 .0.469 . Lo
S, 250 » 0.340 . ° . -
< - | 262 , ' oo
. 277 ’ . 0.273 o~

76




A RN RN *‘Q(Dz} Vaiueé ‘—'.Si

.1dble 6

s e
[ A

-3

Tracer, Au Matrix

(Normal Electron Incidence)

-

d{pz) Values A

Depth [ufl/em?] 10kev 8kev 6keV
% 0 y 2.060 R 14960 1.830
w1 2.620 2. 340 2.032
24 - 2.700 2.315 1.739

37 ‘ 2.135 1.517

T 50 % _ 1.995 1.203
63 g Y '1.835 1.041
76 T 1.650 0.753
gg ., 1.510 0.506
102 . %.270 0.500
115 _ .235 0.334
128, & -.» 0.950 - 0.313
1417 0.800 . 0.167
154 -, 0.660 - . 0.192
167 °* ] 0.515 0.086
180 - . 0. 460 0.07}
193 . - . 0.435 .
204 . 0.370 .

217 . 0.250 .
230 : 0.260

1256 e 0.115 .
282 . )
295 . - - 0.100 .
308

334 ‘

. 360 . ¢ ) ‘ .
386 ’ s y v ¢
399 e

\ * r
{0 . . '
; A
: &

P




Table 7

¢(pz) Values for Cu Tracer in Al Matrix

(Normal Electron Incidence) +
4.
Depth [pg/cmzl o 15 keV 12 keVv
0 .o <§v\ 1.150 1.100
12 ’ 1.234 1.172. .
20. . ., = 1.255 1.157 | -
. 26 ~1.338 1.203 .
34 N 1.302 ‘ -
00 - W 1.126
48 - , 1.307 . 1.100
62 . *0.894 -
. 102 _ 1.275 0.586 -
124 T - 1.134 0.386 )
126 14,108 : .
130 1.166 0.359 *
138 1.139 0.272 .
144 ¥ 1.004° _ 0.242 - .
152 ’ 1.045 © 0.206
166 0.810 : :
191 0.758 ) 0.067
205 ‘ 0.685
. - 213 0.580
.219 . ) 0.596
227 - .., 0.585
233 ‘ Y 0.512 ‘
241 . © 0.486 . -
255" . : " 0.376 '
295 - 0.277 : '
‘ 317 , 0.188 .. . L. .
319 - . 0.188 ” o
323 g 0.209 - . Y .
331 - 0;l%ht ) o - .
337 ' 0.125
345 , © . 0.146 ;
F‘ - “
), 7 d
4, . . . - '_b,‘




- "
/
Table 8
p : ) . L
¢$(pz) Values - Cu Tracer, Ni Matrix
(Noirmal Electron Incidence)
5 N
o ¢ (pz) Values '
Depth Iug/cmzl \\\J/ 15keV 12keV -
0 1.370 1.230
11 1.630 1:400
28 ’ 1.670- 1.340
41 1.830 . 1.375
54 " 4 1.280
67 1.800 1.210 *
84 1.660 0.990
97 1.650 0.795 7
105 . 1.470 0.715
. 118 1.500 0.575
I35 ) 1.210 0.400
148 1.350 0.335
101 . 1.115 0.275 ¢f
174 1.025 0.215 -
191 ‘ 0.860 0.165
202 . 0.760 » 0.080
215, . 0.750 :
232. 0.500
245 4 0.580
258 0.455
271 0.420 .
288 i 0.320
309 - 0.210
322 ‘e 0.200.
352 0.230
365 - 0.105.
395 0.040
408 -0.100
. S

-

~

79
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) Table 9 ¢
"o " Cb(pb‘values_ for Cu Tracer in Ag Matrix ~
. (Normal Electron Incidence) -
¢ (pz) Values N
* Depth [ug/crn2] ‘ 15keVv . ., 12kev -
0 \ 1.590 1.370
13- . ¢ 1.840 1.500
25 Y ’ 1.940 1.560 ‘
: 40 ~ , ' 1.860 l 1.480
44 1.950 -1.480 ,
. 59° 1.915 *1.300 o g
) .. 71 , : 1.835 1.280 , ¢ .
86 . 1.790 1.085 ‘
93 . 1.790 : 1.070
108 - _ . . 0.910
- 120 .- ‘ 1.590 . 0.820
. 135 . - 1.480 0.760
139 . 1.370 0.600
154 S 1.450 0..555
166 , 1.200 0.430 ‘
181 . 1.200 ¢ © 0.400
189 N , 1.005 0.300
~ 204 - 1.000 . 0.320
216 , 0.905 0.160 ; B
) : 231 0.800 0.125
235 0.650 4
250 ‘ . 0.740
262 . 0.610 .
277 0.590 >
- 284 _ 0.480 :
299 , : 0.480 - , -
315 _ 0.360 . '
326 . 0.420 i .
S o330, . e 00270 - S
345 © ‘ 0.325 T
35 : 0.220
372 =

-0.240

B '
- - o




¢'(0) vagues_have been estimated from Hutchin's [61]

data at each voltage for the silicon tracer in the aluminum
v -

, ) matrix and for the-copper.tracer-in the rfickel matrix.

For the other matrices, the ¢ (o) values are
. Lok
on relative intensit%\measurements_from the thin\ layer

ased simply

at the. surface from one matrix element to the intdpsity £

measured under identical dondition?‘from‘another matrN

1
-

element. Thus the absolute values depend on Hutchin's -
data,. butsrelative values at any given voltage should

be correct to the limits of the experimeqtal errors of . »
this work. . ~ : .
. ~ , o e f '
- Some characteristics of the depth distributions
- ' ‘ ~
Ty Fig. 11-17 are readlly apparent The depth of maximum

a -
—
-

. X- ray productlon decreases ,as the atOmlc number of the
l'
matrlx element lncreases “The same trend is evident

bothjtor SiKd and’alsé” for CuKa radiatlon. One of ' the
1dterest1ng aspects of the depth dlstrlbutlon curves 1is
’ the 1arge 1ncrease which occurs between the ¢ (o) value -

and the maximum in the depth distributidn at low

-

" " . ) e o R -
electron epergleé. Earlier ,curves, reported-in the . !

literature 110,56], tend ‘to show that as the electron

" renerqgy decreases the 1ncrease from the @(o) value to

N the maximum 1n’ e ¢(pz) curve ‘becomes less and less.
- The apParent feason for "this deerease-q.s the 1 in

-

’
*

P

‘definition because of the significant thickness of tracer

layer used in previous meaﬁurements. For example, for

. 1' R T Y v ’ j - . \/
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Y

&

the silicon tracer, the increase from ¢(o) to the maximum

s

. appox1mat1ng the absorptlon correctlon 1§'that of,Phlllbert

[N

in the curve represents "40% at 10keV, 27% at 8keV and 21%

at erV for the nickel matrlx. Thus.'theé major effect

in the productlon of. the maximum in the curves must be

the diffusion of electrons rather than the increased

*®

efﬁiciency of X-ray productioﬁ as the electrdn energy

degrades towards the absorptlon edge energy¢ v
A & . .

2

Pl b

X . -
Absorption Correction Curves
I

N J .’ . . , ’ ~
once the depth distribution of x-ray production

is known, the fraction of x—rays which will escape from
) . F )
the sample as a functlon of the absorpdion- parameter ¥

can be readi{y calculated for all valups~of ¥. Tables
10 and ll give £(x) values calculated from the depth
distribution curves. Figure 18 shows one set of ‘such

, -
curves' for the silicon tracer and nickel matrixwat three °

electron energles and Figure 19 shows £(x) curves\ﬁpr

Sl tracer and Al, Nl, Ag and ' Au matrlces at an electron -

energy of 8keV. "The most popular expre531on for

.
P14

using the.modlflcatlon‘of Duncumb and Shields to allow

for the X~-ray EXciI!tion energy and the electron absorption -

- - i v

parameter o of Heinrich. A comparison has been made'

between the f (x) curves obtained:foxm ¢(pz) curves reported
3 " ' . . -

in this thesis and the values obtained by calculation from

82




i ‘!4\
theAPhiliberEfformula.' A selected coﬁparison £ these
S0
values is shown in Table 12. 1In this table dlfferences

exist between the f(x) valﬁes generated 1n;thls study
and -those caléulated,from the?Philibeft expression.  These

diffg;ences‘are as much ‘as 2% even for f(x) values of

LY

0.9 and greater. Thus some changes still need to be made

to the Philibert expression to properly allow for: the .
N ‘ ) _
matrix and energy dependarnce of thegabsorption correction

of low electron energies.

. v

The Atomic Number Effect.

L] L

- 9t -
Since the depth distrubtions have been ;LasuredA
with 1dent1cal tracer layer thicknesses and dlfferent
matrices, 1ntegrat10n of the area under the curves for
. diffefént matrix elements ylelds directly the atomlc
number effect. This is given by thé‘expreésion
. .
At. No. Correctibn.Factdrfﬁ &>QFB(pz) dlez) - .
’ fooa (p2) aloz)

(,and then in the qbsence of‘the fluorescence -effect

L

Py

I'aB | ‘ | :
N. = — = ¢, (At. No. Corr. Factor} . ,
. I'.,..- A
A . s
- » . ’.
where I' ‘and I'A are x-ray intensity directly generated
AB- ‘ . - )

in the 'sample (primary intensity) and’‘the pure element !

standard‘reSPectively., ’ - . '

E
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Table 10

~

r

The £(x) Values Determined from ¢(pz) Curves
for SiKo Radiation at Electron Energy
°  of ZkeV 4

h Matrix
X[sz/g] Al Ni Ag Au
40 0.998 0.997 0.997 0.997
80 0.995 “ 0.995 0.994 0.993
120- 0.993 0.992  0.991 0.990
160 i . 0.991  0.9%90 _ 0.989. 0.987. _
200.. 0.988- 0.987- 0.9 0.983
300 . 0.982 0.98® 0. 0.975
400 0.977 0.974 0.972 0.967
500 ' 04971 0.968 0.965 , 0.959
600 , 0.965 0.962 0.958 0.951
700 ‘ 0.960 °  0.956. 0.951 . 0.944
"800 _ 0.954 0.950 . 0.945 0.936
900 0.949 0.944 0.938 0.928
1000 . 0.943 0.938 0.931. 0.921
1200 0.932  0.926 ¥.919 0.906
1400 - 0.922 "’ 0,915 - 0.906 0.892
1600 ° - "0,911. 0.904 0.894_- 0.878
1800 : ‘50,901 . 0.893 0.882 0.865
2000 0.891 0.882 0.870 © 0:852
2500 0.867 0.856 0.842 0.820
3000 0.843 0.831 0.815 0.790
3500 0.821 0.807 0.789 0.762
4000 ’ . . 0.799 0.785 0.765 0.736
4500 . 0.778 0.763 0.742 - 0.711
5000 0.758 0.742 0. 720‘ 0.688
¢
"
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Table 11 )

L]

The f(x) Values, Determined from ¢ (pz)
.curves for SiKa Radiation

_ -
x[cmz/g] lokeV 8keV 6keV
_ 40 ’ 0.996 0.997 0.998
! 80 0.992 0.995 0.997
120 0.989 0.992 0.995
160 0.985 ' 0.990 0.994
200 0.981 + 0.987 " 0.993
300 0.972 0.981 0.989 R
400 0.963 .. 0.974 0.985 .
500 0.954 " 0.968 0.981
600 0.945 < 0.962 0.978
700 "0.937 0.956 0.974
800 7 0.928 *0.950 0.971
900 <4 0,920 0.944 0.967
1000 o 0.912 0.938 0.963 -
1200 Lt 0.895 0.926 . 0.956" -
1400 . ‘0.880 0.915 ©0.949
1600 .0.864 0.904 0.942
1800 - 0.849 0.893 0.936 _
2000 0.835 0.882 0.929 »
2500 - 0.800 0.856 0.912
3000 0.768 0.831 0.896
3500 0.738 0.807"°. 0.881
4000 0.710 0.785 '0.866 .
4500 _..0.683 _0.763 0.851")
5000, ~ 0.658 ~ 0.742

rd

O

Ni Matrix

&

0.831:?
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The atomic number correction aéVdetermiped from,the

\\ ‘ area under ¢(pz) curves is given in Table 13 for SiK&
\\\and CukKe radiation. These data show that as the atomic
. ‘ ) . & ¢
- number of the matrix increases, the number o§ X-rays gener-

, A ' - -
ated per incident electron also increases. These values

} *

of the atomic number effect are appropriate for the : '

—a Situation where there is a small concentration of the tracer

element in a sample which is essent%qlly 100% of the matrix
element. The advantage oﬁ’déiné'such depth diﬁtribution
-curves for calculating.the atomic humbar effect lies in the -
complete separation of the atomic number effect from the ¢
abogption<borrection. Thug measufement§ of this kind yield .
the direot ﬁeasurement of the atomic-number efféct in an
Qunambigﬁous f;shion. Compafison can be made with the mefhods
of calculation of the‘atomic‘gumber effect reported.in the

‘Chapter II. Table 14 shows a comparison of atomic number

correction factors obtained by the sandwich saﬁple'technique,

3

LN

AS

the’ Duncumb and Reed method and by the Diffusion Model

modifigd by Wolf and Macres.

’

The difference between atomic_nqmber correctiqn“
factorg calculated accor&ﬁng to'Diff;'Model and ﬁhose‘derived
from- ¢ (pz) &urVgs is large.  This was expected since 4.$ .
£he'Diff.’Model dbes not Adeéhateiy deéscribe the inter-

action of electrons with solids. On the other hand values

s
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Table 13
Experlmental Values of the Atomic Number
porrectlon”for SiKo and CuKao Radiatlon
,1n Al, Ni, Ag.and Au Matrix
1 r “
SiKa
" Eo[keV] - Al _ Ni | \Ag Au
10 1.000 1.180 1.398 1.750
-8 ) 1.000 1.196 1.430 “1.810,
6 1.000 1220, 1.510 7 1.920%"° .
. . . %
. , f - g‘)
C . CuKa L
. S R R '
Eo [keV ~ Al - Ni Ag ’ ’
, ) ‘ -
Co.. 15 0.800 1.000 1.180 .

12 - 0.775 , 1.000 .-1.250

-
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of ‘the atomic number correction\fgctoré derived’ from

~

¢ (pz) curves are much”closer to those'calculated‘accofding

to the Duncumb and Reed procedure but tend to be lower
by 2 to 10 percent. . To determine whidh'atomic number

correction factors are most accurate, these corrections

‘wére applied to x-ray data from 24 alloy systems measure .

. * ¢ .at-low electron eneréieQ listed in Table 1. A summary

,©f the results will be found at the end of Chapter VI.

. .
[y N . . -




_ *  CHAPTER VI o v

Derivation of the Atomic Number and Absorption Correction

-

..

Detivation of the Empirical Formula for ¢ (pz) Curves.

£ 1 ®

All experimentél ¢(pz)°curve§.presented in this
thesis can be well approximated by'an analytical function
. . 9 s . ' _ L N
- of the form _ . '~\\ )

o $(R) = DRn(XR) "% exp [~(kR)T] . . (6-1)

wherg R = pzo'¥ oz, K and n are constants for any curve.
L - .

This function Was~chosen since it is found to approxihéte‘

the ¢ (pz) curves .accurately yeé can be integrated touyield"

the corrections for gquantitative aﬁélysis. The barameteré
s " - . ’
PZ K'and n are obtained by fitting the expression (6-})
‘ using a least Sqﬁares computér program.  With the aid of

Eg.(6-1) we have.feducgd.xhe prbbleﬁ of obtaining ¢ (pz, Eo’*

‘ch Z) to the pfoblem of obtaining the parameters D = D(Eo,
By 2), K = K(E,, E,, 2), fz, = Pz, (Es, E., 2) and n = n(E,

v

c
'Ec, Z): LI
Determination -0f the parameter n . ) “

- - .
>
N .
.

The valués of the parameter n bbtainedfby the least

squarés pfdéédu:e of the preceding paragraph divided by

{ . : . . P}




-

' matrlx element. The. solid llne of Flg. 20 is obtained: °

.against the atomlc number 7 of the matrlx element in Fig.

.separately on the graph. Thus the parameter ﬁ depends

K o | o e e . 101

4 »

2 .
. *
T . . . -
-
’

’

the atomic weight A 3f the matrix element are plotted

T

20. The p01nts on thlS graph represent average values
4

for’ n for the partlcular matrlx obtalned from curves
-4
measured at different electron energies and hence different,

critical excitation enerdies.'. The data from individual

curves at different electron energies and differehg'

-

] I3 . . ! . - : . - X - L]
critical -excitation energies are too tlose to each other

. @

for a'particulé} matrix element'(zf to be plotted

only on the atomlc number and the atomic welght of the

from the expre551on ‘ : " ‘ bt

Determination of the parameter K

‘ ) '
The logarithms of the values o§ the parameteg K. for
SiKa and CuKo radiatioﬁ are plotted versus 1ln (Eo—Ec) ~

in Fig. 21 This plot ylelds parallel lines with dlfferent

'slopes for SiKa and CuXa radlatlon. The expre531on giving

best fit to,the values for K was found to be

BF

K = — (6-3)
i 1, 1.149
where B = 0.188.(Ec) <:// .
: m = (3.873, 0.3526

(3 )




in(n/A)

o 3.0 3.5
\ B - In(Z)

Figure 20. Experimental Data on the Parameter n
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and F=1+90.0595 2°°7. / exp (0.00294 z2).

)‘ -
Determination of parameter pzp '
’
* L1

; In Fig. 22 the values of the parameﬁér pz, are
. ¢

-

' plotted versus energy Ey,. This graph indicates that

PZ, is a linear function of electron energy Eo. Further

analysis of the slopes of lines reveals that pz, depends
exponentially on Eg and Z. The equatiqgn which fits the

values 1is .

0.106

R
. pzo = (2.571 x 10%° Eq) Eo [exp (0.088 2) +

1] /2412 exp (0.088 2) (6-4) ,
Determination of parameter D ‘ \

-

The parameter D represents the togpl area under

¢ (R) curve and is related to the atomic number correction.

The Togarithms of thé‘values of D plotted versus 1n (EO-EZ)

are shown in Fig. Z3. .The slope of the lines increases
with ‘decreasing’ atomic number ard increasing;cfitical.
excitation energy. ‘The parameter D can be célculated
froﬁ the forpula ‘

D=0 (Eg - Ea)Y. (6-5)

“ -

where Eg and E¢ are in keéz 'Parameters Q and P in this
formula depend-on atomic number #? and critical excitation

energy E.. To obtain the»dependeqcé of parameter P,

— .
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‘ . . »
‘ 4n (El- 1) for SiKa radrat}on and 1ln (%2- 1) for CuKa .

9

radiation was plottéd’versus atomic number 2 (R;g. 24) . .

The constants k,; and k depend on the critical excitation

2
energy. The analytical function which fits the values

of P is ' @

P = (}é84)0.3045 (1 + 0.7417 50'00325'2)
c E

(6-6)

The conetant 1.84 has 'the dimensiong of energy [keV] since -

the factor P has to be dimensionless. To calculate

L 4

“the parameter Q, the logarithms of Q was plotted versus

.atomic number 2 (Fig.:25), for both SiKa and CuKa

-

~ ;adiation. ‘The result is a line with the‘slope of 1.135

for both characteristic radiations. The analytical

function frdm which values of Q can be calculatéd is
0 = (3.1245 Eg) T°13% exp (0.0115 2) " (6-7)

1
The Absorption and Atomic Number Correction

» ”-

fvwith aid of equation (6-1) we can calculate the

' -

total intensity emitted by the sample i.e. G(x) as

G(x) = [¢(p2z) exp (~-x pz) dpz
= DKnn fw R.n--l

exp [-(KR)"] exp (-xR) dR (6-8)
PZO . '

e

. - : ) '
where ¥ = u x csc ¥ and u .is nass. absorption .coefficient

.-and ¥ is x-ray take-of# angle.. Using eq. (6-8) the ratio

' * % -
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raccording formul&s -

andtB ‘in the AB system, respectlvely.»f

" obtained u51nglthe methods of 21ebold and Ogllvxe, Belk,

|

of the measured x~ray intensity from the specimen to

a'standard, IAB /~IA' can be written "

YR

L]

I S G(x) ’ ‘ : -
_AB  _ C _'AB - ot ' (6-9)

.

.
’

swhere C is welght ?ractlon of the element A in AB system.

"

Pactors‘G(x) and G(x) " can. be evaluated from equation
{6-8) . Ths,g::tor G(x)AB can be calculat€d~under assuﬁption
that the‘atomicanumber, atoﬁic'weigﬁt and mass'absorption‘n:

coefficient. in eqﬁations {6-2), (6-4), (646),'(6-7) ahd

(6-8) can be replaced by their average values calculated

3

7 | . S “ . ." ' ‘, - -

. Zap T Ca%a * Ca’p A . ;
Bag = CaPp * Cphy 3 N .
« - ) \4
- and’ Fow = Coup + Cop
. an -Hag T “aka BYB . .

PR

. . . v ! . .v
where C and C are ‘the weight fractions of tl}e"elsment‘s A
2

Equatlon (6 9) was ‘used to calculate the weight.

concentratlon)for the 24 blnary alloys systems of Table 1
Relative exrors were calculated from formula
. . T _ Cc - _Cy '

e, o= "% rel. errors = Cgl. = True x 100

. P » True -
and are shown in Table 15. - . . ' '

» R
. To compaﬁe results “from equatlon (6-9) with results

!
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Thomés, Duncumb, and Smith, the averagg;yalue and standard

deviation for the relative errors were calculated for each

.

. ‘ method and are shown at the bottom of Table :15. By using-

-
the formula deweloped in this thesis, a considerable
e ] =
reduction in relative error was achieved Lpaicating that

’ (%

a better quantitative Correction is obtained for low
\ : - T \ L
. ~ electron energies. . | -




- of the specimen for two x-ray energies and 4 matrix

Ll

« , CONCLUSION

The Depth distribution of the x-ray éroduction,‘
¢ (pz) curves have been measured for electron energies

below 15keV with electron beam normal to the surface i

.
~

- ’

eléménts.' All ﬁeasured'¢ipz) curves follow the pafté;n
predicted from:the theory of iﬁteréction.of electrons
with atoms of the solid. The curves which have been
measured show clearly the changes in tHe distribution
of the x-ray pioduction for a single x-ray énef%y as D
the aFomic number of the matrix element is phanged.
Thé'absorptiop correction factors, f(') values,
calculated from expérjméntal ¢p(pz) curves are in thé
range of ‘the f(x) values calculated from Philibert
formula but f£(x) values calculated from ¢ (pz) -
curves decreasé,witq incréésing'atomic numb%r for
particular electron energy QQile £(x) vélues calculated,.
from Philiber£ formuia are increasing. This is prdbaﬁly ‘

due to the large contribution from continuum. The ratio.

of the x-ray ihtensity directly geherated by the

—

., energetic electrons and by the  continuum becomes smaller

for ng.electron energies thap for high electron

. . e
energies. . o oo

The atomic number féct?rs calculated from ¢(pz)

curves are quite different from factors calculated




according the Diffusion Model. Better agreement exists’
. -

v with atomic number facgors-calculated according to the

A\ ]

Duncumb and Reed procedure. An analytical function
&

-

]

6 (R) = nD'K'(KR). -1, exp{ (RR)

; _ =

which describes the-depﬁh distr? ion of the x-ray
production as a functioQ of depth, £he electfon énergy,
--\ﬁ?e'c;itical excitationsenergy andfghe average atbmic
; number of tQ§~spéci¢en Qas derived. This anglytical

B - . N
function approx{mates well the ¢(pz) curves “low

electron energies.  The parameter n depends only on the

- 1

averagé atomic number and atomic weight of the material ‘
analyzed but paraméter K, péo and D depepd on é.‘ctron .
epefgy, critiéal excitation.energy and the averaéé | .
atomic number of the ﬁatrix. : . N <
" The atomic number and‘gssorptioﬁ cgrrections -
developed in this*thésis give better agreentent for
; utcorrectigg data from standérds of known éomposition ‘ ’f
; ég low electron'ene;gies thaﬁ all methods éxeéently.
5 ’ig in ﬁse; This can bé seen from‘;he comparison of data
of Table 15. The average value of the wxelative _ _
'errors‘fof 24 alioyasystems.calbulated'according the
formula developed in this thesis is 0. 12% indigating™”
no bias in the results and ﬁﬁelétandard deviation of ‘

+2.8% is almost two times smaller than the best -

,'previous result. The real advantage of the method .

. -developed in this thesis for calculating absorption

. . ~ ’ . , Pl “*

L - . -
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and atomic number correctigg{at low electrqg_energies
: ' lies in the facg. that calculatiops dre relatively

simple. Because this method'providesAthe ¢(p;l curve

for a particulate substrate, it has potential.application

‘ L)
in the \analysis. of film thickness.

'Suégestions for Further Work 0 ’

To extend the work described in this.thesis: B

T new set o% sandwich samples suitable for a measurement -*

of ¢(pz), curves ‘at low electron inergies should be

prepared with at least two different tracer elements. The

‘tracer elements sheuld be chosen to prpvide ¢ (pz) curves

- for x-ray radiatien in the range of 3 and 5 g} Measurements

/ﬁhould.also be made in\electron microprobes in which the )

" electron beam is 1nc11ned relative to the sample surface.
The formula for cidlculating absorptlon and atomlc number
correctlon developed in thlS the51s.should be extended to

'data taken at’ h;gher electron energles so that a more

general correctlon equation for quantltatlve analy51s

. is avallable.
—
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