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Abstract
The dependence of the magnetic hardness on the microstructure of magnetic solids is inves-

tigated, using a field theoretical approach, called the Magnetic Phase Field Crystal model. We
constructed the free energy by extending the Phase Field Crystal (PFC) formalism and includ-
ing terms to incorporate the ferromagnetic phase transition and the anisotropic magneto-elastic
effects, i.e., the magnetostriction effect.

Using this model we performed both analytical calculations and numerical simulations to
study the coupling between the magnetic and elastic properties in ferromagnetic solids. By an-
alytically minimizing the free energy, we calculated the equilibrium phases of the system to be
liquid, non-magnetic solid and magnetic solid. We also studied the anisotropic manegostriction
effect using the infinitesimal strain theory. Finally we calculated the hysteresis loop of a single
crystal by minimizing the material’s magnetic free energy. These analytical calculations gave
us an insight into the properties of the model.

We then used numerical simulations to solve the dynamical equations of motion and to
track the evolution of the density and magnetization fields. Using simulations we confirmed
the analytically calculated phase diagram and the hysteresis loop of a single crystal. We also
performed simulations to address the effect of the grain size on the magnetic hardness. In these
simulations we computed the coercivity of the system for different grain sizes and showed that
the results are in agreement with the experimental data on magnetic nanocrystalline alloys. This
is a quite interesting result which enables us to comprehend the mechanism of the formation
and growth of the domains in the presence of the grains and the mutual effects of the elastic
and magnetic properties. Finally we studied the effect of the coercivity on the grain boundary
angle and showed that the coercivity decreases with increasing the grain boundary angle. The
importance of such studies lies in today’s need for more efficient electronic devices such as
transformers and magnetic recording devices.

The PFC formalism used in this research, although being a coarse-grained free energy, can
resolve the atomic structure and symmetries of the solid and therefore many natural properties
of the solid that are associated with the symmetry and periodicity, spontaneously emerge in this
formalism. This includes elastic and plastic deformations, differently oriented grains and grain
boundaries in polycrystals and formation and diffusion of the defects. These features makes
this method ideal for the subject of this research.

Keywords: ferromagnetic materials, phase field crystal method, grain, hysteresis curve,
coercivity
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Chapter 1

Introduction

In this work, I have been working towards understanding the inter-relation between morpho-
logical structure and magnetic properties of ferromagnetic solids, specifically the dependence
of the magnetic hardness (coercivity) on the grain size in ferromagnetic solids. Analytical
considerations and finite difference simulations were used to analyze the anisotropic magnetic
effects in crystalline solids and to investigate the microstructural dependence of the coercivity
in ferromagnetic materials.

One of the important quantities that characterize the hysteresis curve of a ferromagnetic
material is the coercivity. It is the reversed field required to reduce the magnetization of a
saturated magnetic sample to zero. Ferromagnetic materials are classified to hard and soft.
Soft magnetic materials have a small magnetic hardness (low coercivity) while hard magnetic
materials have a high coercivity [60].

Magnetic materials are the essential components in many devices and are at the root of
progress in electrical engineering, electronics and many areas of material science. Soft mag-
netic materials are used in devices that need a quick change of magnetization with the mini-
mum energy loss per cycle such as transformers and play a key role in power generation and
conversion devices [22]. Increasing the capability of these devices which results in increased
production of energy and reduction of losses can be accomplished by improving soft magnetic
properties.

Magnetic materials also play an important role in magnetic data storage devices. In recent
years focus has been moved from microcrystalline to nanocrystalline materials and the need
for producing materials with higher areal density1 and smaller sizes have been significantly
increased.

A typical magnetic recording data system, such as a computer hard disk, consists of three
main components: 1) Storage medium which is composed of a magnetic layer and several other
layers, each of which has its own specific role in the production of high performance magnetic
recording media [46]. The data is stored in the form of small magnetized areas in the magnetic
layer [60]. 2) The write head which consists of a wire coil wound around a magnetic material
which generates a magnetic field by electromagnetic induction, when current passes through
the coil. This magnetic field is used to write data in the magnetic layer by magnetizing the
data bits. 3) The read head which reads the the recorded magnetized areas, either by a reverse

1The areal density is the number of bits per unit area of the disk surface [60].
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2 C 1. I

process of magnetic induction or by magnetoresistance2. A photograph of the inside of a hard
disk drive is shown in Fig.1.1.

Figure 1.1: The inside of a hard disk drive. It is a device for storing and retrieving digital
information. It consists of one or more rapidly rotating discs (storage medium) which is coated
with the magnetic layer, read and write heads. This picture is reproduces from [20] under the
terms of GNU Free Documentation License.

Designing an efficient recording device is challenging. By using higher coercivity materials
in the magnetic layer we can stabilize smaller bits and increase the areal density. To enable
writing in higher coercivity media, we need higher magnetization in the write head and to
allow detecting field lines from smaller bits we need lower read head to disk spacing and more
sensitive read heads. It is important to develop processing methods to produce alloys that are
more efficient to be used in magnetic recording devices.

We learn from material science and engineering is that the macroscopic properties of ma-
terials depend on their microstructures which in turn depend on the method the materials was
produced [46]. The magnetic anisotropy produces a barrier to magnetize and demagnetize the
material. For soft magnetic materials, a small magnetic anisotropy is favourable to minimize
the hysteresis losses and maximize the permeability. Structure-dependent magnetic properties
are determined by defects concentration, atomic order, impurities, grain size, thermal history,
etc. In materials consisting of multi-domains, the domain wall energy spatially varies as a re-
sult of local variations in chemical variation, defects, etc. This is the key concept that makes

2The magnetoresistance is the change in the resistance of a material when a magnetic field is applied.
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the control of soft magnetic properties possible by controlling the microstructures.
The relation between the the magnetic hardness (coercivity Hc) and the grain size D has

been examined through several experiments [46]. It has been observed that Hc is inversely pro-
portional to the grain size for the materials with grain sizes above D ∼ 150nm. Here the grain
boundary acts as an obstruction to domain wall motion and thus materials with smaller grain
size are magnetically harder. Progress in understanding the magnetic properties has led to the
discovery of nanocrystalline Fe-based alloys that exhibit prominent soft magnetic properties
[27], [28]. Experimental work on nanocrystalline materials implied that for very small grain
sizes D < 50nm, Hc steeply decreases with decreasing grain size following D6 law in three
dimensions. This is explained using the fact that for such grain sizes the domain wall’s thick-
ness increases the grain size and several magnetic grains lie within one magnetic domain which
causes averaging over the anisotropies of the grains with different orientations. This is the main
idea of the Random Anisotropy Model [28] and suggests that nanocrystalline and amorphous
alloys are potentially ideal as soft magnetic materials. By processing the nanocrystalline grains
to be exchange-coupled, we can produce ideal soft magnetic materials [29].

In this dissertation we constructed a novel free energy functional (Magnetic PFC Model) to
incorporate the elastic and magnetic properties of ferromagnetic crystalline phases. The free
energy is an extension of the traditional Phase Field Crystal (PFC) free energy with additional
terms to include the ferromagnetic phase transition and anisotropy effects in ferromagnetic
solids.

The advantage of a free energy based on the PFC model to study the microstructure evo-
lution in ferromagnetic solids is its atomistic spatial resolution. The PFC free energy, is min-
imized by periodic structures (in 2D by liquid, stripe and hexagonal phases), and naturally
incorporates the elastic properties of a material [16]. Furthermore the amplitude expansion
method allows us to derive the Magnetic PFC free energy in terms of the strain tensor elements.
This gives us a clear interpretation of the free energy terms that incorporate the magneto-elastic
effects.

Using other field theoretical models such as the Phase Field method to study dependence
of the magnetic properties on the microstructure is tedious due to the fact that the phase field
free energy functional does not resolve the atomistic structure of the solid and therefore one
needs to include the effects that emerge from the periodic atomistic structure by adding several
terms to cover all of the effects [38].

Chapters 2 to 6 are the review chapters and provide the basis necessary to understand the
original work done in this study, i.e., the Magnetic PFC model (Chapter 7). The main results
of the calculations are presented in Chapters 8, 9. A detailed description on how to derive the
model and the phase diagram, as well as an explanation of the numerical methods are given in
the Appendices A to C.

It should be mentioned that the Magnetic PFC model is a novel model, with terms that
couple the elastic effects to the magnetic effects. Coupling terms that give rise to elastic effects
and the terms that give rise to the magnetic effects is the key here, to have a correct description
of the inter-relation between the magnetic and the elastic effects. A notable time in this research
has been devoted to figure out the correct form of the Magnetic PFC free energy and to include
appropriate terms to model ferromagnetic solids, correctly.

This thesis is organized as follows. In Chapter 2, I provided an overview of magnetic mate-
rials, definitions of the basic magnetic quantities, the origin of ferromagnetism and the domain
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theory. This section contains different energy terms that are associated with the formation of
the domains and anisotropy effects in magnetic solids.

In Chapter 3, the traditional approach to study the solidification process, namely the Stefan
problem is explained. The procedure to calculate the phase diagram of a binary mixture, using
the common tangent construction is covered. This method is used in Chapter 7 to calculate the
equilibrium states of the Magnetic PFC method. Then the kinetics of the phase transition and
the two different mechanisms of phase transition (spinodal decomposition and nucleation) are
explaind. This provides the background to understand the origins of the differently oriented
grains and to discuss the experimental works done to discover the dependence f the magnetic
hardness on the grain size.

Then I consider the basic concepts to understand the Phase Field Crystal method. Starting
with the necessary background, the Langadu-Ginzburg theory of phase transition the concept
of coarse-graining is explained in Chapter 4. Then in Chapter 5, I explain the dissipative dy-
namics to study non-equilibrium interface phenomena and coarsening processes. Eventually in
Chapter 6, I discuss the PFC formalism, the derivation of its free energy functional, calculation
of its phase diagram and the amplitude expansion method.

In Chapter 7, the Magnetic PFC free energy is presented. The connection between the
phenomenological parameters of the free energy and the measurable physical quantities is ex-
plained and derivation of the free energy of the magnetic field inside the ferromagnetic material
is provided. The dynamical equations of motion, used to do simulations are also considered in
this chapter.

Chapter 8 is devoted to understand the properties of the model using analytical calculations.
These calculations consist of calculation of the free energy in terms of the amplitudes, η j, of
the density field in the Fourier space. Then we incorporated elastic deformations by assuming
that the amplitudes vary over long length scales and evaluated the free energy in terms of the
strain tensor elements. Writing the free energy in this form is instructive since it indicates the
physical essence of the different terms of the free energy more clearly. Using this form of the
free energy we calculate the equilibrium states of the model by minimizing the free energy
and evaluating the phase diagram. The anisotropic effect in magneto-elastic coupling, i.e., the
magnetostriction effect is examined by considering the deformation of a ferromagnetic sample
under the influence of an external magnetic field. In the last section of Chapter 8, I discussed
the analytical procedure we used to calculate the hysteresis loop of a singe crystal and the
coercivity.

In Chapter 9, the results of the dissipative dynamics simulations and the numerical cal-
culation of the coercivity, using the Magnetic PFC free energy is presented. We used finite
difference simulations to confirm the phase diagram that was calculated in Chapter 7 and to
confirm the coercivity that we calculated analytically. Simulations were also used to examine
the experimental results by Herzer, i.e. the coercivity-grain size relation. Finally we checked
the dependence of the coercivity on the grain boundary angle.

In Chapter 10, I concluded the the results and presented a brief discussion of the limitations
and applications of our formalism and the possible future projects.



Chapter 2

Magnetic Materials

If an external magnetic field H is applied to a material, the magnetic field inside the material
is different from H. This is due to the interaction of the atomic currents with the external
magnetic field. In the classical picture atomic currents result from electron motion around the
atomic nucleus [33]. The magnetic field inside the material is called themagnetic induction, B.
The relationship between B (measured in Teslas in SI units and Gauss units in the cgs system)
and H (measured in Amperes per Meter in SI system and Oersted in cgs) is a property of the
material.

Figure 2.1: Magnetic dipole momentmi resulting from atomic current, I.

Each atomic current is a tiny closed circuit and therefore, a magnetic dipole mi could be
assigned to each atom i, as schematically shown in Fig. 2.1. The magnetic properties of matter
are characterized by the macroscopic quantity, called magnetization, as

M = lim
∆v→0

1
∆v

∑

i

mi (2.1)

where∆v is the volume element, in which the magnetic dipole moments are vectorially summed
up. It depends on both the individual magnetic moments of the atoms and how they interact
with each other and is measured in Amperes per Meter in SI and emu/cm3 in cgs. It should

5
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be mentioned that for the purposes of this work we do not specifically use any microscopic
description of the magnetic moments. We only use the macroscopic magnetization defined in
Eq. 2.1.

The equation relating the applied magnetic field H and the magnetic induction, B is (in SI
unites)

B = µ0(H +M) (2.2)

where µ0 is the permeability of free space and is a measure of the amount of resistance encoun-
tered when forming a magnetic field in vacuum. It has an exact (defined) value of µ0 = 4π×10−7

Newtons per Ampere squared in the SI systems.
Depending on the configuration of the electrons in the outermost shell of the atomic or-

bitals, the reaction of the material to the external magnetic field, can change. If the valence
shell of the atom is filled, then the atom does not have any net magnetization since the mag-
netic fields from two paired electrons cancel each other and the net magnetization of the atom
sums up to zero and diamagnetic effect is observed in such materials. If an electron in the va-
lence shell does not pair up with another electron, then each atom will have a net magnetization
and this changes the magnetic properties of the material and how it reacts to an external mag-
netic field. In such materials, either paramagnetism or ferromagnetism is observed depending
on the strength of the interaction among neighbouring magnetic moments.

2.1 Susceptibility, Permeability and Hysteresis
Knowing M is not enough to understand the magnetic properties of the material [60]. It is
essential to have a relationship between B and H or, equivalently between M and one of the
magnetic field vectors. This relationship depends on the nature of the magnetic material and
is usually obtained from experiments. The ratio of the magnetization to the applied magnetic
field is called the susceptibility, and it is not necessarily a scalar quantity. This means that the
the magnetization produced in the material by applying the magnetic field, H, might not be in
the direction of H. In general the susceptibility, χi j, is defined as a second rank tensor

Mi =
∑

j

χi jH j (2.3)

It shows how responsive a material is to an applied magnetic field. The ratio of the magnetic
induction to the applied magnetic field is called permeability. To describe permeability in
anisotropic media, a permeability tensor, µi j, is needed, which is defined as

Bi =
∑

j

µi jH j, (2.4)

It indicates how permeable (penetrable) the material is to the magnetic field. A material which
has higher amount of magnetic flux in it, has a higher permeability.

The graphs of M or B versus H are characteristic of the type of material. For diamagnetic
and paramagnetic materials, theM-H curves are linear. For diamagnets, the slope of this curve
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Figure 2.2: Magnetization curve for typical paramagnetic and diamagnetic materials.

is negative and permeability is slightly less than one. For paramagnetic material the slope is
positive and permeability is slightly greater than unity, as illustrated in Fig. 2.2.

Figure 2.3 shows the magnetization curve for ferromagnets. First of all, in ferromagnets
permeability and susceptibility are much larger than dia- and paramagnets. A much larger
magnetization is obtained by applying a much smaller external field. This is apparent from the
rough values [60] denoted on the M and H axes in Figs. 2.2 and 2.3. Second, above a certain
applied field, the magnetization converges to a constant value, the saturation magnetization.
Finally, decreasing the field to zero does not reduce the magnetization to zero. It takes a
magnetic field in the opposite direction to remove the magnetization. This phenomenon is
called hysteresis.

In fact, ferromagnets continue to show interesting behaviour when the field H is reduced to
zero and then reversed in direction. The graph of B orM versus H which shows the behaviour
of ferromagnets in such a process is called a hysteresis loop. Considering the process shown in
figure 2.4, the material starts in an unmagnetized state, at the origin. The magnetic induction
follows the curve from 0 to Bs, as the field is increased in the positive direction. B continues to
increase even after the magnetization saturates, because B = µ0(H +M). When H is reduced
to zero after saturation, the induction decreases from Bs to Br.

The magnetization left behind after an external magnetic field is removed, is called rema-
nence. The reversed field required to reduce the induction to zero is called coercivity, Hc.
When the reversed H is increased further, saturation is achieved in the reverse direction. Both
tips represent magnetic saturation and there is inversion symmetry about the origin.

The coercivity is an important parameter which determines the magnetic properties of the
material and its applications. If the coercivity is small, then it takes a small magnetic field
to magnetize and demagnetize the magnetic material. This results in less energy loss when
the direction of an AC magnetic field is inverted in an electronic devices such as transformers
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Figure 2.3: Magnetization curve for typical ferromagnetic materials.

and inductors that need to operate at high AC frequencies. On the other hand if the coercivity
is high, then a large magnetic field is required to demagnetize the magnetic material. Such
materials are ideal as permanent magnets.

2.2 Diamagnetism

Diamagnetism is the result of Lenz’s law in atomic scale1. When a magnetic field is applied,
the atomic currents are modified in such a way that they tend to weaken the effect of this field,
so the induced magnetic moments are directed opposite to the applied field. That is the reason
why the slope of the curve for diamagnets in Fig. 2.2 is negative.

Diamagnetic effect occurs in all atoms even those in which all electron shells are filled and
so have a zero net magnetic moment. In fact, it is such a weak phenomenon that only those
atoms that have no net magnetic moment are classified as diamagnetic. In other materials,
the net magnetic moment introduces much stronger interactions and the diamagnetic effect is
negligible comparing to those interactions.

If a container of a diamagnetic material, such as bismuth, is suspended in a non-uniform
magnetic field, it will swing away from the high field region, to decrease the induced magneti-
zation energy inside it.

1Lenz’s law states that the induced current is in such a direction as to oppose the change of flux through the
circuit [33].



2.3. P 9

Figure 2.4: Hysteresis loop for a ferromagnetic material

2.3 Paramagnetism

Paramagnetic effect can be observed in materials that have a net magnetic moment. First, the
orbital motion of each electron in an atom or molecule can be described in terms of a magnetic
moment. Second, it is known that the electron has an intrinsic property called spin, and an
intrinsic magnetic moment associated with this spinning charge. Each molecule then, has a
magnetic moment which is the vector sum of orbital and spin moments from various electrons
in the molecule.

Langevin theory of paramagnetism explains the paramagnetic effect and the temperature
dependence of susceptibility [60]. In paramagnetic materials, magnetic moments are only
weakly coupled to each other and so thermal energy causes random alignment of the magnetic
moments. When an external magnetic field is applied, the moments start to align with the
field. Suppose that a magnetic moment has an angle θ with the applied field H. In equilibrium
at temperature T , the probability that the magnetic moment has an energy E, is given by the
Boltzmann distribution:

e−E/kBT = em·H/kBT = emH cos θ/kBT (2.5)

Here, kB is the Boltzmann’s constant and m and H are the magnitudes of the respective fields.
The number of moments having an angle between θ and θ+dθwith respect toH is proportional
to the fractional surface area of a surrounding sphere, dA = 2πr2 sin θdθ, depicted in Fig. 2.5.

The probability of a moment to make an angle between θ and θ + dθ would be:
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Figure 2.5: Fractional area, dA, confined by the angle dθ

p(θ) =
emH cos θ/kBT sin θdθ

∫ π

0 emH cos θ/kBT sin θdθ
(2.6)

where the factors of 2πr2 cancel out. Each moment contributes an amount m cos θ to the total
magnetization parallel to the magnetic fieldM

M = Nm < cos θ >= Nm
∫ π

0
cos θp(θ)dθ

= Nm

∫ π

0 emH cos θ/kBT cos θ sin θdθ
∫ π

0 emH cos θ/kBT sin θdθ

(2.7)

Evaluating the integrals gives:

M = Nm
[

coth
(mµ0H
kBT

)

−
kBT
mµ0H

]

= NmL(α) (2.8)

where α = mH/kBT and L(α) = coth(α) − 1/α is called the Langevin function. L(α) is plotted
in Fig. 2.6. As α increases, L(α) approaches its maximum, andM approaches Nm. Increasing
α corresponds to increasing H or decreasing the temperature which results in alignment of the
spins with the applied magnetic field.

To find the susceptibility, we first Taylor expand the Langevin function around zero [60]:

L(α) =
α

3
−
α3

45
+ ... (2.9)

Then assuming α is small (which is the case at all practical fields and temperatures), and
looking only at the first term,
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Figure 2.6: Langevin function, L(α), used to describe the dependence of the susceptibility on
temperature in paramagnetic materials

M = Nmα
3
=
Nµ0m2

3kB
H
T

(2.10)

This gives the susceptibility:

χ =
M
H =

Nµ0m2

3kBT
=
C
T

(2.11)

where C = Nm2/3kB. This is Curie’s law, which states that the susceptibility of a paramagnet
is inversely proportional to the temperature.

2.4 Ferromagnetism
There are some paramagnetic materials that do not follow Curie’s law, but instead follow the
Curie-Weiss law:

χ =
C

T − θ
(2.12)

where θ is a constant, with the dimensions of temperature. Paramagnetic materials which
follow the Curie-Weiss law undergo a spontaneous ordering and become ferromagnetic below
some critical temperature, TC , which for all practical purposes is equal to θ. When T = θ the
susceptibility diverges and a phase transition to the spontaneously ordered phase occurs.

Weiss explained [14] the spontaneous magnetization in ferromagnetic materials by pos-
tulating that unlike paramagnets, there is an internal interaction between the moments, the
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molecular field, which does not vanish in the absence of an external magnetic field and results
in the alignment of the magnetic moments in the absence of an applied field.

Weiss was able to explain the Curie-Weiss law i.e., Eq. 2.12, by assuming that the intensity
of the molecular field is directly proportional to the magnetization

Hw = γM (2.13)

where γ is called the molecular field constant. Therefore, the total field would be:

Htot = H +Hw (2.14)

Replacing Htot in the Curie susceptibility, Eq. 2.11, results in,

M
H + γM =

C
T

(2.15)

which gives,

χ =
M
H =

C
T − Cγ

=
C

T − θ
(2.16)

which is the Curie-Weiss Law. θ = Cγ is a measure of the strength of the interaction and is a
property of the material.

2.4.1 Spontaneous magnetization
Using Weiss’ theory, we could see how spontaneous magnetization occurs. As discussed in
section 2.3, the Langevin theory of paramagnetism tells us that the magnetization is given by
Eq. 2.8.

Let us consider a sample in which each atom has a net magnetic moment. Based on the
Langevin theory of paramagnetism, the magnetization of the material increases with increas-
ing the applied magnetic field at constant temperature. The solid line in Fig. 2.7, is a plot of
magnetization as a function of α. Next, we assume that the only field acting on the material is
the Weiss molecular field Hw. Inserting H = Hw in the relation for α gives:

α =
mHw

kBT
=
mγM
kBT

(2.17)

which gives [60]:

M =
(kBT
mγ

)

α (2.18)

Thus, the magnetization is a linear function of α, with the slope proportional to temperature.
The dotted and dashed lines in Fig. 2.7 are plots of this equation for T = TC and T < TC ,
respectively.

The magnetization that the molecular field will produce in the material is given by the
intersection of the two curves. This occurs at the origin (which represents an unstable state)
and at the pointMspont, where the material is spontaneously magnetized. When the temperature
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Figure 2.7: Spontaneous magnetization in ferromagnetic materials.

increases, the slope of the line also increases and it intersects with the Langevin function at a
smaller spontaneous magnetization.

At T = TC , the only solution is at the origin, meaning that there is no spontaneous magne-
tization. As the temperature is decreased, the spontaneous magnetization increases smoothly,
which is in agreement with the fact that paramagnetic to ferromagnetic transition is a continu-
ous phase transition, as will be discussed in Chapter 4.

The essential aspects of ferromagnetism are illustrated by the implications of the following
experimental facts [36]:

It is possible to change the overall magnetization of a suitably prepared ferromagnetic
specimen from an initial value of zero (in the absence of an applied magnetic field) to a satu-
ration value of the order of 1000 gauss, by the application of a field whose strength may be of
the order of 0.01 oersteds.

The statement above contains two significant observations:

(a) It is possible in some cases to attain saturation magnetization by the application of a very
weak magnetic field.

(b) It is possible for the magnetization of the same specimen to be zero in zero (or nearly
zero) applied field.

In paramagnets the application of a field of 0.01 oersteds has an entirely negligible effect on
the magnetization of a system. For example at room temperature a field of 0.01 oersted will
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increase the magnetization of a paramagnetic salt such as ferrous sulfate, by about 10−6 gauss,
as compared with 103 gauss in the ferromagnetic specimen. The small effect in the case of
the paramagnetic salt is known to be caused by thermal fluctuations of magnetic moments.
In the paramagnetic salt effectively only one magnetic field in 109 is oriented by the field of
0.01 oersted, so the distribution of the magnetic moment directions remains random. This
high degree of randomness is a result of thermal fluctuations in a system where the magnetic
moments are independent, without important mutual interaction.

Weiss pointed out that the randomness caused by thermal agitation could be largely cir-
cumvented if one postulated in ferromagnetic materials the existence of a powerful internal
molecular field, which is a mutual interaction between electrons which would tend to line up
the magnetic moments parallel to one another.

The required magnitude for the Weiss molecular field may be estimated. At the Curie
temperature, Tc, the thermal energy kBTc of an electron spin is of the same order of magnitude
as the interaction energy µHw of the magnetic moment µ of an electron acted on by the effective
molecular field Hw:

kBTc ≈ µHw (2.19)

so that

Hw ≈
kBTc
µ
≈

10−16103

10−20 ≈ 107oersteds (2.20)

This is a very powerful effective field. It is about twenty times more intense than any actual
magnetic field produced in a laboratory. At temperatures below Tc, the effect of the molecular
field outweighs the thermal fluctuation energy and the specimen is accordingly ferromagnetic.

It is known that the origin of the molecular field lies in the quantum mechanical exchange
force [36] and the ordinary magnetic moment interaction between electrons is much too weak
to account for the molecular field. The magnetic field at a lattice point, arising from the mag-
netic moment of a neighbouring electron is of the order of:

H ≈
µ

r3 ≈
10−20

(2 × 10−8)3 ≈ 103oersteds (2.21)

which is smaller than the effective molecular field Hw by a factor of the order of 10−4.

2.5 Domain Theory
In the previous section we saw how the existence of the powerful Weiss molecular field enables
saturation magnetization to be obtained. How do then we explain statement (b) above, that
it is possible for the magnetization to be zero in zero applied field? It seems at first sight
contradictory, in view of the 107 oersted molecular field, to suppose that a 10−2 oersted applied
field can alter the magnetic moment of the specimen by an appreciable amount [36].

Weiss assumed [14] that the actual specimens are composed of a number of small regions
called domains, within each of which the local magnetization is saturated; the directions of
magnetization of different domains need not necessarily be parallel, however. The increase
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in the value of the resultant magnetic moment of the specimen under the action of an applied
field may be imagined to take place by an increase in the volume of the domains which are
favourably oriented with respect to the field at the expense of unfavourably oriented domains;
or by rotation of the direction of magnetization towards the direction of the field, Fig. 2.8.

Figure 2.8: Schematic domain arrangement in a ferromagnetic material and magnetization of
the sample by domain growth and domain rotation.

In weak fields the magnetization changes usually proceed by means of domain boundary
displacements so that the domains change in size. In strong fields the magnetization changes
by means of rotation of the direction of magnetization.

2.6 The origin of Domains
There are a number of different contributions to the total magnetic energy of the ferromag-
netic material. The formation of domains allows the minimization of the total free energy
which consists of: exchange energy, magneto-static energy, magnetocrystalline (anisotropy)
and magnetostriction (magnetoelestic) energies.

2.6.1 Exchange Energy
Heisenberg showed that the Weiss molecular field could be explained using a quantum me-
chanical treatment of the many-body problem [60].

Looking at the quantum mechanical calculation for the energy of the helium atom, which
has two electrons and provides a simple example of the many-body Hamiltonian shows that
there is a term of electrostatic origin in the energy of interaction between neighbouring atoms
that tends to orient the electron spins parallel to each other. This term is called the exchange
integral and does not have a classical analog [60].

The exchange interaction is a result of the Pauli exclusion principle, which states that no
two identical fermions (particles with half-integer spins) may occupy the same quantum state
simultaneously [58]. For example, no two electrons in a single atom can have the same four
quantum numbers. If n, l,ml are the same, thenms must be different such that the electrons have
opposite spins. So two antiparallel spins are allowed to share the same quantum mechanical
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state. But this results in a spatial overlap of the two electrons which increases the electrostatic
Coulomb repulsion. On the other hand, if they have parallel spins, they must occupy different
states and will minimize any unfavourable repulsion interaction.

If two atoms i and j have spins of Si and S j, then the exchange energy between them is
given by [36]

Eex = −JexSi · S j = − jexS iS j cosφ (2.22)

where Jex is a particular integral, called the exchange integral, which occurs in calculation of
the exchange effect and φ is the angle between the spins. If Jex is positive, Eex is a minimum
when the spins are parallel and a maximum when they are anti-parallel, which is the case for
ferromagnetic materials.

Figure 2.9: Reduction of magnetostatic energy by domain formation. In (a) the external de-
magnetizing field is big. In (b) the block is divided into domains to decrease the demagnetizing
field and therefore the magnetostatic energy. In (c) the triangular domains at the top and bottom
of the sample allow the magnetostatic energy to be completely zero, as they are paths by which
the flux can close on itself.

2.6.2 Magnetostatic Energy
Magnetostatic energy is a self-energy [36]. A magnetized rod of a ferromagnetic material has
a macroscopic magnetization and therefore has a magnetic field around it, called the demag-
netizing field, which as figure 2.9 shows, acts in the opposite direction from the sample’s mag-
netization and tends to decrease it. The magnetostatic energy is caused by the demagnetizing
field. It could be reduced by breaking a single domain in Fig.2.9-b to two domains to decrease
the demagnetizing field although this increases the exchange energy. The triangular domains
at the top and bottom of the crystal in Fig. 2.9-c are called domains of closure. This domain
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configuration does not have any magnetic poles at the surface of the sample, and accordingly
the demagnetizing field is zero in this configuration.

2.6.3 Magnetocrystalline Energy
The anisotropy energy or the magnetocrystalline energy is minimized when the magnetization
aligns in certain definite crystallographic axes, which are called directions of easy magneti-
zation. Measurements show that in iron, for example, the saturation magnetization can be
achieved with quite low fields, of order of a few tens of oersteds in the direction of easy mag-
netization <100>2, while it takes high fields, of the order of several hundred oersteds to saturate
iron in <111> direction which is accordingly called the hard direction of magnetization.

Figure 2.10: Domain configuration that minimizes the magnetocrystalline energy in a uniaxial
crystal.

To minimize the magnetocrystalline energy, the domains will form so that their magneti-
zation is along the easy direction. For a uniaxial crystal (like hexagonal crystals of cobalt)
the domain structure is particularly simple, as seen in Fig. 2.10. The domains of closure form
when the material has easy axes that are perpendicular to each other. In such materials, this
configuration is favourable because it eliminates the magnetostatic energy, without increasing
the magnetocrystalline anisotropy energy [60].

2The orientation of a plane is given by a vector normal to the plane. There are reciprocal lattice vectors normal
to any family of lattice planes. It is customary in solid states physics to use the shortest such reciprocal lattice
vector to describe a plane. These are called the Miller indices of the plane [4]. Lattice planes are denoted by
their Miller indices in parentheses. Suppose that a single crystal is cut, in such a way that it has faces with the
following Miller indices: (100), (010), (001), (1̄00), (01̄0) and (001̄). Then to specify a direction, the indices of a
particular direction are denoted by square brackets [100], [010], [001], [1̄00], [01̄0] and [001̄]. These are directions
of a form, and the whole set is designated by the indices of anyone, enclosed in angular brackets <100>.
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The origin of the magnetocrystalline anisotropy is the spin-orbit coupling [58]. Because of
this coupling, the orbit of the electrons needs to be reoriented when the spin aligns along an
applied magnetic field. However, the orbit is strongly coupled to the lattice. This explains the
resistance against the rotation of spin, due to the magnetocrystalline anisotropy.

2.6.4 Magnetostriction Energy
The change in the dimensions of a ferromagnetic material in the presence of an external mag-
netic field is called magnetostriction effect [14]. The fractional change in length∆l/l is simply a
strain, which is different from the strain caused by an applied stress. The magnetically induced
strain, which can be negative or positive, is given by:

λ =
∆l
l

(2.23)

Magnetoscriction is described using a quantity called the magnetistrictive coefficient, L,
and is defined as the fractional change in length of the sample as the magnetization of the
material increases from zero to the saturation value. It is a very small quantity, of order of
L ∼ 10−5 for magnetic materials such as Iron, Nickel and Cobalt [9].

In iron, the magnetostriction causes the domains of closure in Fig. 2.9-c to try to elongate
horizontally, and the long vertical domains try to elongate vertically. Since both elongations
can not happen at the same time, a change in the length of the substance happens [60]. An
elastic strain energy term is added to the total free energy, to explain this effect. This elastic
energy is proportional to the volume of the domains of closure and can be lowered by reducing
the size of closure domains, which results in smaller domains. This increases the exchange
energy. The total free energy is minimized by a compromised domain arrangement such as that
shown in Fig.2.11

Magnetostriction effect is also due to spin-orbit coupling. The mechanism of magnetostric-
tion is schematically shown in figure 2.12. The picture shows a section through a row of atoms
in a crystal. Below the Curie temperature, they orient about the easy axis (horizontal axis in
this picture) due to the spin-orbit coupling [14].The change in length of the specimen occurs
when the specimen is exposed to strong fields. Then the spins and electron orbitals would ro-
tate to be parallel to the direction of the field and the domain of which theses atoms are a part
would experience a strain ∆l/l.

2.7 Coercive Force
When a magnetic field is applied to a specimen at an angle which is different from the easy axis,
the domain with the magnetization direction that is the closest to the field direction starts to
grow by domain wall motion. At first, this motion is reversible, which means that if the field is
removed, the demagnetized state of the specimen is regained. If we continue applying external
magnetic field, the domain walls continue moving and they might encounter imperfections
such as defects. These defects possess a magnetostatic energy, because of the poles on their
surface.
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Figure 2.11: A domain arrangement that reduces the total energy which is the sum of of
exchange, magnetostatic, magnetocrystalline and domain wall energy.

When a magnetic domain boundary crosses the imperfection, the poles will be removed
by formation of closure domains and therefore the magnetostatic energy could be eliminated.
A local energy minimum occurs in the intersection of the magnetic domain boundary and the
crystal imperfection. This is a local minimum, and energy is needed to move the domain
boundary and pass it over the imperfection. This energy is provided by the applied magnetic
field. Eventually the applied field will remove all domain walls and produce a single domain.

When the magnetic field is removed, the dipoles rotate back to their easy axis. Now the
domain walls should move back to their initial state. However, the demagnetizing field is
much weaker than the applied external magnetic field and is not strong enough to overcome
the energy barriers and pass the magnetic domains across the imperfections. Therefore, the
sample remains partially magnetized when the external magnetic field becomes zero. The
coercive force is the field required to move the domain boundary, to completely demagnetize
the sample, shown by Hc in Fig. 2.4.
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Figure 2.12: Magnetostriction effect.



Chapter 3

Solidification and the Origin of Grain
Structure

In this chapter, the classical approach to the solidification of a pure liquid (the Stefan prob-
lem), the equilibrium phase behaviour of binary mixture and different kinetics observed in the
phase transition process (nucleation and spinodal decomposition) are considered. The discus-
sion about the solidification is provided, as a background to understand the physics behind
the crystallization from an undercooled melt in the PFC simulations (Chapter 6). Discussions
regarding the equilibrium phase diagram of the binary mixture provide the basis to understand
the common tangent construction used in Chapter 8 to calculate the phase diagram of the Mag-
netic PFC model. Finally, the differently oriented grains resulting from nucleation at different
sites of the system are considered and the experiments on the dependence of magnetic hardness
on grain size are explained in Section 3.3. The results of the simulations, using the Magnetic
PFC model to reproduce these experimental data are reported in Chapter 9.

The process of crystal growth from a liquid phase is referred to as solidification [43]. In
general, complex patterns can be produced in a solidification process, which are controlled by
the external conditions at which a crystal is growing. A natural example of crystal growth is the
formation of snowflakes, which have dendritic (tree like) microstructure. These structures are
controlled by the temperature and humidity and the concentrations of various air pollutants. A
typical dendritic microstructure, developed by immersing a crystalline seed in its undercooled
melt, is shown in Fig. 3.1.

Dendritic structure also occurs in solidification of alloys. The patterns are very sensitive
to growth conditions and material parameters. In these microstructures, defects and chemi-
cal inhomogeneities, which have been formed during the solidification process, determine the
mechanical, thermal, electric and magnetic properties of solids. For example yield strength of
a polycrystal varies as the inverse square of the average grain size [19]. Accordingly, under-
standing the solidification process is very important since it forms the basis for controlling the
microstructure and therefore the macroscopic properties and behaviour of alloys.

21
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Figure 3.1: Primary dendrite of succinonitrile (a transparent crystal with cubic symmetry)
growing in its undercooled melt. Note the smooth paraboloidal tip, the secondary sidebranch-
ing oscillations emerging behind the tip and the beginning of tertiary structure on the well-
developed secondaries [44] .

3.1 Solidification of a pure liquid
The simplest solidification process is the solidification of a pure substance from its melt, for
example, the freezing of ice from water. For a pure substance, solidification is completely
governed by heat flow. The rate of solidification at any point is controlled by how fast the latent
heat released, can be transferred into the bulk or removed at the boundaries [43]. Solidification
of a material with a melting point above the ambient temperature will take place once some of
the solid has formed.

Considering the solidification in a container or mould, the heat effectively is being trans-
ferred to the ambient environment via the mould. The heat flux from the hot melt to the sur-
rounding material allows the liquid to cool and to transform to solid and the solid to cool to
reach the temperature of the surrounding medium.

In the case of a pure material, the basic element in the mathematical problem of predicting
the motion of the solidification interface is a diffusion field, i.e., the temperature T which
satisfies the diffusion equation

∂T
∂t
= DT∇2T (3.1)

where DT is the thermal diffusion constant. We need to write Eq. 3.1 for the liquid and solid
phases, with different values of diffusion constants (DT and D′T ). We also need the condition
of heat conservation at each point on the moving interface:

Lvn =
[

D′Tc′p (∇T )solid − DTcp (∇T )liquid
]

· n̂ (3.2)
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where L is the latent heat per unit volume of the solid, cp and c′p are the specific heats per unit
volume of the liquid and solid, respectively; vn is the normal velocity of the interface and n̂ is
the normal vector of the interface. Thus, the left-hand side is the rate at which heat is generated
at the boundary and the right-hand side is the rate at which this heat flows into the bulk phases
on either side.

To describe the motion of the solidification front, this model also needs a thermodynamic
boundary condition at the interface. The simplest choice would be that the temperature along
the surface of the interface must be equal to the bulk melting temperature. With this condition
we reach to a relatively tractable mathematical problem, the Stefan problem [43]. However this
simple condition omits the effect of surface tension which is a crucial force in pattern formation
problems.

In fact, for any solid/liquid bulk of volume V which is enclosed by an interface of area A,
there is an excess interface energy which is required for its creation. So in inhomogeneous
systems, part of the system which has a higher A/V ratio, has a higher energy and therefore
less stable relative to a part which has a lower A/V ratio. The relative stability can be related
to the equilibrium temperature of the two phases (melting point).

The correct form of the thermodynamic boundary condition is:

Tinter f ace = TM
[

1 − (γK/L)
]

− β(vn) (3.3)

where γ is the liquid-solid surface tension, K is the curvature of the interface, defined to be
positive for a convex solid and TM is the melting temperature of the bulk. The term β(vn)
is a function of the normal interface velocity to correct for kinetic effects. A linear function
β = β0vn would be accurate for a rough interface. Equation (3.3) is called the Gibbs-Thomson
relation [43], which describes the change in melting point (Tinter f ace − TM) due to the curvature
effect. Equations (3.1), (3.2) and (3.3) completely specify the model of solidification of a pure
substance.

A useful analysis to study the stability of a particular pattern in the process of solidification
is the Mullins-Sekerka Instability [43]. The basic idea in this method is to introduce a pertur-
bation in the original interface shape and to determine whether this perturbation will grow or
decay [49].

Using the linear stability analysis [43], it is observed that simple shapes such as planes,
spheres, cylinders, etc., are unstable under certain commonly encountered conditions and more
complicated patterns are formed. This instability occurs because on the one hand, diffusion
kinetics favours as large a surface area as possible so that latent heat can be dissipated more
rapidly; on the other hand the surface tension increases when the ratio A/V increases. It is the
interplay between these two effects which produces the complex growth patterns observed in
nature.

3.2 Kinetics
The Ginzburg-Landau theory of phase transition discussed in Chapter 4 gives us information
about which equilibrium phase has the lowest free energy. This description, however, is not
enough to explain different structures observed in material physics. To have a better under-
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standing of the process, we need to look at the kinetics of the process by which the phase
transition happens.

A change in temperature of a liquid that is so rapid that the state of the system immediately
after the change is still liquid, is called a quench. After the system is quenched, the under-
cooling, i.e., the difference between the temperature of the undercooled liquid and the melting
temperature will drive the system to solid phase, to minimize the free energy.

3.2.1 Phase diagram
In this section a brief description on the phase diagram of a binary liquid mixture is provided.
The discussions of this section are based on [34] and help us to understand the phase behaviour
of a system with two phases that are different in concentration or density, in the temperature-
concentration plane. This produces the basic framework of phase diagram calculation of the
Magnetic PFC model in Section 8.2.

In order to understand the kinetics of phase transitions, we look at a simple example: The
situation in which two liquids of types A and B in a closed container are miscible in all pro-
portions at high temperature, but separate into two distinct phases (A-rich zones and B-rich
zones) when the temperature is lowered. To calculate the equilibrium states of the system as a
function of the temperature and composition, i.e., the phase diagram, the free energy of mixing
is estimated using the mean field theory. The mean field assumption here is that a given site of
the system has zφA (A) neighbours and zφB (B) neighbours whether the site is occupied by A or
B molecules.

The order parameter is taken to be the volume fraction of A molecules, ηA, which is defined
to be the volume of A molecules divided by the total volume of the system. If the system is
incompressible, ηB = 1 − ηA. If we know the volume fraction of A, then the volume fraction
of B can be calculated; therefore, from here on we assume all volume fractions refer to A. The
details of the calculation can be found in [34]. Here, we only consider the main results of the
calculation which enables us to understand the phase diagram.

The free energy of mixing Fmix is

Fmix = FA+B − (FA + FB) (3.4)

where FA+B is the free energy of the system if A and B are mixed in a single container, FA is the
free energy of the system containing A molecules only and FB is the free energy of the system
containing B molecules only.

It is shown in [34] that the free energy of mixing is equal to

Fmix
kBT

= η ln η + (1 − η) ln(1 − η) + χη(1 − η) (3.5)

where χ is the energy change in units of kBT when a molecule A is taken from an environment
of pure A and put into an environment of pure B. It expresses the strength of the energetic
interaction between the A and B components. It is temperature dependent and varies as 1/T
with the temperature. The first two terms in Eq. 3.5 are the entropic contributions to the free
energy.
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Figure 3.2: Plots of the free energy of mixing, Eq. 3.5 for different values of χ. The system
has one minimum for the interaction parameters χ < 2, at a volume fraction of η = 0.5. This
means that the mixture is miscible, regardless of the initial proportions of A and B. For χ ≥ 2
the free energy has two minima and a maximum at η = 0.5.

If we plot the free energy curve as a function of the volume fraction η, for different values
of χ (Fig. 3.2), we see that for χ < 2 the curve has a global minimum at ηA = ηB = 0.5. For
χ ≥ 2 the curve has two minima, and a maximum at ηA = ηB = 0.5.

To understand whether a phase-separated phase is stable or the mixture, we need to calcu-
late the free energy of the phase-separated system, Fsep, and compare it with that of the mixed
system, Fmix. We consider a volume, V0, of mixture whose starting volume fraction is η0. If
the mixture separates into a region of volume, V1, with volume fraction, η1, and a region of
volume, V2, with volume fraction, η2, then we have η0V0 = V1η1 + V2η2. This is due to the fact
that the system is closed and the total number of A and B is conserved. Thus we can write

η0 = α1η1 + α2η2 (3.6)

where α1 and α2 are the relative proportions of the two phases and

α1 + α2 = 1 (3.7)

The free energy of the phase-separated system, Fsep = α1Fmix(η1) + α2Fmix(η2), can be written
as

Fsep =
η0 − η2

η1 − η2
Fmix(η1) +

η1 − η0

η1 − η2
Fmix(η2) (3.8)

To derive this equation, we used Eqs. 3.6 and 3.7. This is the equation of a straight line passing
through Fmix(η1) and Fmix(η2). The free energy of the phase-separated system is therefore equal
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to the value of this straight line at the volume fraction η0. For a concave curve this free energy
is higher than the free energy, Fmix(η0), for all values of η1 and η2. This situation is shown in
Fig. 3.3-a. This means that for all χ < 2 values or equivalently for all temperatures greater than
a critical temperature, the mixture is miscible, regardless of the initial proportions of A and B.

If there is any region of compositions for which the free energy curve is convex, then
there are some initial compositions that can lower the free energy by phase separation. Such
regions can be found in the free energy curve shown in Fig. 3.3-b. The free energy of the
phase-separated system, is evaluated by calculating the value of the straight line “1”, joining
two compositions η1 and η2, at η0. It can be observed in the figure that it is less than the free
energy of the mixed system at η0. Thus, at this temperature there exist initial compositions that
are unstable with respect to phase separation.

The limiting compositions, η1, and η2, that separate the regions of concavity of the free
energy from the regions of its convexity are the compositions that are joined by a common tan-
gent, line “2”, and are known as the coexisting compositions. If we increase χ or decrease the
temperature,the composition range enclosing the unstable phase increases. Thus in the phase
diagram the region enclosed by the coexistence line should become wider as the temperature
is decreased.

(a) The plot of Fmix for χ = 1 (b) The plot of Fmix for χ = 2.6

Figure 3.3: The free energy of mixing for different values of the interaction parameter, χ or
equivalently at different temperatures. In (a), the free energy of mixing is concave and has one
global minimum. Thus the value of Fsep(η0) is greater than Fmix(η0) for all compositions η1
and η2 and the mixture is stable at all proportions. In (b), χ is increased or correspondingly
the temperature is decreased. Fmix has both regions of convexity and concavity. Line “1” in
this plot, joining the compositions η1 and η2, represents a situation in which Fsep(η0) if less
than Fmix(η0) and therefore the system is unstable with respect to phase separation. Line “2” in
this plot joins the limiting compositions that separate the regions of convexity (unstable) and
concavity (stable) of the free energy. These compositions define the coexistence line in the
phase diagram.
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Figure 3.4: The free energy of mixing as a function of the composition. This figure schemati-
cally shows a composition in which the system is locally stable (metastable) and a composition
in which the system is unstable.

For the compositions that are within the coexistence curve there is another distinction: the
curvature of the free energy in this region might be either positive or negative. As shown in
Fig. 3.4 the system might be either locally stable or locally unstable although it is globally
unstable. This means that there exist some compositions in this region that are unstable with
respect to small fluctuations in composition (locally and globally unstable). Any small fluctu-
ation in composition will cause a phase separation. On the other hand there exist compositions
where the system is locally stable with respect to separation into two coexisting phases al-
though it is globally unstable. These are the compositions at which the system is in the state of
metastability. In this case, if the fluctuation is big enough to overcome the free energy barrier,
the system will phase separate. But if the fluctuation is small the system will not ”see” that
it is in the globally unstable phase and will not phase separate. The limit of local stability is
determined by the condition that d2F/dη2 = 0 and defines the spinodal line.

With this information about the free energy, we can determine the equilibrium phase of a
liquid-liquid mixture at a particular temperature and density, i.e., we can calculate the phase
diagram. Figure 3.5 shows the phase diagram of such systems. It can be observed in the figure
that at a certain point on top of the coexistence line, the stable phase and unstable phase are
indistinguishable. This point is the the critical point of the phase diagram. Above this point, it
is possible to pass to different volume fractions without going through a coexistence region.

As shown in Fig. 3.5, if a mixture having a particular initial value of composition, η0,
is quenched down below the coexistence line or equivalently if χ is increased, it will phase
separate to regions with composition η1 (B-rich regions) and regions with composition η2 (A-
rich regions).

In general to calculate the coexistence lines in a phase diagram the free energy of the
system, Eq. 3.5, should be minimized with the constraints that the total number of the particles
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Figure 3.5: The phase diagram of a binary liquid mixture. The horizontal axis is the volume
fraction of the A component. If we prepare the system at an initial volume fraction, η0, and
quench the system to the unstable region of the phase diagram, it will separate into two phases
with volume fractions η1 (B-rich) and η2 (A-rich).

N = N1 + N2 is a constant and that η0 = α1η1 + α2η2, i.e., Eq. 3.6. Minimizing with these two
constraints gives us a set of equations that is the mathematical formulation for the common
tangent construction [56]

µ =
∂Fmix
∂η1

=
∂Fmix
∂η2

(3.9)

µ =
Fmix(η1) − Fmix(η2)

η1 − η2
(3.10)

These sets of equations were used to calculate the phase diagram of the phase-field crystal [16].
As the phase diagram suggests, depending on whether the system is quenched to a metastable

state or to an unstable state, different dynamics towards the phase separation is observed. If the
system is quenched to the metastable state, nucleation dynamics occurs. In this region any lo-
cal fluctuation in the composition needs to be large enough (greater than a critical size) to give
the system enough energy to jump out of the metastable state and achieve the global energy
minimum by phase separation. On the other hand if the system is quenched to the region within
the spinodal line, the system is globally unstable and any small local change in composition
lowers the free energy and therefore is amplified.
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3.2.2 Nucleation
Considering the phase diagram in Fig. 3.5, if a mixture is quenched into the metastable part of
the phase diagram, it will be stable with respect to small changes in concentration and so the
continuous process of spinodal decomposition does not occur in this case. Instead, the approach
to equilibrium occurs via nucleation of droplets of the other phase. This causes a temporary
increase in free energy. As the droplet grows further, the free energy starts to decrease again.
The nucleation occurs by a thermal fluctuation which is large enough to overcomes the energy
barrier for growth of the droplet [34].

The energy barrier for formation of droplets is due to the surface tension, γ, associated with
the formation of an interface. This has a positive contribution to the free energy. There is also a
negative contribution to the free energy which is proportional to the volume of the droplet. This
is due to the fact that the mixture is globally unstable, so that if it continues to phase separate,
the free energy of the system will be lowered. Therefore, we can estimate the net change in
free energy when a droplet of size r is forming:

∆F(r) =
4
3
πr3∆Fv + 4πr2γ (3.11)

where ∆Fv is the bulk energy per unit volume which is defined to be negative.
This energy has a maximum for a critical value r∗. Droplets of a size below r∗ are unstable

and they shrink away. Once the size of the droplet grows more than r∗, the bulk term becomes
dominant, the droplet becomes stable, and the free energy of the system is lowered. The critical
radius can be easily calculated and is equal to:

∆r∗ = −
2γ
∆Fv

(3.12)

Nucleation can occur only if a fluctuation occurs which increases the local free energy by
an amount ∆F(r∗). The nucleation barrier is greatly reduced in the presence of dust and other
foreign particles in the melt as well as the walls of the containers in which solidification is
occurring. This kind of nucleation is called heterogeneous which in practice is much more
common than the homogeneous nucleation, explained above. Heterogeneous nucleation has a
faster growth rate relative to homogeneous nucleation.

In the case of solidification to a crystal phase, if the nucleation process successfully occurs
in different regions of the system, the crystals will start to grow. These regions, having crystal
structures in arbitrary directions, are called grains. The grains grow until they impinge and
form grain boundaries. The grain boundaries are considered as defects since they tend to de-
crease electrical and thermal conductivity of the material. Figure 3.6 shows differently oriented
grains and grain boundaries.

3.3 Grain size and magnetic properties
As discussed in section 2.7, the hysteresis properties of a sample depend mainly on its purity,
quality and defects. Therefore, we can design materials to optimize their properties for desired
applications. For example if there are many defects or impurities in a sample, we need a larger
field to magnetize it, but it will retain much of its magnetization when the field is removed.
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Figure 3.6: Differently oriented grains and the grain boundaries between them. This structure
is produced by performing a phase field crystal simulation. The system was initialized with a
supercooled liquid, and a few seeds were nucleated at arbitrary positions of the system. As the
simulation starts, the crystal state starts to form and grow from the positions where the seeds
are located. The grains grow until they contact and the boundaries between them form. The
configuration shown here is the final state of the system, in which the crystal has filled the
whole system, with grain boundaries between different grains.

Materials with higher remanence and larger coercive force are called hard magnetic materials
and are used as permanent magnets [60].

High purity materials, which have few defects or dopants are easily magnetized and de-
magnetized. These are known as soft magnetic materials. Soft magnetic materials are of great
importance in electromagnets and transformer cores, where they must be able to reverse their
direction of magnetization rapidly and the energy loss must be low [60].

It is known that microstructure, notably the grain size D, determines the hysteresis curve of
a ferromagnetic material [29]. Figure 3.7 summarizes the coercivity, Hc, observed in the whole
range of grain sizes starting from amorphous alloys with grain sizes, in the nanometer regime
up to permalloy with macroscopic grain sizes. It can be seen that there are two regimes in the
plot of coercivity vs. grain size: In the regime of small grains, the coercivity increases with the
grain size as D6. On the other hand if the grains are larger than a cetrian value (D > 100µm),
the coercivity decreases with grain size as 1/D.

The Random Anisotropy Model is a model introduced by Herzer (1989) to explain the
crossover observed in Fig. 3.7. The basic idea of RAM is schematically shown in Fig. 3.8.
Based on the RAM, the ratio of the grain size and the ferromagnetic exchange length deter-
mines the hardness of the material, i.e., its coercivity. If the grain size is smaller than the
ferromagnetic exchange length, the local magneto-crystalline anisotropy is randomly averaged
out by exchange interaction so that there is only small anisotropic net effect on the magneti-



3.3. G     31

Figure 3.7: Figure and caption from [29]; Coercivity, Hc, vs. grain size, D, for various soft
magnetic metallic alloys: Fe-Nb-Si-B (solid up triangles, Herzer 1990), Fe-Cu-Nb-Si-B (solid
circles, Herzer 1990-1995 and Herzer and Warlimont 1992), Fe-Cu-V-Si-B (solid and open
down triangles, this work and Sawa and Takahashi 1990, respectively), Fe-Zr-B (open squares,
Suzuki et al. 1991), Fe-Co-Zr (open diamonds, Guo et al 1991), NiFe alloys (+ center squares
and open up triangles, Pfeifer and Radeloff 1980) and Fe-Si (6.5 wt %)(open circles, Arai et al.
1984).

zation process [28]. In this case, the smaller the grain size, the more effective averaging and
the smaller the coercivity (the D6 regime).On the other hand if the grain size is big enough, the
ferromagnetic exchange length lies within a single grain. Obviously in this case as the grain
size is increased, the anisotropy decreases (the 1/D regime).

The soft magnetic properties and the D6 dependence of the coercivity in amorphous ma-
terials observed in Fig. 3.7 is discussed in [2]. In this work a computer simulation study of
ferromagnets with random-axis uniaxial anisotropy is presented, using a simple model. The
continuum free energy density they used to model amorphous ferromagnets is composed of
two competing terms

F(r) = A
[

∇M (r)
M0

]2

− K2

[

M · n̂ (r)
M2

0
−

1
3

]

(3.13)

where M(r) is the local magnetization vector, M0 is its magnitude, A is the exchange stiffness
parameter, K2 is the strength of local uniaxial anisotropy and n̂(r) is a unit vector giving the
local easy axis direction. The first term in the free energy includes the free energy cost of
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Figure 3.8: Figure from [28]: The basic idea of the Random Anisotropy Model. The arrows
show the randomly fluctuating anisotropy axis with correlation length of D and the ferromag-
netic correlation length is represented by the exchange length Lex.

changes in M(r). This term incorporates the exchange energy described in Section 2.6.1. The
second term is associated with the magnetocrystalline energy described in section 2.6.3 and it
is minimized when the magnetization aligns with the easy axis of the crystal. The anisotropy
direction is assumed to vary over a structural correlation length D.

The optimal magnetic correlation length L over which M(r) varies is calculated assuming
that L + D, so that the magnetization fluctuations average over many regions with different
anisotropy direction. In a region of volume L3, there will be an easiest direction determined by
the statistical fluctuations.As in a random walk, the mean fluctuation amplitude varies as the
square root of number of independent contributions. It follows that if the moment points along
the easiest direction, the average anisotropy energy density is

Fa ∼ −K2(D
L

) 3
2 (3.14)

and the average exchange energy is given by:

Fex ∼
A
L2 (3.15)

The total free energy, Ftot = Fa + Fex, is minimized by solving the equation ∂Ftot/∂L = 0. The
value of L which minimizes the total free energy is given by

L ∼
16A2

9K2
2D3

(3.16)

and the energy associated with the fully aligned state is
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F ∼
K4

2D
6

A3 (3.17)

The field necessary to uniformly rotate the moments into alignment, i.e., the coercivity is ap-
proximately given by [13]

Hs = −F/M0 (3.18)

Combining Eqs. 3.17 and 3.18, we obtain the relation for the intrinsic coercivity of a perfectly
random amorphous material to be [2]

Hc ∼
1
20

K2
2D6

A3M0
(3.19)

This relation applies providing the magnetic length scale L is much greater than the structural
length scale D.



Chapter 4

Landau-Ginzburg Theory of Phase
Transition

In this chapter a review of the Landau-Ginzburg formalism to study phase transitions, such
as ferromagnetic phase transition is given. The LG free energy is the main ingradient of the
Phase Field method (Chapter 5) to study the dynamics of the order parameter (magnetization
in the ferromagnetic transition and density in liquid-solid transition). As will be explained in
this chapter, the LG phenomenological free energy is written as a polynomial expansion in
terms of the relevant order parameter and its gradients. This provides the background needed
to understand the derivation of the PFC free energy, explained in Chapter 6, to model the phase
transition from liquid to a crystal phase.

To study how phase transitions happen, it is useful to classify phase transitions into two
categories: first order phase transitions and continuous phase transitions. A rather quantitative
definition of the nature of the phase transition is possible using f , the free energy1. A phase
transition is defined as the possible non-analyicities of f [21].

If the derivative of the free energy with respect to one of the thermodynamic variables is
discontinuous, the transition is said to be first order. As will be discussed later, in a first order
phase transition, the two phases coexist at the transition point and a latent heat is involved.

On the other hand if the first derivative of f with respect to all the thermodynamic variables
is continuous and the discontinuity occurs in higher order derivatives. the phase transition
is called a continuous phase transition. Neither coexistence nor latent heat is involved in a
continuous phase transition.

The phase diagram of a typical solid-liquid-gas system is depicted in Fig. 4.1. It shows
the state of the matter at a particular temperature and pressure. The double lines denote phase
boundaries and the two phases coexist in the regions between the double lines.

As apparent from the figure, there is a line along which the liquid and gas phases coexist,
but it terminates at a point called the critical point. Beyond the critical point, it is possible to
go from liquid to gas without any phase transition, i.e., no singular behaviour in the thermo-
dynamic quantities. This is a reflection of the fact that liquid and gas have the same symmetry
[21]. However, a fluid has a higher degree of symmetry than a solid. Therefore, it is not

1The free energy is defined by f = −kBT lnZ, in which kB is the Boltzman constant, and Z is the partition
function which is defined as Z ≡ Tre−H/kBT . The operation Tr means ”sum over all degrees of freedom”, H is the
hamiltonian of the system and T is the temperature.

34
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possible to go from liquid to solid without a phase transition.

Figure 4.1: Phase diagram of a typical system (Argon for example) showing three phases in
the P(pressure) - T(temperature) diagram. The lines show the regions that the free energy is
singular, and therefore, the phase boundary. Although the liquid-solid phase boundary exist for
all pressures and temperatures, the gas-liquid phase boundary terminates at the critical point.

From a more qualitative point of view, in continuous phase transitions, the state of the body
changes continuously; however, the symmetry changes discontinuously at the transition point,
i.e., there is a spontaneous symmetry breaking and at any instant we can assign the state of the
system to one of the two phases. At the transition point, the states of the two phases are the
same.

In contrast, in a first order phase transition, two different states stay in equilibrium, and
coexist at the transition point. Because the state of the system changes discontinuously in a
first order phase transition, the thermodynamic functions of the state of the system (entropy,
energy, volume, pressure) also vary discontinuously at the transition point and therefore, in a
first order phase transition latent heat is involved.

An example of a continuous phase transition would be the transition in symmetry of BaTiO3,
as the temperature varies [41]. At high temperature BaTiO3 has a cubic lattice, with barium
atoms in the vertices, the oxygen at the centres of the faces, and the titanium atoms at the cen-
tres of the cells. As the temperature decreases below the transition temperature, the titanium
and oxygen atoms begin to move relative to the barium atoms parallel to an edge of the cube.
As a result the symmetry of the lattice is affected and it becomes tetragonal instead of cubic. In
this transition, no discontinuous change in the state of the body happens. The configuration of
atoms changes continuously. However, an arbitrary small change in the atom’s positions from
their original sites, is sufficient to change the symmetry of the lattice.

Another example of the continuous phase transition is the magnetic transition that occurs in
the Curie point (Tc) in ferromagnetic materials [12]. In this case a change in the symmetry of
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the configuration of the magnetic moments happens and the mean magnetization of the system
changes from zero in the paramagnetic phase (T > Tc) to a nonzero value in the ferromagnetic
phase (T < Tc). This transition is schematically shown in Fig. 4.3.

For a continuous phase transition to be possible, it is necessary but not sufficient that the
symmetry of one phase be higher than that of the other. But in the first order phase transition,
the symmetries of the two phases may be unrelated, as the liquid-gas phase transition in which
the two phases have the same symmetry [41].

To describe a phase transition, we can define a quantity η, called the order parameter in
such a way that it takes non-zero values in the lower symmetry phase (the ordered phase) and
zero in the higher symmetry phase (disordered phase) [41]. Passing through a continuous phase
transition, the order parameter continuously changes to zero.

4.1 Continuous phase transition
The Landau theory of continuous phase transition is based on a description of the thermody-
namic quantities in terms of deviations from the symmetrical state [41]. The thermodynamic
potential of the body, f , is represented as a function of thermodynamic variables such as P, T
and the order parameter, η.

Since η takes arbitrarily small values near the transition point, f also changes continuously,
at the transition point [21]. To find the stable states, we need to solve ∂ f

∂η
= 0 and find the η

that minimizes f . From the definition of the order parameter, while for T > Tc, η = 0 must
solve the minimum equation for f and for T < Tc, η ! 0. Considering the neighbourhood of
the transition point, f (P, T, η) is expanded in powers of η:

f (P, T, η) = a0 + a1η + η
2 + a3η

3 + a4η
4 + ..., (4.1)

where the coefficients a0, a1, a2, a3, a4 are functions of P and T . This analytical Taylor series
expansion of the thermodynamic potential near a phase transition is reasonable, as will be
explained in sections 4.3 and 4.3.2.

For T > Tc, η = 0 and a0 = 0 if f is defined as the free energy difference between two
states. Moreover, f has to be consistent with the symmetries of the system. Considering the
symmetry constraint, in a ferromagnetic system for example, the thermodynamic relation in the
system must be invariant under the transformation η→ −η, since the properties of the material
do not change if we rotate all of the spins by an arbitrary angle. Therefore, the coefficients
of the odd power terms must be zero. The coefficient a4 must be positive, otherwise the free
energy, f , can be minimized by |η|→∞, which is not physical. This argument is correct if we
expand the free energy up to the fourth order term. Higher order terms might be needed in the
free energy to describe other phenomena, for example to describe a ferroelectric transition, an
expansion to the sixth order term is needed and a different argument is required to determine
the coefficients. For the purpose of this research the expansion up to the fourth order term is
sufficient. Since the temperature dependence of f is not governed by a4, it is sufficient to take
it to be a positive constant. Therefore, for a continuous phase transition we have:

f (P, T, η) = a2η
2 + a4η

4 (4.2)
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a2 is also expanded in temperature near Tc as

a2 = a0
2 +

T − Tc
Tc

a1
2 + O((T − Tc)2) (4.3)

solving ∂ f
∂η
= 0 to minimize the free energy, we find:

η = 0, η = ±
√

−a2(T )
2a4

(4.4)

For η to be non-zero when T < Tc, a0
2 must be zero. The higher order terms in Eq. 4.4 do

not contribute to the leading behaviour near Tc and we have

a2 = a1
2(T − Tc

Tc
) (4.5)

The free energy in Eq. 4.2, explaining the continuous phase transition, is plotted in Fig. 4.2.
If T > Tc, the coefficient a2 given by Eq. 4.5 is positive and the free energy has only one
minimum at η = 0. On the other hand if T < Tc, the coefficient a2 is negative and the free
energy has two minima at η = ±η1.

(a) T > Tc (b) T < Tc

Figure 4.2: Plot of the free energy of Eq. 4.2 as a function of the order parameter η for (a) the
symmetrical phase (T > Tc) for which η = 0 and (b) the unsymmetrical phase (T < Tc) for
which η ! 0.

For example in a ferromagnetic transition, shown schematically in Fig. 4.3, a reasonable
choice for the order parameter would be the mean magnetization defined in Eq. 2.1. Above the
Curie temperature, where the system is in the paramagnetic state, the mean magnetization of
the system is zero and the system is in the symmetrical phase Fig. 4.2(a). When the temperature
is decreased below the Curie temperature, the system undergoes a continuous phase transition
to the ferromagnetic state, in which a net non-zero magnetization exists as seen in Fig. 4.2 (b).

4.2 Effect of an external field on the phase transition
We now consider how the properties of the continuous phase transition change when the body
is subjected to an external field. It is important to consider this case in particular because it
provides the basis for understanding the concept of hysteresis in ferromagnetic materials.
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Figure 4.3: Paramagnetic to ferromagnetic phase transition, as the temperature is decreased
below the Curie temperature. The mean magnetization is zero at the paramagnetic state, T >
Tc, and nonzero at the ferromagnetic state, T < Tc.

Firstly, we need the Hamiltonian of the system. We know from thermodynamics that with
each extensive variable, there is an associated generalized force such that the change in the
internal energy 2 is the generalized force times the change in the extensive variable [12]. The
extensive variable and its associated generalized force are called conjugate variables. Thus
temperature and entropy, negative of the pressure and volume, and chemical potential and the
number of particles in the system are conjugate variables.

Similarly, in a ferromagnetic system, the magnetic field and the order parameter η = M are
conjugate. Therefore, we may write the Hamiltonian of the body in terms of the conjugate vari-
ables η and the external field H as −ηHV , where V is the volume of the body [41]. Therefore,
we obtain the final expression for the Landau free energy:

f (P, T, η) = a2η
2 + a4η

4 − Hη (4.6)

A schematic plot of the free energy given by E.q.4.6 is shown in Fig. 4.4. The external mag-
netic field tilts the free energy and breaks the symmetry above and below the Curie temperature.
Furthermore, in this case as Fig. 4.4(b) shows, a metastable phase, i.e., a local minimum could
appear in the free energy which did not exist when H = 0.

4.3 Mean field approach
To understand how different forms of matter with different macroscopic properties emerge, we
need to give a description of macroscopic properties based on the dynamics of microscopic
degrees of freedom [35]. The macroscopic description usually involves a few thermodynamic
variables such as pressure, volume, temperature, internal energy and entropy. In contrast,

2For example if the energy of a system (E) is a function of extensive variables entropy (S ), volume (V) and
particle number (N), then dE = TdS − pdV + µdN. Temperature (T ), pressure (p) and chemical potential (µ) are
referred to as generalized forces.
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(a) T > Tc (b) T < Tc

Figure 4.4: Schematic plot of the thermodynamic potential given by Eq. 4.6, for (a) T > Tc and
(a) T < Tc. In the presence of an external field, H, the free energy is tilted comparing to Fig
4.2, for which H = 0. Also local minima has appeared in the free energy, which do not exist
when H = 0.

there are many microscopic degrees of freedom involved in a microscopic description of the
system. These degrees of freedom which appear in the Hamiltonian of the system (HΩ), are the
positions and momenta of all of the particles or spins of all of the magnets and so on. Bridging
between microscopic world and the macroscopic world based on the statistical mechanics laws
(probabilistic connection between the two scopes) is very challenging in the thermodynamic
limit (N → ∞) due to the existence of many degrees of freedom and interactions between
particles.

However, we could still study many macroscopic features of the material by averaging
over sufficiently many degrees of freedom, to obtain a simpler description of the problem. The
reason is that averaging and summing over many degrees of freedom, removes the complexi-
ties and singularities in the probabilistic description (in the same manner as the Central Limit
Theorem does). This gives rise to a description of collective behaviour of the system at longer
length and time scales. The averaged degrees of freedom are continuous and slowly varying
fields. Therefore it is reasonable to expand the free energy f , as an analytical expansion of the
fields.

As an example, in a ferromagnetic material, each atom has a magnetic moment. The prob-
ability distribution at the microscopic level might be complicated, since the moments might be
constrained to have a fixed magnitude or have quantized specific values. At the coarse grained
level, however, the magnetization field is obtained by averaging over many such magnetic mo-
ments and shows a smooth behaviour and has a rather simple probability distribution [35].

4.3.1 Correlation length
Because of the importance of the concept of correlation length in the discussions related to
coarse graining, it is useful to take a look at its definition here.

Roughly speaking, the correlation length is a measure of the spatial extent of fluctuations
in the order parameter about the average of the order parameter [21]. For example in a gas,
there will be density fluctuations when the system is in thermal equilibrium. In a particular
region of the gas, the density could be greater than the average density of the gas. These are
droplet of near-liquid density, which are floating in the gas [21]. In thermal equilibrium, there
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is a distribution of such droplet sizes, but there is a well-defined average size, at least away
from the critical point. This characteristic size is, loosely speaking, the correlation length, ξ.
The correlation length depends strongly on temperature near a continuous phase transition, and
diverges to infinity at the transition point [21].

4.3.2 Coarse graining
The averaging process used to eliminate microscopic fast degrees of freedom, is called coarse
graining [50]. Coarse graining close to a phase transition gives rise to a reasonable description
of macroscopic properties of the system because the spatial correlations grow as T → Tc, and
the system contains regions having a uniform order parameter.

For simplicity we carry out the coarse graining calculations by focusing on a magnetic
system, although the results are of more general applicability.

Close to a continuos phase transition only long wavelength collective excitations of spins
are the important degrees of freedom. Therefore, it makes sense to focus on the statistical prop-
erties of these long wavelength fluctuations [35]. To do so, we change focus from microscopic
length scales to mesoscopic length scales which are much larger than the lattice spacing but
much smaller than the system size. The idea is schematically shown in Fig. 4.5.



Figure 4.5: Schematic picture of showing the the idea of coarse graining in a magnetic system.
Λ−1 is the length scale over which the magnetization is almost constant.

In the Ising model, close to a phase transition, the system contains blocks of spins of linear
dimensions, in which the magnetization is approximately constant [21]. We divide the system
into blocks of lengths smaller than the correlation length, ξ(T ) and define the local magnetiza-
tion within each block centred at r

MΛ(r) = 1
NΛ(r)

∑

i∈r
< S i > (4.7)



4.4. F    41

where is the number of spins in the block located at r and a is the lattice constant. In a d-
dimensional system NΛ(r) = (a/Λ)d and Λ−1 is a length scale that satisfies

a/ Λ−1 ≤ ξ(T ) (4.8)

This definition for MΛ(r) is sensible for the condition given by Eq. 4.8 since as T → Tc, ξ + a.
Therefore by definition, the coarse grained magnetization MΛ(r) does not fluctuate sharply in
the space, but varies smoothly.

4.4 First order phase transition
The main assumption in the Landau theory of phase transition is that the order parameter is
arbitrarily small as T → Tc. We saw in section 4.1 that a free energy of the form atη2 + bη4

describes a continuous phase transition, where t = T − Tc is the reduced temperature. As
discussed, the symmetry of the problem did not allow for a cubic term in η.

Now let us consider the effect of a cubic term [21]. If we have such a term, then:

f = atη2 +Cη3 +
1
2
bη4 (4.9)

with a and b positive. Calculating the equilibrium value of η we obtain:

η = 0, η = −c ±
√

c2 − at/b (4.10)

where c ≡ 3C/4b. The solution η ! 0 is real only for reduced temperatures that satisfy

c2 −
at
b
> 0 (4.11)

or t < t∗ ≡ bc2/a. t∗ is positive, so this occurs at a temperature greater than Tc. Plotting f , we
obtain the forms shown in Fig. 4.6 for the free energy at different temperatures.

For t < t∗, a local minimum and a maximum exist in addition to the minimum at η = 0. If t
is reduced further to t1, then the value of f at the secondary minimum will become equal to the
value at η = 0. For t < t1, the secondary minimum becomes the global minimum, so the value
of the equilibrium order parameter jumps discontinuously from η = 0 to a non-zero value. This
is a first order phase transition.

In this chapter the static properties of the continuous and first-order phase transitions were
discussed. In the next chapter we mainly focus on the dynamic properties of phase transitions.
In particular we focus on the solidification process which is the process of transition from liquid
phase to a crystalline solid phase.
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(a) t > t∗ (b) t < t∗

(c) t = t1 (d) t < t1

Figure 4.6: Plot of the free energy given by Eq. 4.9 as a function of the order parameter η,
describing the first order phase transition. Here the existence of an odd term in the free energy
causes appearance of a new minimum at t < t∗. Therefore, the two phases coexist at the
transition point and the equilibrium order parameter changes discontinuously from zero at t > t1
to a non-zero value at t < t1.



Chapter 5

Phase Field Modeling

The LG formalism discussed in Chapter 4, only includes the equilibrium states of a system
undergoing phase transition. In this chapter, the Phase Field modeling of microstructural pat-
tern formation is reviewed. In this method the time evolution of the relevant order parameter is
governed by a dissipative dynamics, driven by the LG free energy of the phase transition. Then
in Chapter 6 we review the PFC method, which is an extension of the Phase Field method to
produce crystalline structures.

Due to the importance of the process of solidification and dendritic pattern formation, dif-
ferent approaches have been applied to understand this process. Although the main idea of
solidification is captured in the Stefan Problem, there are certain ambiguities in the description
of solidification process with it. This comes from the fact that the regions separating the two
phases in this model are treated as sharp interfaces, whose location is part of the unknown
solution.

The moving interface is a source (or sink) of heat which once produced, should be diffused
into the adjacent volume phases. Therefore, the interface needs to be tracked explicitly. Al-
though such interface tracking approach can be successful in one-dimensional systems, it is not
practical for complicated three-dimensional microstructures [7].

With progress in computational methods and facilities, Molecular Dynamics simulations
also have been applied to understand the complex microstructures evolution in solidification
process. The problem with MD and atomistic simulations is its efficiency. In MD approach
the equations of motion for all atoms are solved. The growth patterns in solidification process
exhibit characteristic length scales that lie in the 10-100 µm range [11]. In this length scale, the
details of atomic motion do not enter and one can forget about the details of atomic organization
and motion [47]. This allows efficient simulation over mesocopic time scales.

The phase field method is used to study non-equilibrium interface phenomena [1]. The
basic idea in phase field model of solidification is to employ a phase-field variable which is
a function of position and time, to describe whether the material is liquid or solid. Interfaces
are described by smooth but highly localized changes of this variable between fixed values that
represent solid and liquid. The dynamics of the field is governed by Langevin equation. This
approach avoids the mathematically difficult problem of tracking the moving interface. The
location of the interface is obtained from the numerical solution for the phase-field variable at
positions where φ has a value between its bulk values. Therefore one does not need to track
the interfaces explicitly. The interface emerge naturally as part of the solution of the dynamical

43
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equations of motion. This model is a powerful method to study solidification process and is
free from the disadvantages of the previous two methods.

5.1 Construction of free energy
The principle feature of the phase field model is the coarse-grained Landau-Ginzburg free
energy. As described in section 4.3.2 the coarse graining process includes removing the mi-
croscopic degrees of freedom (such as individual spins in Fig. 4.5) by integrating them out, in
such a way that mesoscopic degrees of freedom (spin blocks in Fig. 4.5) remain. This allows
us to capture the information about mesoscopic time and length scales which are of interest in
pattern formation processes. For a ferromagnetic system this process gives rise to the coarse
grained Landau free energy L, given by

L =
∫

ddr
[1
2
W0

(

∇m(r)
)2
+
r(T )

2
|m(r)|2 + u

4
|m(r)|4

]

(5.1)

where r(T ) = a(T − Tc) and a is constant. When the temperature is above Tc, the coefficient,
r(T ), is positive and the minimum of the free energy occurs at |m| = 0. If the temperature is
decreased below the Curie temperature, Tc, the coefficient r(T ) becomes negative. This causes
the free energy to have two minima at nonzero magnetizations |m| = ±

√
−r(T )/u. This is the

paramagnetic to ferromagnetic phase transition. The gradient term describes the free energy
cost of spatial inhomogeneities and leads to surface tension between two phases.

The coefficient W0 determines the domain wall width. We minimize the above free energy
in one dimension with the assumption that m = (0,m) and require that m(x → +∞) = |m0|)
and m(x → −∞) = −|m0|), where |m0| =

√
|r|/u. We obtain the profile for the change in

magnetization across the magnetic domain to be

m(x) =
√

|r|
u

tanh
( x
2ξm

)

(5.2)

where ξm =
√
W0/2r is the magnetic correlations length and gives a measure of the width of

the domain wall. A plot of this profile is shown in Fig. 5.1. It is clear that if W0 increases, the
width of the domain wall also increases.

While the coarse graining procedure provides a connection between the microscopic and
mesoscopic descriptions, it can only be accomplished for relatively simple systems [1]. In
practice the general structure of the free energy could be determined by considering the phys-
ical properties of the system and its symmetries. In this approach the functional form of L is
written as an expansion in powers of m and its gradients. The polynomial expansion gives the
correct free energy form because the coarse graining (summing up the microscopic probability
distributions) process simplifies the probability distribution and in most cases the Central Limit
theorem could be used to justify that the probability distribution for the sumshould converge to
a Gaussian form [35] and therefore a polynomial form for the free energy.

The gradient terms are needed when the system is not uniform, so that the order parameter
depend on the position. This happens when the system is in an external potential or has internal
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Figure 5.1: Schematic plot of the domain file profile between two domains with m0 = 1 and
m0 = −1. The solid and dashed lines are obtained by plotting Eq. 5.2 with ξm = 1 and ξm = 5,
respectively. It can be seen that the parameter W0 determines the magnetic correlation length,
ξm, and the domain wall width.

impurities. General interactions can be described by including many derivatives1.
An underlying microscopic symmetry survives the averaging process and thus constrain

the terms in expansions of the Hamiltonian. For example when there is no external field, all
directions for the magnetization order parameter are similar and the hamiltonian should be
symmetric under any rotation operator. A linear term in m is not allowed in such a system
because it is not invariant under rotation.

For the gradient terms we should be careful about the spatial symmetries of the system.
For example in an isotropic system i.e., a system that all directions in space are equivalent, we
should use gradient terms that are invariant under spatial rotation, such as

(∇m)2 ≡
n

∑

i=1

d
∑

α=1
∂αmi∂αmi (5.3)

in which ∂α is the partial derivative in the α-th direction.

5.2 Dissipative dynamics
Brownian motion is the random jittery motion of a particle suspended in a fluid (Fig. 5.2). The
random motion of a colloidal particle floating in a liquid medium is an example of a Brownian
motion. This motion of the brownian particle is due to the random impacts of the much smaller
fluid particles [35].

1This method is useful when a good description can be obtained by including only a few derivatives. This
could be done for short-range interactions (including van der Waals interactions) but not long-range ones (such as
Coulomb) [35].
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Figure 5.2: A Brownian particle suspended in a fluid. The fluid molecules which have smaller
size relative to the Brownian particle, cause the random motion of the particle.

If the colloidal particle floating in a liquid medium is charged, it can be driven by an external
electric field. Such a forced motion always suffers from a friction or a resistive force. It results
from the impacts of molecules on the particle. Although the molecular collisions are random,
a number of collisions produce a systematic result, force that is proportional to the velocity of
the particle [40]. The displacement r(t) of such a brownian particle is given by

mr̈ = − ṙ
µ
−
∂V
∂r + frandom(t) (5.4)

wherem is the mass of the particle. On the right hand side of the equation above, there are three
forces which are acting on the particle: The first term is a friction force due to the viscosity
of the fluid, and µ is the mobility (the inverse of the friction constant). The second term is the
force due to the external potential V(r), for example electric field (if the particles are charged)
and the third term is a random force of zero mean, which is due to the impacts of fluid particles.
If the viscous term dominates the inertial force, i.e., an overdamped motion, we could ignore
the acceleration term. Then the equation of motion would be

ṙ = −µ∂V/∂r + µfrandom(t) (5.5)

where v(r) ≡ −µ∂V/∂r is the deterministic velocity and η(t) ≡ µfrandom(t) is the stochastic
velocity. Equation 5.5 could be written as

ṙ = v(r) + η(t) (5.6)

which is the Langevin equation [35].
For simplicity the probability distribution of the noise in velocity is assumed to be Gaussian

with zero mean, and its different components at different times are assumed to be independent
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< η(t) > = 0 (5.7)
< ηα(t)ηβ(t′) > = 2Dδα,βδ(t − t′) (5.8)

where D is related to the diffusion constant of particle in the fluid [35] and is related to the
mobility by Einstein relation

D = kBTµ (5.9)

where kB is the Boltzmann constant and T is the temperature [15]. Einstein relation connecting
the fluctuations of the noise to the dissipation in the medium, guarantees that the Langevin
equation at long times reproduces the correct mean and variance for a particle in equilibrium
at temperature T in the potential V(r), i.e, the normalized Boltzmann probability distribution
[35].

Random impacts of surrounding molecules cause two kinds of effect: 1) they act as a
random driving force on the Brownian particle to maintain its incessant irregular motion. 2)
they give rise to the frictional force for a forced motion. This means that frictional force and
the random force must be related, because they come from the same origin. The Einstein
relation, Eq. 5.9, connecting the deterministic and stochastic forces, is a manifestation of the
fluctuation-dissipation theorem [40], which is a very general concept.

The Gaussian assumption for noise is quite reasonable since a Brownian particle has a mass
much larger than the colliding fluid molecules and its motion is a result of a great number of
successive collisions, which is a condition for the Central Limit theorem to work. This assump-
tion also justifies the other assumption that the noise at different times are independent, since
correlation between successive impacts remains only for the time of such molecular motion,
which is short compared to the time scale of Brownian motion [40].

Langevin equations might be used for the systems in which the timescales of slow and fast
dynamical variables are distinctly separated [51]. The fast variables enter the Langevin dynam-
ics only in the form of a noise. It makes sense to apply such a dynamics to study the pattern
formation, magnetic domain evolution and crystal growth in solidification process, since in
such processes, there are two distinct sets of degrees of freedom: The slow variable are the
mesoscopic length and time scales related to the interface motion and microstructures and the
fast variable are the atomic motions and fluctuations that describe the random (thermal) effect
of the environment that guarantees the relaxation to correct stationary equilibrium distribution
(Boltzmann distribution) [1].

5.3 Dynamical equations of motion
We can generalize the Langevin formalism to a collection of degrees of freedom [35], described
by a continuous field and construct a Langevin equation that governs the relaxational dynamics
of a field, i.e., dissipative equations of motion. There are a set of models for evolution of a
continuous field with time, which are referred to as time-dependent Ginzburg-Landau models
and are classified based on whether the order parameter is conserved and whether it is coupled
to any other relevant variable [30].
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5.3.1 Model A
As an example of application of the Langevin dynamics to a continuous field, we consider the
order parameter m in a magnetic system. Taking the functional derivative2 of the potential
energy, produces the deterministic force and therefore the deterministic velocity, i.e., the first
term in the right hand side of Eq. 5.6. Analogues to this equation we can write

∂mi(r, t)
∂t

= −µ
δL[m]
δmi(r)

+ ηi(r, t) (5.10)

This equation is the simplest form of governing dynamics of the field, known as Model
A, which describes the dynamics of a single non-conserved field such as magnetization in a
magnetic phase transition [1]. From Eq. 5.1 the deterministic force could be calculated to give

Fi(r) = −
δL[m]
δmi(r)

= −r(T )mi − umi|m|2 +W0∇2mi (5.11)

which results in the dynamical equation of motion

∂m(r, t)
∂t

= −µr(T )m − µu|m|2m + µW0∇2m + η(r, t) (5.12)

with

< ηi(r, t) > = 0 (5.13)
< ηi(r, t)η j(r′, t′) > = 2µkBTδi jδ(r − r′)δ(t − t′) (5.14)

Figure 5.3.1 shows the coarsening process in a paramagnetic to ferromagnetic transition
with magnetization in the z direction, i.e.,m = (0, 0,mz) in Eq. 5.1 and the system is quenched,
so that the configuration that minimizes the free energy has a nonzero magnetization. The
configurations show the order parameter mz. The system has been initiated with magnetization
fluctuations then it is allowed to relax to the configuration that minimize the free energy. Two
different colours denote regions having positive and negative magnetizations. The ”droplets”
of negative magnetization grow in the regions of positive magnetization. The system will
eventually be filled with one of the states, i.e., spin up or down, to minimize the free energy.

5.3.2 Model B
The equation of motion governing the dynamics of a conserved order parameter is calledModel
B or Cahn-Hilliard model [12]. Cahn and Hilliard derived a general equation for the free
energy of a nonuniform system having a spatial variation in one of its intensive scalar properties
such as composition or density [10]. As an example, this model could be used in a binary

2The functional derivative of a F[ f (x)] with respect to f (x0) is defined as [6]

δF[ f ]
δ f (x0)

≡ lim
ε→0

F[ f (x) + εδ(x − x0)] − F[ f (x)]
ε

.
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solution (A and B liquids) to describe the dynamics of the concentration (φ) of the A component,
which is a conserved quantity if the system is closed, i.e.,

∫

φddr is a conserved quantity since
any concentration that is removed from one part of the system must appear in a neighbouring
region. Therefore we need a dynamics that satisfy [35]

d
dt

∫

ddrφ(r, t) = 0 (5.15)

This is satisfied if the integrand is a total divergence. This occurs if we replace µwith −D∇2

in Eqs. 5.10

∂φ(r, t)
∂t

= D∇2µ(r, t) + η(r, t) (5.16)

where µ(r, t) is the ”chemical potential”

µ(r, t) = δF[φ(r, t)]
δφ

(5.17)

The noise should have a zero mean and a total divergence form. Replacing µ with −D∇2 in
Eq. 5.14, we obtain

< η(r, t)η(r′, t′) >= −2DkBT∇2δ(r − r′)δ(t − t′) (5.18)

It could be observed that Eq. 5.16 guarantees that the current j = −D∇µ(r, t) which is due to
a difference in the chemical potential at different sites of the system be conserved, by following
the local conservation law, i.e., ∂t = −∇ · j [1].

5.4 Applications and limitations of the phase field method
Phase field methods are used to study situations in which the spatial patterns can be described
by fields that are relatively uniform in space except near interfaces where a rapid change in
the field occurs, e.g., order-disorder transitions in a binary solution or spinodal decomposition,
where the field is concentration. The reason is the free energy that is exploited in this model,
i.e., Eq. 5.1: the bulk free energy contain two wells to account for the two different phases
(A-rich zones and B-rich zones in the binary solution example); the gradient term describes the
fact that spatial gradients of field are unfavourable. This type of free energy always leads to a
phase separation dynamics with a particular equation of motion for interfaces [17].

Many properties of matter, however, are controlled by elasticity and symmetry [16]. For
example in the common phenomenon of crystal growth of a supercooled melt, initially small
crystallites of arbitrary directions nucleate and grow until they contact each other and grain
boundaries form. Further growth which will be dominated by motion of grain boundaries, will
lead to a particular material structure that controls the material properties. As an other example,
crystal symmetry can affect the final anisotropic shape of the a crystal grain [54].

To model such phenomena, the free energy must incorporate elasticity, dislocations, grain
boundaries and crystals of arbitrary orientations. These features are quite difficult to be in-
cluded in the traditional phase field models, with double well bulk free energy and the gradient
term. As will be discussed in the next chapter, any free energy functional that is minimized by a
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periodic field naturally includes the elastic energy and symmetry properties of the periodic field
which are needed for a more realistic description of microstructure formation. Some generic
features of periodic systems are that they naturally contain an elastic energy, are anisotropic,
and have defects that are topologically identical to those found in crystals [16]. Incorporating
the “periodic features” into phase field models leads to quite complicated continuum models
[48] and this is a notable restriction of the phase field model.

5.5 Using phase field to study solidification of magnetic ma-
terials

Phase field model has been used to model microstructure evolution in magnetic materials [38],
[39]. In their simulation, two order parameters are defined to describe the process: an order
parameter which describes microstructure changes in paramagnetic states, ci(r, t) and the phase
field, si(r, t) with i indicating the number of components in the system.

The free energy in this model, contains various terms to account for elastic effects as well
as the magnetic effects, i.e., Gtot = Gc + Egrad + Estr + Emag where Gc is the mean field chemi-
cal free energy, Egrad is the gradient energy induced by the spatial inhomogeneity of the order
parameter, Estr is the elastic strain energy and Emag is a magnetic energy that accounts for the
magnetic domain morphology and the external magnetic field, which itself contains different
terms: Eext + Eexch + Ean + Emstr + Ed. These terms describe effects of external magnetic field,
exchange energy, magnetocrystalline anisotropy energy, magnetostriction energy and magne-
tostatic energy, respectively. This model is used to describe some of the effects observed in
experiments related to microstructure changes under the effect of an external magnetic field in
a few ferromagnetic alloys.

As mentioned in section 5.4, because of the form of the free energy that is employed
in phase field models, it is unable to naturally capture the elastic effects and different terms
(Estr, Ean, Emstr in the model described above) are needed to incorporate these effects into the
formalism and this makes the model very complicated.
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(a) (b)

(c) (d)

Figure 5.3: Model A simulation of a paramagnetic to ferromagnetic transition. The plot shows
the phase field, the two colours denote the domains of spin up and down. The phase field is
uniform inside the domains but has a rapid change at the boundaries between the regions. The
simulations show coarsening of domains.



Chapter 6

Phase Field Crystal Modeling

The Phase Field Crystal (PFC) approach is an extension of the Phase Field modeling of mi-
crostrucure formation, in which the free energy is modified so that phases with spatial vari-
ations minimize the free energy. In this chapter we review the PFC free energy, its phase
diagram and its elastic properties. This review helps us to understand the Magnetic PFC model
introduced in Chapter 7, which is the original work in this thesis and is a novel method to study
the magneto-elastic effects in ferromagnetic solids.

As discussed in the previous chapter, the MD approach to study solidification includes the
integration of equations of motion for every single particle and as a result it automatically
includes the elastic interactions, defects and crystalline symmetries. However, because it in-
cludes all of the atomic details, MD method is limited to very small length and time scales.

On the other hand continuum phase field theories can access longer length and time scales,
namely, correlation length and diffusive time scales but as discussed in section 5.4 miss part
of the relevant physics of processes involving atomic scale elastic and plastic properties. The
reason is that the phase field models treat all solids equivalently, i.e., as a spatially uniform field.
This eliminates many physical features, which are inherently due to the periodic nature of the
crystalline solid such as elastic and plastic deformations, anisotropy and multiple orientations
[19].

An extension to the phase field model, called the phase field crystal model, has relatively
recently emerged to accomplish long-time simulation of materials at the microscopic length
scales [16], [18]. This model is able to resolve microscopic structure [63]. In this approach the
continuous field corresponding to a solid in equilibrium has a periodic structure and contains
the symmetries that match those of the crystal structure of the material.

Figure 6.1 shows a typical configuration from a two dimensional phase field crystal sim-
ulation, modeling the growth of a crystalline phase in a supercooled liquid. It is a plot of the
order parameter, i.e., the density field. The peaks in the density field denoting the atoms are
analogous to those observed in electron diffraction experiments. Comparing the form of the
field in phase field and phase field crystal, it is clear that unlike the phase field, the phase field
crystal produces fields that are not uniform in the solid phase. In addition to the hexagonal
symmetry of the peaks, differently orientated grains and grain boundaries between them are
evident in this figure.

52
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(a) (b)

Figure 6.1: Plot of the order parameter (density) for a phase field model simulation (a) and a
phase field crystal simulation (b). The field in the phase field model is constant at two different
phases, e.g., spin up and down regions in ferromagnetic transition. The field plot of the phase
field crystal model shows a uniform field in the liquid phase and a periodic structure with a
hexagonal symmetry in the solid phase. The simulations were performed by solving the model
A dynamics for (a) and PFC conserved dynamics for (b), using the finite difference scheme.

6.1 Free energy
Periodic structures appear in many physical systems [16]. Examples include block copolymers
[23], [8] , oil-water systems containing surfactants [45] and magnetic thin films [57]. To de-
scribe such systems, we need a free energy functional that incorporates the periodicity of the
system. This free energy is different from the traditional phase field free energy in that it is
minimized by periodic fields.

6.1.1 Minimal periodic free energy
To construct the free energy for periodic systems, we note that in periodic systems there is a
specific length scale (or set of length scales) that characterizes the equilibrium state [54]. For
example in a crystalline state the system is in equilibrium when all atoms lie on the points
characterized by the unit cell. The dimensions of the unit cell define the characteristic length
of the crystal. If the atoms are displaced from the points characterized by the unit cell, i.e.,
if the system is stretched or compressed, it will not be in equilibrium and its free energy will
increase.

In periodic systems spatial periodic gradients are favourable. Therefore in a lowest order
gradient expansion the coefficient of |∇φ|2 in the free energy has to be negative [16]. However,
this term alone would result in infinite spatial gradients of φ and the next order term, compatible
with the symmetries of the system must be included, i.e., |∇2φ|. Odd terms which result in the
dependence of the free energy on the direction of the gradients are not included in the gradient
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expansions of this model. The polynomial expansion in φ is also needed to serve as the bulk
free energy, with two wells, to make the phase transition between the liquid and crystalline
phase possible. The generic free energy functional for periodic structures can be written as
[16]

F =
∫

dV
(K
π2

[

− |∇φ|2 +
a2

0

8π2 |∇
2φ|2

])

+ fbulk(φ) (6.1)

where K and a0 are phenomenological constants and a0 determines the equilibrium length
scale. Inserting a one dimensional periodic solution for φ of the form of φ = Asin(2φx/a) into
the free energy we obtain

F
a
= KA2

[

−
2
a2 +

a2
0

a4

]

+
1
a

∫

dV fbulk(φ) (6.2)

which is the free energy per unit length. If the system is displaced from its equilibrium state
a0, by ∆a the free energy will be

F
a
= KA2

[

−
2

(a0 + ∆a)2 +
a2

0

(a0 + ∆a)4

]

+
1
a

∫

dV fbulk(φ) (6.3)

which is obtained by inserting a = a0 + ∆a. Assuming the displacement ∆a is small enough,
we expand the free energy about the equilibrium length scale a0

F
a
≈ −

KA2

a2
0
+

4KA2

a4
0

(∆a)2 +
1
a

∫

dV fbulk(φ) (6.4)

Although this is a very simplified situation, it shows that the energy can be written in the form
of the Hooke’s law, i.e., E = E(a0) + k(∆a)2, which is a characteristic of elastic phenomena. A
generic feature of periodic systems is therefore that for small perturbations from the stationary
state, they show elastic behaviour.

6.1.2 Classical density functional theory of freezing
As mentioned before the phase field crystal (PFC) method was developed [16] to model crys-
tal growth, including elasticity, dislocations, different crystal orientations and anisotropy. The
phase field crystal free energy functional was originally introduced in [16], using phenomeno-
logical arguments given in the previous section. Then it was further developed using classi-
cal density functional theory of freezing [55]. The CDFT of freezing was used to derive the
original phase field crystal model [19]. This derivation clarified the relationship between the
phenomenological parameters of the original PFC free energy and physical properties of the
material such as the liquid phase isothermal compressibility and the bulk modulus of the crystal
and the lattice constant [19].

In this theory the free energy functional F [ρ] is a functional of the local density ρ(r) of
atoms in the system. For an ideal, non-interacting, gas the free energy could be calculated
exactly to give [32]

Fid − Fid(ρ0)
kBT

=

∫

dr
[

ρ(r)ln
(ρ(r)
ρ0

)

− δρ(r)
]

(6.5)
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Figure 6.2: The typical temperature-density phase diagram of a pure material. The free energy
in the CDFT method is expanded about a liquid state on the liquidus line.

where δρ(r) = ρ(r)− ρ0. To calculate the the total free energy, i.e., F = Fid +Fin we also need
the contribution from the interactions between particles,Fin. This contribution is approximated
by expanding F in terms of the n-point direct correlation functions, Cn, defined as

Cn(r1, r2, ...) ≡
δnFin

∏i=n
i=1 δρ(ri)

(6.6)

where Fin is the contribution to the total free energy functionalF from the interactions between
particles. For example C2(r1, r2) describes the probability that if an atom exists at point r1,
another atom also exists at point r2.

Expanding to second order about a uniform reference density ρ0, the total F , is calculated
by adding the ideal gas free energy and the nonlocal free energy corresponding to the interac-
tions between particles

F − F (ρ0)
kBT

=

∫

dr
[

ρ(r)ln
(ρ(r)
ρ0

)

− δρ(r)
]

−
1
2

∫ ∫

dr1dr2δρ(r1)C2(r1, r2)δρ(r2) (6.7)

where ρ0, corresponds to a liquid state on the liquidus line of the solid-liquid coexistence
region in the temperature-density phase diagram of a pure material, sketched in Fig. 6.2. This
expansion is only valid if δρ(r) is small which certainly is not the case in the solid phase, yet
even at this level of approximation the CDTF is able to describe the emergence of a solid phase
in the liquid-solid phase transition.
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6.1.3 Phase field crystal model
To derive the PFC free energy from the CDFT, we define the dimensionless number density
field

n ≡
(ρ − ρ0)
ρ0

(6.8)

Then we insert it into the CDFT free energy, Eq. 6.7, and make two approximations: 1) The
local portion of the free energy, i.e., the free energy of the ideal gas is expanded to the fourth-
order

(1 + n)ln(1 + n) − n = 1
2
n2 −

1
6
n3 +

1
12
n4 (6.9)

2) We simplify the calculations by expanding the nonlocal portion of the free energy in terms
of gradients of the density. This can be guided by expanding the two point correlation function
in a Taylor series in Fourier space. To the fourth order

Ĉ(k) ≈ Ĉ0 + Ĉ2k2 + Ĉ4k4 (6.10)

where the subscript “2”, referring to the two point correlation function, has been dropped from
the term Ĉ(k). This approximation is relevant assuming that n varies slowly compared with the
range of the two-point correlation function, C2. It is the lowest order expansion to capture the
periodic features of the crystalline phase. A sketch of Ĉ(k) for a typical liquid is shown in Fig
6.3.

Figure 6.3: Schematic plot of a two point correlation function for an isotropic liquid in Fourier
space. The dashed line denotes the approximation to k4 order. The parameters Ĉ0, Ĉ1 and Ĉ2
are chosen so that the the Ĉ expansion fits the main peak of the two-point correlation curve.
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In real space the expansion in Eq. 6.10 corresponds toC = (Ĉ0−Ĉ2∇2+Ĉ4∇4)δ(r1−r2). The
parameters Ĉ0, Ĉ2 and Ĉ4 should be chosen in such a way that they fit the first peak in Ĉ. To
be able to fit they should be negative, positive and negative, respectively. These variables are
related to three basic properties of the material, the liquid isothermal compressibility (Bl ∼ (1−
ρ0Ĉ0)), the bulk modulus of the crystal (Bx ∼ ρ̄0C2

2/|Ĉ4|) and lattice constant (R ∼ (Ĉ2/|Ĉ4|)1/2)
[19]. With these simplifications we obtain

∆F
kBTVρ0

≈
1
V

∫

dr
[

Bl
2
n2 +

Bx
2
n
(

2R2∇2 + R4∇4)n − t
n3

3
+ v

n4

4

]

(6.11)

where formally t = 1/2, v = 1/3 and V =
∫

dr. The relevant length scale of the model is
given by R which determines the lattice constant of the crystal phase. The only length scale R
appearing in this equation can be rescaled and taken out of the integral. Therefore we obtain
the PFC free energy functional as

∆F
kBTVρ0

≈
Rd

V

∫

dx
[

n
2

(∆B + Bx(1 + ∇2)2)n − t
n3

3
+ v

n4

4

]

(6.12)

where x ≡ r/R and ∆B ≡ Bl − Bx. With this rescaling, the free energy contains only two
parameters, Bl and Bx.

In this model, the transition from liquid to solid occurs when ∆B changes sign which means
that ∆B is related to temperature. To see this, we use the definitions of Bl and Bx

∆B = Bl − Bx = (1 + ρ0Ĉ0) − (ρ0Ĉ2
2/4Ĉ4) = 1 + ρ0(Ĉ0 − Ĉ2

2/4Ĉ4) (6.13)
Noting that the first peak of Ĉ occurs at k∗ = (Ĉ2/2Ĉ4)1/2 with Ĉ∗ = −Ĉ0 + Ĉ2

2/4Ĉ4, we obtain

∆B = 1 − ρ0Ĉ∗ (6.14)

From this equation it is apparent that as Ĉ∗, the nearest neighbour correlation increases (the
emergence of crystalline structure), ∆B decreases. Furthermore, as the average number density
of the system ρ0 increases, ∆B decreases and a transition to the crystalline state occurs. There-
fore decreasing ∆B is equivalent to decreasing temperature or increasing the average density,
as illustrated in Fig. 6.2.

6.1.4 Dynamics
The dynamics of the field in the PFC model is taken to be conserved

∂φ(r, t)
∂t

= D∇2 δF[φ(r, t)]
δφ

+ η(r, t) (6.15)

With the noise having a zero mean and a total divergence form

< η(r, t)η(r′, t′) >= −2DkBT∇2δ(r − r′)δ(t − t′) (6.16)
Conserved dynamics is needed to model the crystal growth since the PFC model tracks the

evolution of density. For example a defect such as an extra row of atoms in a cryatal can not
simply disappear, they must remove diffusively.
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6.2 Equilibrium states and phase diagram in two dimensions
It is possible to analytically calculate the equilibrium states of the PFC free energy to the
lowest order, i.e., the states that minimize the free energy, by expanding the number density of
the crystalline state in Fourier series using a one-mode approximation. The free energy is then
minimized with respect to the parameters of this simplified expansion. Possible coexistence
regions of the phase diagram are calculated using the double tangent construction.

In two dimensions the PFC free energy is minimized by three different states. These states
are formulated by periodic functions of the density field n. A constant density state or liquid
phase, the stripe phase which is represented by a one dimensional periodic function and the
hexagonal phase which is presented by a two dimensional periodic function are the three states
that minimize the PFC free energy [16].

Here we only present the calculation of the liquid-hexagonal coexistence line in the PFC
phase diagram. The procedure is basically the same for the hexagonal-stripe phase. One only
needs to start with a different expansion for the density of the stripe phase.

To calculate the liquid-hexagonal coexistence line we expand the number density of the
crystalline phase around n0, the density along the liquid coexistence line, i.e.,

n = n0 +
∑

G
ηGeiG·r +C.C (6.17)

whereC.C is the complex conjugate,G ≡ n1q1+n2q2 and the vectors q1 and q2 are the primitive
vectors1 of the reciprocal lattice2 describing a specific crystalline symmetry. The points in the
reciprocal lattice are mapped by G. The coefficients ηG represent the amplitude of a given
reciprocal lattice vector, or the X-ray scattering amplitude.

For a triangular two dimensional lattice the primitive reciprocal lattice vectors are

q1 = −
2π
a

(
√

3
2
x̂ +

1
2
ŷ) (6.18)

q2 =
2π
a
ŷ (6.19)

where a is the lattice constant. A one-mode approximation, i.e, expansion to the lowest order
harmonics, is made to evaluate the phase diagram [16]. In this approximation we assume that
the amplitudes of the density expansion η j are real and equal to a constant value, φ, for all
of the G vectors. In two dimensions, a one-mode approximation corresponds to retaining all
Fourier components that have the same length. More precisely the lowest order harmonics
consist of all (n1, n2) pairs such that the vector G has length 2π/a. This set of vectors includes
(n1, n2) = (1, 0), (0, 1) and (−1,−1). The lowest order set thus leads to

1The lattice is defined by three fundamental translation vectors a1, a2, a3 such that the atomic arrangement
looks the same in every respect when viewed from the point r′ = r + n1a1 + n2a2 + n3a3, where n1, n2, n3 are
arbitrary integers. The primitive translation vectors form the smallest cell that serve as the building block for the
crystal structure [37].

2The reciprocal lattice points represent the allowed modes in the Fourier series expansion of the number density
n(r). A term is allowed if it is consistent with the periodicity of the crystal and its symmetry. It can be shown that
a diffraction pattern of a crystal obtained from an X-ray scattering experiment is a map of the reciprocal lattice of
the crystal [37].
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Figure 6.4: The portion of the PFC phase diagram that contains the liquid and solid equilibrium
phases and the liquid-solid coexistence lines. It should be mentioned that the stripe phases
can also minimize the PFC free energy, Eq. 6.12, however the stripe phase appears at higher
densities that is not shown in this plot. This sample phase diagram is calculated with t =
1/2, v = 1/3 and Bx = 98/100 in the PFC free energy.

n = n0 + φ(
1
2
cos( 2q
√

3
y) − cos(qx)cos( q

√
3
y)) (6.20)

where q = (2π/a)(
√

3/2). Substituting this expansion into the free energy and minimizing with
respect to q gives qeq =
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Minimizing this free energy with respect to the amplitude, φ, we arrive at

φtri =
4

15v
(t − 3vn0 +

√

t2 − 15v∆B + 12n0v(2t − 3vn0)) (6.22)

and, obviously, φliq = 0 for liquid. We can now calculate the coexistence lines knowing the free
energy of the solid and liquid phases, and applying the common tangent formulation given by
Eqs. 3.9 and 3.10. Solving the set of equations at different temperatures, we obtain the liquid-
hexagonal coexistence line in the PFC phase diagram as shown in Fig. 6.4. The details of the
common tangent construction are given in [19].



60 C 6. P F CM

6.3 Amplitude expansion and elastic deformations
In the PFC model explained above, the number density field is expanded (Eq. 6.17) in terms
of the amplitudes of the periodic structure, that are assumed to be constant. Much more infor-
mation can be retained if the amplitudes are allowed to vary [54]. This is the basic idea of the
amplitude expansion method and as we will see, it allows us to model local elastic deforma-
tions in the lattice that result in long range elastic effects associated with dislocations. As an
example a liquid-solid interface can be described by smoothly varying the amplitude from a
finite value in the solid phase to zero in the liquid (Fig. 6.5). Dislocations can also be modeled
by a rapid change in the amplitude.

Figure 6.5: The basic idea of the amplitude expansion method. This plot schematically shows
how the amplitude of the Fourier expansion of the density field, Eq. 6.23 changes smoothly
from a finite value in the crystalline phase to zero in the liquid phase. The smooth change in
the amplitude represents the solid-liquid interface

Expanding the number density in terms of the Fourier modes

n = n0 +
∑

j

(

η j exp
(

iG j · r
)

+ η∗j exp
(

−iG j · r
) )

(6.23)

where η j is a complex variable that is assumed to vary on length scales that are much larger
than the density field. Therefore we can define two distinct length scales in the system: the
lattice spacing a and the length scale of the change from liquid to solid w or the size of the
dislocation, a << w.

Although by this assumption we loose a bit of the physics of the system, we can still
capture the essential physics of crystallization and elasticity. As shown in Appendix B, this
assumption simplifies the calculation of the free energy significantly. With this assumption
we can integrate over the unit cell by assuming that the amplitudes η j are constant which is a
significant simplification in calculation of the integrals involved.

The equations of motion for the amplitudes are calculated in [54] for the PFC model. In
the next chapter we calculate the free energy in terms of the amplitudes for the Magnetic PFC
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model. Here we only give a general picture of the method and how this method gives us more
information about the elastic properties of the material.

The elasticity can be described using the displacement field. If we have a perfect lattice,
then the arrays of the atoms are located at the equilibrium positions, that are a lattice constant
distance apart. Atoms can move from their equilibrium position if the system is under strain,
as shown in Fig. 6.6. Each atom can have a different displacement depending on its position.
We can describe the displacement of the atoms, using the displacement field u(r) which is a
function of the position of the atom in the lattice, r.



Figure 6.6: Schematic plot of the displacement of the particles from their equilibrium lattice
positions (the grey points), being a distance of a apart. The displacement of the j-th particle in
the lattice is represented by uj in the figure.

We expect the energy to depend on the spatial gradients of the displacement field since if all
the atoms are displaced by the same mount, nothing has really happened in the crystal except
the displacement of the whole crystal.

If there are some deformations, then the density field expansion in Eq. 6.23 will be η jeiG j ·r →
η jeiG j ·(r+u). We can express this as a change in the amplitudes, i.e., η j → η jeiG j ·u. Therefore to
incorporate elastic deformations into the equations, we let η j = φeiG j·u. The calculations have
been performed in [54] for the PFC free energy and the free energy is written in terms of the
strain tensor elements which are based on the derivatives of u. Writing the free energy this
way, the elastic constants of the material can be directly read from the free energy.

In the next chapter we present a new model called the Magnetic Phase-Field Crystal model
to study the magneto-elsatic effects in ferromagnetic materials. We use the amplitude expan-
sion method to calculate the free energy of a ferromagnetic material in terms of the strain tensor
elements and the magnetic parameters of the metarial, i.e., saturation magnetization magnetic
susceptibility and the coefficient of magnetostriction.



Chapter 7

Magnetic Phase Field Crystal Model

In this chapter, the Magnetic Phase Field Crystal (Magnetic PFC) model is presented. It is
a novel approach we proposed, to study the inter-relation between morphological structure
and magnetic properties of ferromagnetic solids and is based on the PFC formalism of grain
growth and solidification. In this chapter the free energy of this model is introduced and a
description of the different terms of the free energy and the phenomenological parameters. This
chapter, together with Chapters 8, 9 and Appendices A and B covers the original production
of our studies to understand the inter-relation between morphological structure and magnetic
properties of ferromagnetic solids.

The calculations presented in this chapter and Chapter 8 show that the model comprise first
order liquid-solid transition, ferromagnetic transition and Curie temperature, elastic effects and
magnetocstriction effect. The anisotropic magnetostriction effect is consistent with the symme-
try of the crystalline structure and if the crystal forms in another direction the anisotropy effect
exactly follows and the crystal structure selects the preferred directions for magnetization.

Similar to the other field theoretical approaches, the Magnetic PFC free energy is a phe-
nomenological free energy and the parameters of the free energy need to be estimated. By
averaging over the microscopic degrees of freedom and replacing the microscopic Hamilto-
nian with a coarse-grained one, we simplified the calculations but the price to pay is to find the
connection between the phenomenological parameters appeared in the free energy and measur-
able quantities.

In Sections 7.1 and 7.2, the free energy of the Magnetic PFC model is introduced, the phys-
ical significance of each term of the free energy is explained and the dynamical equations of the
motion are discussed. Also we estimate the values of some of the phenomenological parame-
ters involved in the free energy, by examining the effects arising from the different terms and
comparing the effects with real systems. For example the value of the permeability, µ0, in the
units of the model, is estimated using the fact that the molecular field inside the ferromagnetic
material is mostly due to the exchange interaction rather than the classical dipole-dipole inter-
action. Knowing the relative significance of these two fields in real materials, we can estimate
the value of µ0.

In Section 7.3 the free energy of the magnetic field inside the material is calculated.
In Section 7.4 we estimated the values of the magnetic phenomenological parameters by

connecting them to physical macroscopic quantities such as saturation magnetization and mag-
netic susceptibiliy.
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7.1 Free energy
To incorporate elastic and magnetic properties of ferromagnetic crystalline solids, the free
energy is written in terms of the two relevant order parameters: dimensionless density n and
magnetization vector, m = (mx,my).

The free energy we propose is

∆F
kBTV ρ̄

≈
∫

dr
( [

n
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)2) n
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−
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−m · B + |B|
2

2µ0

)

,

(7.1)

where the first square brackets enclose the common phase field crystal free energy, which
was introduced in Eq. 6.12. We refer to this part of the free energy density (the integrand) as
fp f c. The field n = (ρ − ρ̄l)/ρ is the dimensionless number density, in which ρ̄l is a constant
density and is defined to be the density of liquid at coexistence. As discussed in Section 6.1.3,
the quantity ∆B = Bl − Bs is related to the temperature. It decreases when the temperature
decreases. The parameters t and v are associated with the local part of the free energy (intrinsic
free energy of the ideal gas).

The second term in the free energy, fm−e = α/2(m · ∇n)2, couples the magnetization field
to the gradient of the density field. This term is associated with 1) the magneto-elastic ef-
fects leading to the deformation of a ferromagnetic sample under the influence of an external
magnetic field, namely, the magnetostriction effect. The coefficient α is related to the magne-
tostrictive coefficient, L. 2) the fact that the magnetic effects only appear in the solid phase. In
a system consisting of the supercooled liquid phase and crystalline phase, the magnetic effects
only arise in the crystalline phase. This is because the magnetization is coupled to the gradient
of the density field. In the liquid phase where the density is constant, ∇n = 0 and fm−e becomes
zero. The PFC free energy leads to a periodic structure that matches the atomic sites in the
crystalline structure and gives a microscopic description of the properties of the solid [63].

The next square brackets (which will be referred to as fm in this text) is very similar to the
coarse-grained Landau-Ginzburg (LG) free energy for the ferromagnetic transition which was
discussed in Section 5.1. There is however a modification to the coefficient of the |m|2 term.
The coefficient of the |m|2 term in the LG free energy is a(T −Tc)/2 and it is responsible for the
paramagnetic to ferromagnetic phase transition. The coefficient of |m|2 in this model is chosen
to be (rc−βn2). It is implicitly temperature dependent and is responsible for the magnetic phase
transition in this model. The parameters rc and β are constant and their values are chosen in
such a way that the Curie temperature lies below the coexistence lines in the phase diagram.
This condition needs to be satisfied because ferromagnetism normally happens in the solid
phase. There are some synthesized materials, called ferrofluids, which are ferromagnetic in the
liquid phase, but the emergence of a natural ferromagnetism in the liquid phase is not a common
phenomenon [24], [25], [31]. The parameters W0 and γ are equivalent to the parameters W0
and u in Eq. 5.1. It will be shown in Section 7.4 that the parameter γ is related to the saturation
magnetization and the magnetic susceptibility of the material. The parameter W0 is associated
with the width of the magnetic domain walls and determines the magnetic exchange length. It
plays an important role in the discussions of Section 9.3.2.
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The estimated values of the parameters are Bs = 0.98, t = 1/2, v = 1/3,α = 10−3, β =

1/25, rc = 1/100, µ0 = 10−3, and γ = 1. The description of the parameters, how to link them to
measurable physical quantities, and how to estimate their numerical values are discussed this
section and in Section 7.4.

The last two terms of the free energy

fB = −m · B +
|B|2
2µ0
, (7.2)

is associated with the free energy of the magnetic field inside the ferromagnetic material. The
derivation of this free energy is given in Section 7.3.

The magnetic field B = B(r) represents the total local magnetic field at a particular position
of the material. It can be calculated by adding the induced magnetic field and the external
magnetic field

B(r) = Bind(r) + Bext . (7.3)

The external magnetic field is produced by an external source. We set the value of the external
magnetic field and its value in this equation is explicitly known. The induced magnetic field
is not a result of true current densities arising from charge transport but is a result of atomic
currents inside the matter. These atomic currents can be expressed in terms of the macroscopic
quantity, magnetization, M. From a macroscopic point of view, all magnetic effects due to
the matter can be described in terms of M [33]. The magnetic field produced by the magnetic
current density can be calculated through the vector potential which is defined as

B = ∇ × A. (7.4)

The vector potential satisfies the Poisson equation

∇2A = −µ0∇ ×m. (7.5)

Equation 7.5 can be derived from Ampere’s law. The details of the derivation is given in Ap-
pendix A. Knowing the value of the magnetization at each position of the system, we solve
Eq. 7.5 to calculate the vector potential A, then we use Eq. 7.4 to calculate the magnetic field
B.

7.2 Dynamical equations of motion
Similar to the phase field crystal model, the dynamics of the density field n is governed by the
the conserved, model B dynamics [54]. Thus

∂n(r, t)
∂t

= ∇2
(

δF(n,m)
δn

)

=

(

∆B + Bs
(

1 + ∇2
)2)

n − tn2 + vn3 − βn|m|2

+ α [(m · ∇n) (∇ ·m) +m · ∇ (m · ∇n)] .
(7.6)
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The dynamics of the magnetization fields mx and my are governed by the model A dynamics
[30]. The magnetization is not a conserved quantity in the ferromagnetic phase transition. Thus
the equations of motion for magnetization in x and y directions follow

∂mx(r, t)
∂t

= −
δF(n,m)
δmx

= W2
0∇

2mx −
(

rc − βn2
)

mx − γmx|m|2

+ α (m · ∇n) ∂xn + Bx,
(7.7)

∂my(r, t)
∂t

= −
δF(n,m)
δmy

= W2
0∇

2my −
(

rc − βn2
)

my − γmy|m|2

+ α (m · ∇n) ∂yn + By.
(7.8)

The details of calculations of the equations of motion and the functional derivative calculations
are given in Appendix A.

7.3 Magnetic Free Energy
In this section, we derive the thermodynamic relations for a magnetic substance in a magnetic
field. The discussions of this section are based on [42] and are in SI units. It can be shown that
the work required to change the magnetic induction in a unit volume of material is [33]

dwb = H · dB, (7.9)

where H is the external magnetic field and B is the magnetic induction inside the material.
The differential of the free energy per unit volume of the material is given by

dF = −S dT + ξdρ +H · dB, (7.10)

where S is the entropy, ξ is the chemical potential, ρ is the density and T is the temperature of
the system. The thermodynamic potential is defined as

F̃ ≡ F −H · B. (7.11)

The differential form of this equation is

dF̃ = −S dT + ξdρ − B · dH, (7.12)

which implies that

∂F̃
∂H = −B. (7.13)

Integrating this equation and using the fact that B = µ0(H +M), where µ0 is the permeability
of the free space, we obtain

F̃ = F̃(M, 0) − µ0
(

M ·H − H
2

2
)

. (7.14)
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From this equation and using Eq. 7.13, we can calculate the free energy to be

F = F̃ +H · B

= F̃(M, 0) − µ0M ·H −
µ0

2
H2 +H · B

= F̃(M, 0) − µ0

2
H2 +H · (B − µ0M)

= F̃(M, 0) + µ0

2
H2

= F̃(M, 0) +
B2

2µ0
+
µ0

2
M2 −M · B.

(7.15)

This is the expression we used in the free energy of the magnetic PFC model, Eq. 7.1.

7.4 Estimation of the parameters
The Magnetic PFC free energy is a phenomenological free energy constructed to describe
certain properties of magnetic materials. The quantities and variables in this free energy are
made dimensionless by dividing them by relevant parameters of the system. For example
lengths are written with respect to lattice spacing.

We estimate the values of these dimensionless quantities by comparing the numerical values
of the different terms obtained from simulations with each other and knowing the physical
significance of each term from experiments. We can also link the parameters of the free energy
to measurable physical quantities and estimate their values.

7.4.1 Estimation of the permeability
To estimate the value of µ0 it is useful to note that the LG part of the free energy for the fer-
romagnetic phase transition, fm, incorporates the exchange interaction of the Weiss molecular
field into the free energy. On the other hand in the absence of an external magnetic field,
B = Bind and fB is the free energy of the induced magnetic field which is equal to the clas-
sical magnetic moment interaction of the Weiss molecular field. As estimated in Section 2.4,
the field arising from the magnetic dipole interaction is 10−4 times weaker than the exchange
interaction. This information helps us to set the value of the permeability, mu0, in the units
of our model. Comparing the numerical values of the exchange portion of the free energy in
Eq. 7.1 (obtained from simulations) with the magnetic dipole interaction, fB,we can see that by
choosing µ0 ≡ 10−3 the free energy of the magnetic dipole interaction becomes of the order of
10−4 − 10−5 relative to the exchange interaction. If µ0 ≡ 1 for example, these two energy terms
become of the same order of magnitude, which is not physical.

7.4.2 Estimation of the parameters of the magnetic system
In this section we first discuss how to connect the parameters of the LG free energy of ferro-
magnetic transition, fm, to measurable quantities such as the saturation magnetization, ms, and
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the magnetic susceptibility, χ. Considering the simple LG free energy of ferromagnetic phase
transition

f (m) =
A(T − Tc)

2
m2 +

u
4
m4, (7.16)

and minimizing with respect tom, for the magnetization below the Curie temperature we obtain

m =
√

−A(T − Tc)
u

. (7.17)

Noting that the saturation magnetization is the magnetization at T = 0, namely,ms = m(T = 0),
we obtain

ms =

√

ATc
u
. (7.18)

The saturation magnetization is an experimentally measurable quantity. It has a value of the
order of ms = 1752, 1446, and 512 for Iron, Cobalt, and Nickel, respectively [59]. The value
of Tc is measured to be 780(774)◦C, 1075(1231)◦C, and 365(372)◦C for Iron, Cobalt and,
Nickel, respectively. The first temperature is obtained from the heat capacity measurements
at constant volume and the second one enclosed in the parentheses is measured at constant
pressure. Knowing ms and Tc, we can calculate the value of the ratio A/u.

To estimate the value of A, we consider the LG free energy of magnetic phase transition in
the presence of an external magnetic field, Eq. 4.6,

fm,B =
A(T − Tc)

2
m2 +

u
4
m4 − Bm. (7.19)

Minimizing with respect to m

∂ fm,B
∂m

≡ 0, (7.20)

yields

A(T − Tc)m + um3 − B = 0. (7.21)
The magnetic susceptibility, χ, is defined as

χ =
∂m
∂B

∣

∣

∣

∣

B=0
. (7.22)

Differentiating Eq. 7.21, with respect to B gives

(A(T − Tc) + 3um2)
∂m
∂B
= 1, (7.23)

Rephrasing this equation for χ = ∂m/∂B and noting that m = 0 for T > Tc and m ! 0 for
T < Tc, we obtain

χ =

{ 1
A(T−Tc)

for T > Tc
1

2A(T−Tc) for T < Tc.
(7.24)

Knowing the behaviour of χ near the critical point, we can calculate the value of A.
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7.4.3 Estimation of the coefficient of the magneto-elastic coupling term
The purpose of this section is to estimate the value of the parameter α. To estimate α, we
need the expression for the free energy in terms of the stain tensor. This calculation is done
in Section 8.3. Here we use the equations obtained in that section, and estimate α, to keep
continuity of the subject.

The magnetostrictive coefficient, L, is defined as the fractional change in the length of the
sample as the magnetization of the material increases from zero to the saturation value (ms).

Considering Eqs. 8.23-8.25, we can see that

Uij ∝
α

Bs
|m|2, (7.25)

Substituting |m| = |ms| into this relation, we obtain a relation for fractional change in the length
at saturation magnetization, which is equal to the magnetostrictive coefficient

L ∼
α

Bs
|ms|2. (7.26)

The measured values for the magneostrictive coefficient L are ∼ 10−5.The quantities in the free
energy, i.e., Bs and m are written in dimensionless units. We set Bs = 0.98 and the saturation
magnetization from the simulations comes out to be of order of unity. Therefore for α, we
obtain

α ∼ 10−5. (7.27)



Chapter 8

Analytical Results

In this chapter we use the amplitude expansion method to obtain an expression for the free
energy in terms of the amplitudes of the density field in Fourier space and consider the small
elastic deformations. This helps us to further discover the properties of the model and to
comprehend the implications of each term more profoundly. In Section 8.2, we minimize the
free energy using a set of estimated values of the parameters of the free energy and calculate the
equilibrium phases of the model, i.e., liquid, non-magnetic solid and magnetic solid. In Section
8.3, we discuss the magneto-elastic effects in ferromagnetic materials, using the Magnetic PFC
model. Finally, in Section 8.4 we discussed what happens when an external magnetic field is
applied to a magnetic system both qualitatively and quantitatively, by plotting the free energy
obtained in Section 8.2. This helps us to analytically calculate the hysteresis curve of a single
crystal using the free energy of the Magnetic PFC model.

8.1 Amplitude Expansion
In this section, we use the amplitude expansion method explained in Section 6.3 to calculate
the Magnetic PFC free energy in terms of the variable amplitudes of the density field. This
enables us to include the longer-range elastic effects in the free energy and study the effect of
small deformations in the system.

We perform the phase diagram calculations, by excluding the terms that contain the mag-
netic field B = Bind +Bext . This is reasonable, since the Curie temperature should be calculated
in the absence of any external magnetic field (Bext = 0). The induced magnetic field, Bind, can
also be ignored since as explained in Section 2.4.1, the dipole-dipole interaction portion of the
molecular field is much smaller than the exchange interaction portion (by a factor of 10−4).
Therefore it is reasonable to ignore Bind and define:

F ≡
∆F

kBTV ρ̄
−

∫

dr
(

−m · B + |B|
2

2µ0

)

. (8.1)

As explained in Section 6.3, in the amplitude expansion method we expand the density field in
Fourier series

n = n0 +
∑

j

η jeiq j ·r +C.C, (8.2)
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where C.C is the complex conjugate of the expansion and q1 = −
√

3/2i − 1/2j, q2 = j and
q3 =

√
3/2i − 1/2j for a triangular two dimensional system. We insert this expansion into the

free energy and integrate over the space.
To integrate we use the assumption that the amplitudes, η j, vary on length scale much

larger than the lattice constant. With this assumption, we can approximate the integrals by
ignoring the spatial dependence of the amplitudes over a unit cell. Using this “quick and dirty
approximation” [54], we can evaluate the integrals to get

Fη =
∫

dr
{

(∆B + Bs)
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,

(8.3)

where the operators G j andA j are defined as G j ≡
(

∇2 + 2iq j · ∇
)

andA j ≡ m ·
(

∇ + iq j
)

.
We can now consider the elastic deformations by inserting η j = φeiq j ·u into Eq. 8.3 and

knowing the vectors q1, q2 and q3 for the triangular two dimensional lattice.We obtain:

Fφ,Ui j =

∫

dr
{

(

−
t
3
+

1
2

(∆B + Bs)
)

n2
0 +

v
4
n4

0 + φ
2
(

3∆B − 6tn0 + 9vn2
0

)

+ φ3
(

− 4t + 12vn0
)

+ φ4
(45

2
v
)

+ Bs
[

φ2
(

9
2

(

U2
xx + U2

yy

)

+ 3UxxUyy + 6U2
xy

)]

− 3αφ2
(

Uxx|mx|2 + Uyy|my|2 + 2Uxymxmy
)

+

(W2
0

2
|∇m|2 +

[

rc − β
(

n2
0 + 6φ2

)

− 3αφ2
] |m|2

2
+ γ
|m|4

4

) }

,

(8.4)

where Uij are the linear strain tensor elements and are defined as

Uij =
1
2















ui j + uji +
∑

k

uiku jk















(8.5)
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in which i, j = 1, 2 and uab is defined as:

uab =
∂ua
∂b
. (8.6)

Thus,

Uxx = uxx +
1
2

(u2
xx + u2

yx) (8.7)

Uyy = uyy +
1
2

(u2
yy + u2

xy) (8.8)

Uxy =
1
2

(uxy + uyx + uxxuxy + uyxuyy). (8.9)

The complete derivation of the amplitude expansion and the elastic deformation can be
found in Appendix B. Writing the free energy in this form helps us to better understand the
physical meaning of each term. The first line of this equation describes the first order solid-
liquid phase transition, the second line represents the elastic energy which is zero in the liquid
phase (φ = 0), as expected. The third line is associated with fm−e, i.e., the magneto-elastic
effects in ferromagnetic materials and its physical implications will be considered in Section
8.3. The last line describes the ferromagnetic phase transition. Using this free energy, and the
one-mode approximation, we calculate the phase diagram of the model in the next section.

8.2 Phase diagram
In this section we minimize the free energy, Eq. 8.4, with respect to the strain tensor elements,
Uij, and magnetization, |m|. Then we set the parameters rc and β so that the ferromagnetic
transition occurs in the solid phase [31]. We show that this free energy is minimized by three
phases: liquid, non-magnetic solid and magnetic solid.

To minimize the free energy with respect to Uxx, Uxy and Uyy we need to solve

∂ fφ,Ui j

Ui j
= 0, (8.10)

for Uxx, Uyy and Uxy, and we obtain

Uxx =
α

8Bs
(3m2

x − m2
y) (8.11)

Uyy = −
α

8Bs
(m2

x − 3m2
y) (8.12)

Uxy =
α

2Bs
mxmy. (8.13)

Inserting Uxx, Uyy and Uxy into the free energy, Eq. 8.4 gives
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Fφ =
∫

dr
{W2

0

2
|∇m|2 +

(

−3αφ2 − 6βφ2 + rc − βn2
0

) |m|2
2
+

(

−
9
4
φ2α2

Bs
+ γ

)

|m|4
4

+
(

3∆B − 6tn0 + 9vn2
0

)

φ2 + (12vn0 − 4t)φ3 +
45
2
vφ4

+

[

1
2

(Bs + ∆B) −
1
3
t
]

n2
0 +

1
4
vn4

0

}

.

(8.14)

To see the similarities of this free energy with the LG free energy of ferromagnetic phase
transition of Eq. 5.1, Fφ is written in the order of decreasing powers of the magnetization, |m|.
Accordingly, the sign of the coefficient of the second order term, |m|2, determines whether the
system is paramagnetic or ferromagnetic. To calculate the temperature and the density at which
the ferromagnetic phase transition occurs, we minimize fφ (the integrand) with respect to |m|.
Solving the equation ∂ fφ/∂|m| = 0 we obtain

|m| = 0,±

√

√

√

√−
(

rc − n2
0β − 6φ2β + 3φ2α

)

γ − 9
4
α2φ2

Bs

, (8.15)

where φ is the amplitude of the density field expansion, in the traditional PFC model. We
calculate it by minimizing the Magnetic PFC free energy with respect to φ, assuming |m| = 0.
This gives

φPFCmin = −
n0

5
+

1
10
+

1
10

√

1 + 16n0 − 16n2
0 − 20∆B. (8.16)

It is a function of the mean density, n0, and the temperature ∆B.
Since α = 10−3 is much smaller than γ = 1, the denominator in Eq. 8.15 is always positive.

Therefore by requiring that the expression on the numerator be positive, we can determine the
set of densities and temperatures for which the net magnetization of the system is not zero and
the system is magnetic. To find the transition line in the ∆B − n0 plane, above which |m| = 0
and below which |m| has a finite value, we should solve

rc − n2
0β − 6φ2β + 3φ2α = 0. (8.17)

Inserting φ = φPFCmin from Eq. 8.16 into this equation and solving it for ∆B gives us a line in the
∆B − n0 phase diagram, called the Curie line, that separates the non-magnetic phase from the
magnetic phase

∆B = − 1
30

1
−2β+α

(

−6β+12βn0−6αn0+3α+10
√
−6β2n2

0+3βn2
0α+6βrc−3αrc

−2β+α (−2β + 4βn0 − 2αn0 + α)

+14βn2
0 + 36βn0 + 6β + 18αn2

0 − 18αn0 − 3α − 50rc
)

.

(8.18)

Inserting the parameter values into this equation, we can plot the Curie line. The values of
rc and β can be assigned at this point. By changing the values of rc and β, we can change
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Figure 8.1: A phase diagram of the magnetic PFC model. The dots denote the liquid-solid
coexistence lines of the PFC model and the line denotes the Curie line, above which the solid
is not magnetic and below which it becomes magnetic.

the position of the Curie line in the phase diagram. Since we know that the magnetic phase
only occurs in the solid phase, we choose them in such a way that this line lies below the PFC
coexistence lines. If we increase rc or decrease β, the line will shift down.

The phase diagram of the magnetic PFC model is shown in Fig. 8.1, with Bs = 0.98, t =
1/2, v = 1/3,α = 10−3, β = 1/25, rc = 1/100, µ0 = 10−3, γ = 1. It should be mentioned
that the liquid-solid coexistence lines depicted in the phase diagram are the same as the PFC
coexistence lines, since above the Curie line, where the liquid-solid transition happens, |m| = 0
and the free energy reduces to the PFC free energy.

8.3 The magneto-elastic effects
In this section we consider only the effect of the magno-elastic term on a square crystal sample.
Our purpose is to understand how a non-zero magnetizationm = (mx,my) caused by an external
magnetic field, can deform the sample. To check this effect we consider the PFC portion of the
free energy together with the magneto-elastic coupling term, fm−e

Fm−e ∝
∫

dr
[

n(Bs(1 + ∇2)2)n − α
2

(m · ∇n)2
]

. (8.19)
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Performing the amplitude expansion we get

Fm−e ∝ 2
∫

dr
∑

j

(

|G jη j|2 − α|m · A jη j|2
)

, (8.20)

where G j = ∇2 + 2q j · ∇. Now considering the small deformations by letting η j = φeiq j ·u, we
get

Fm−e
φ2 = Bs

[

9(U2xx + U2
yy + 12U2

xy) − 6α(m2
xUxx + m2

yUyy) − 3α|m|2
]

. (8.21)

Since we are considering the effect at a constant temperature and density, φ is a constant and
we can take it out of the integral. Minimizing this free energy with respect to the strain tensor
elements, Uxx, Uyy and Uxy gives Uxx,Uyy and Uxy as in Eqs. 8.11, 8.12 and 8.13. Substituting
back into the free energy Fm−e, Eq. 8.20, we obtain

Fm−e = −
1

2Bs

(3
2
αφ|m|2

)2
. (8.22)

To see the influence of a non-zero magnetization vector on the structure of a ferromagnetic
sample, we assume that the magnetization, m, has an angle, θ, with the x-axis and insert m =
(m cos θ,m sin θ) into the strain tensor Eqs. 8.11, 8.12 and 8.13 giving

Uxx = −
α

8Bs
m2(1 − 4 cos2 θ) = α

8Bs
m2(2 cos(2θ) + 1) (8.23)

Uyy = −
α

8Bs
m2(1 − 4 sin2 θ) = − α

8Bs
m2(2 cos(2θ) − 1) (8.24)

Uxy =
α

2Bs
m2(cos θ sin θ) = − α

Bs
sin(2θ). (8.25)

Knowing the strain tensor elements as a function of |m| and θ, we can use the infinitesimal
strain theory1 to calculate the deformation of a square sample of dimension L as a result of
a finite magnetization, m. An external magnetic field can be used to change the value and
direction of the magnetization vector, m, and therefore to deform a ferromagnetic sample to
the desired shape.

Using the infinitesimal strain theory and assuming that uxy = uyx for simplicity, the four
corners of a square sample of dimension L transform to [62]

(0, 0) → (0, 0) (8.26)
(L, 0) → (L(1 + uxx), Luxy) (8.27)
(0, L) → (Luxy, L(1 + uyy)) (8.28)
(L, L) → (L(1 + uxx + uxy), L(1 + uyy + uxy)). (8.29)

1This theory discusses the infinitesimal deformation of a continuum body. A small displacement of particles
of a deformed body is shown by the components of the displacements, ux, uy, in two dimensions. In this theory it
is assumed that these two components are very small quantities and vary continuously [62].
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Figure 8.2: The magneto-elstic deformations for a ferromagnetic sample of dimension L.
The original shape of the sample is depicted by the dotted lines and the deformed samples are
depicted by solid lines. The arrows show the direction of the magnetization vector, m, in each
case. The left plots are for α = −0.1 and the right plots for α = 0.1.

Inserting the strain tensor elements from Eqs. 8.23-8.25, we calculated deformation of a
square ferromagnetic sample for various magnetization vectors. The results for two values for
the magnetostrictive coefficients, i.e., α = 0.1 and α = −0.1 are shown in Fig. 8.2. The left
bottom vertex of the square is at (0,0) and the arrows show the magnetization vector in each
case. The deformations are evaluated, assuming that m2/8Bs = 1/2. As explained in Section
2.6.4, for a negative magnetostrictive coefficient, we expect the change in length of the sample
be negative and the sample shrinks, as shown in the left plots in Fig. 8.2.

8.4 Analytical coercivity calculations
In this section we first explain how hysteresis occurs in practice and then analytically calculate
the coercivity in the Magnetic PFC model.

As explained in Section 4.2 an external magnetic field tends to tilt the double well structure
of the LG free energy of magnetic transition and force the system to choose one of the states,
+|m0| or −|m0| depending on the direction of the applied magnetic field.

We first assume that the temperature is below the Curie temperature, there is no external
magnetic field and the system has a mean magnetization of −|m0|. If now an external magnetic
field of +|H| is applied to the system, it tends to align the the magnetic moments with it by
changing the direction of the magnetic moments from the negative direction to the positive
direction.

From another point of view, application of an external magnetic field causes the free energy
to be tilted. When the magnetic field is in the positive direction, it causes the free energy to
have a local minimum at −|m0| and a global minimum at +|m0|, as illustrated in Fig. 8.3(a).
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The local minimum is a metastable state of the system. This means that if there is not any
fluctuations in the system, for example when the temperature is zero, the moments that are in
the negative direction are not able to flip to the positive direction and the mean magnetization
of the system will remain negative.

 

(a) Hy < Ha



(b) Hy > Ha

Figure 8.3: The plot of the magnetic free energy, Eq. 8.31, for different values of external mag-
netic field. The magnetic field Ha is the minimum field necessary to remove the local minimum
of the free energy. In (a) Hy = 10−4 is smaller than the analytical value Ha = 1.5 × 10−4. The
free energy is tilted but has two minima at −|m0| and +|m0|. In (b) the external magnetic field,
Hy = 5×10−3, is larger than Ha and as expected, the local minima has disappeared and the free
energy has only one minima at +|m0|.

If we further increase the magnitude of the external magnetic field, it tilts the free energy
to a greater extent until it reaches to a value at which the local minimum is removed and the
free energy has only one global minimum. This state is illustrated in Fig. 8.3(b). Accordingly,
in this state the magnetic moments gradually orient in the direction of the magnetic field and
the mean magnetization of the system becomes +|m0|.

We can see the same process in the hysteresis loop of a ferromagnetic material Fig. 2.4.
In this plot the vertical axis represents both the magnetic induction, B, and the magnetization,
m, i.e., both quantities have the same behaviour [60]. If we start from negative magnetization
value, for example from the point where the loop crosses the vertical axis and increase the
external magnetic field, the magnetization increases with a mild slope until it reaches to a point
where the slope suddenly increases and the mean magnetization of the system sharply changes
from a negative value to a positive value. This sharp change happens when the magnetic field
H is strong enough to remove the local minimum of the free energy and all of the magnetic
moments align with the external magnetic field. The coercivity is defined as the external mag-
netic field required to make the mean magnetization of the system zero and to completely
demagnetize it [60].

To calculate the coercivity using the Magnetic PFC model, we need to find out at what
external magnetic field the local minimum of the free energy disappears. To calculate this



8.4. A   77

magnetic field we should solve

d fφ
dm
= 0 (8.30)

in which fφ comes from Eq. 8.14 including −m ·H for the interaction of the external magnetic
field (H) and magnetic moments.

fφ =
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1
4
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0 −m ·H.

(8.31)

We use the same parameters as we used to calculate the phase diagram and solve Eq. 8.30.
The roots of this equation represent the magnetization values fort which the free energy is
minimum.

      












Figure 8.4: The vertical axis represents the magnetizationm and the dotted lines represent the
two roots of of Eq. 8.30, corresponding to positive and negative magnetization minimum. It is
seen that the solid line stops at about Ha = 1.5 × 10−4. This magnetic field corresponds to the
field at which the local minimum of the free energy disappears and the system jumps to the
global minimum, i.e, the positive magnetization.
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Fig. 8.4 shows the roots of Eq. 8.30 for different values of external magnetic field. It is
clear from this plot that one of the roots disappears, i.e., becomes a complex number, at an
external magnetic field of approximately Ha = 1.5 × 10−4. This magnetic field is equivalent to
the magnetic field at which the local minimum in the free energy disappears (Fig. 8.3(b)). This
calculation gives us an insight into the approximate value2 of the magnetic field to be applied
to the system, for the system to jump from the −|m0| state to the +|m0| state, and allows us to
calculate the coercivity using simulations.

To calculate the coercivity we first need to determine the exact magnetic field at which
the transformation from one state to the other happens, using numerical simulations. This
procedure and the results will be discussed in Section 9.2. Essentially we need to perform a
few simulations, applying constant magnetic field about Ha to the system and check at what
value of H, the mean magnetization of the system will change from a negative value to a
positive value.

2It is “approximate” because we used a single mode approximation to calculate the free energy fφ.



Chapter 9

Numerical Results

In this chapter we present the results of the simulations done, to reproduced the experimental
data on soft magnetic nanocrystalline materials [27], using the Magnetic PFC model. We also
provide theoretical arguments to explain the results of simulations and justify the dependence
of the coercivity on the grain size.

The simulations are performed by solving the dynamical equations of motion Eqs. 7.6-7.8
together with Eqs. 7.4 and 7.5 to calculate the induced magnetic field. We used the values
obtained in Appendix 7 for the phenomenological parameters involved in the free energy.

The aim of our simulations is to validate the results of the analytical phase diagram cal-
culations and more importantly to reproduce the experimental diagram in Fig. 3.7 with the
Magnetic PFC model.

This diagram presents the experimental data obtained by measuring the coercivity of ma-
terials having various grain sizes [29], to clarify the dependence of the coercivity on the grain
size. They also reported the unusual combination of soft magnetic properties and ultrafine
grain structure in iron based nanocrystalline alloys (Fe-Cu-Nb-Si-B) alloys. This phenomenon
is theoretically explained by the Random Anisotropy Model [27] and was described in Section
3.3. This is an important phenomena since it offers the opportunity of tailoring the magnetic
properties of soft magnetic materials using magnetic field annealing [28].

We perform simulations to reproduce this effect using the Magnetic PFC model. We also
run simulations to check the dependence of the coercivity on the grain boundary angle.

9.1 Phase diagram simulations: liquid, non-magnetic solid
and magnetic solid

Three sets of simulations were carried out by choosing the mean density of the system, n0,
and the temperature, ∆B, so that the equilibrium state of the system be located in the liquid,
non-magnetic-solid and magnetic solid phases predicted by the phase diagram in Fig. 8.1.

The system was prepared by setting on a constant density everywhere in the system and
nucleating solid seeds by creating random fluctuations at arbitrary places of the system. The
mean density of the system is n0. To produce the density fluctuations we generated random
numbers of a Gaussian distribution with mean zero and a standard deviation of unity. We
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initiated the magnetization field by assigning a random number at all of the grid points. Since
this initial state is not the equilibrium state of the system, it will evolve towards
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(a) Density-Non-magnetic solid (b) Magnetization-Non-magnetic solid. The mag-
netization is of order of 10−17.

(c) Density-Magnetic solid (d) Magnetization-Magnetic solid

Figure 9.1: The final configurations of non-magnetic solid for the density field (a), magneti-
zation field (b) and the final configurations of the magnetic solid, the density field (c) and the
magnetization field (d).
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its stable state. The system size is lx = ly = 64 and the total number of time steps is 107

with ∆t = 10−3 and ∆x = π/4.
Considering the phase diagram, Fig. 8.1, we can see that choosing the following values for

density and temperature of the system, the equilibrium state of the system will be in the liquid,
non-magnetic solid and magnetic solid:

1. Liquid: n0 = −0.1, ∆B = 0.1

2. Non-magnetic solid: n0 = 0.125, ∆B = 0.1

3. Magnetic solid: n0 = 0.2, ∆B = 0.02
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Figure 9.2: Plots of the total magnetization of the system for three phases predicted by the
phase diagram, i.e., liquid (1), non-magnetic solid (2) and magnetic solid (3). The magnetiza-
tion vanishes for cases 1 and 2 but has a finite value for case 3, as the phase diagram predicts.

Figure 9.2 shows the mean magnetization of the system vs. time for the three cases above.
The plots show that starting from a random magnetization for the three cases, the magnetiza-
tion decrease for cases (1) and (2), and eventually the system will have a zero magnetization,
as predicted by the phase diagram. The magnetization increases in case (3), and the system
eventually will have a finite magnetization. The reason for a non-zero magnetization in this
case is that the coefficient of the term |m|2, i.e.,

(

−3αφ2 − 6βφ2 + rc − βn2
0

)

is negative in this
case.

The plots of the final configurations of the density and magnetization for the non-magnetic
and magnetic solid are shown in Fig. 9.1. It is important to note that the magnetization field for
the non-magnetic solid is almost zero, i.e., of order of 10−17.
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9.2 Constant external magnetic field simulations
To confirm the analytical coercivity calculations of Section 8.4 we performed a few simulations
by applying constant external magnetic fields in the positive y direction. We choose the density
and temperature of the system to be in the magnetic solid state and assumed that the initial
mean magnetization of the system is m0

y = −6 × 10−2. This value is chosen based on Fig. 8.4.
Before explaining the simulations, it is useful to review the plot of the free energy in the

presence of an external magnetic field, shown in Fig. 8.3. The applied magnetic field in +y
direction tends to tilt the free energy as in Fig. 8.3(a). If Hy is large enough, it will remove the
local minimum of the free energy, as in Fig. 8.3(b)

Since our final goal is to check the grain size dependence of the coercivity, we performed
simulations on a single crystal and a two-grain system to examine the difference of the evolu-
tion of the magnetization field in two cases. The two-grain system is produced by rotating the
hexagonal structure by an angle of θ1 = 21.7867◦, in one grain and θ2 = −21.7867◦ in the other
grain. The rotation angle and the ∆x = 28π/(64

√
3) are chosen so that the crystal is perfectly

fitted inside the box, to remove any possible mismatching effects. The initial configurations of
the single-grain and the two-grain systems are shown in Fig. 9.3.

(a) (b)

Figure 9.3: The initial configuration of the system for (a) a single crystal, and (b) for a two-
grain system. The boundary divides the system to two vertical grains with θ1 = 21.7867◦ and
θ2 = −21.7867◦.

It is expected that the value obtained from the simulations and the value obtained from the
analytical calculations to be a bit different. The reason is that the analytical calculations were
carried out using the free energy that is calculated by applying the one-mode approximation,
while this is not the case for the simulations.

The system size is lx = ly = 64 and the total number of time-steps is ttot = 45 × 105. We
first run the simulations with H = (0, 0) for trlx = 105 time-steps and let the system relax,
but do not gather any data. Then we apply the external magnetic field and calculate the mean
magnetization and energy of the system. The magnetization plots for H = (0, 10−5) and H =
(0, 5 × 10−4) are shown in Fig. 9.4. The magnetic fields are chosen to be close the analytical
coercivity Ha = (0, 1.5 × 10−4), obtained in Section 8.4.
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Figure 9.4: The plot of the magnetization vs. time for a single crystal and a two-grain system.
When the external magnetic field is small, the local minimum in the free energy is not removed
and the magnetic moments are captured in the metastable state and the magnetization never be-
comes positive as in (a). If the magnetic field is large enough it can remove the local minimum
of the free energy and eventually the magnetic moments are aligned with the external magnetic
field and the mean magnetization of the system becomes positive as shown in (b).

It can be seen in Fig. 9.4(a) that the mean magnetization of the system for |H| < |Ha| always
remain negative and the magnetic field is not strong enough to change the mean magnetization
of the system to a positive value. For |H| > |Ha|, Fig. 9.4(b) shows that the magnetic field
removes the local minimum of the free energy and the system evolves to a positive mean
magnetization state.

It is also instructive to compare the magnetization of the single crystal with that of the
two-grain system for the two simulations. It can be seen in Fig. 9.4(b) that it takes more time
for the single grain system to approach to the positive magnetization state while it is faster for
a two-grain system. This means that the grain boundary affects the formation and growth of
the domains. This result will be confirmed in Section.9.3, when we apply a periodic external
magnetic field. Fig. 9.4(a) show that the equilibrium magnetization of the single crystal has a
more negative value relative to that of a two grain system.

The results also show that the run-time of the simulations need to be long enough to give
enough time to the magnetic moments to change direction and align with the magnetic field.
This should be noted in simulations with a cyclic magnetic field. The frequency of the change
in the magnetic field should be low enough to be able to see the change in the sign of the mean
magnetization of the system.



9.3. C    85

9.3 Cyclic magnetic field simulations
In this section the main results obtained from the Magnetic PFC model are discussed. Here
we examined the dependence of the magnetic properties of the ferromagnetic material on the
microstructure of the material, in particular on the grain size and the grain boundary angle. Our
aim is to reproduce the experimental coercivity measurements for magnetic nanocrystalline
alloys, presented in Fig. 3.7.

In the following simulations, a cyclic external magnetic field is applied to the system after
the system is relaxed for trlx = 105 time-steps. For t > trlx, the magnetic field is changed
linearly from zero to H = (0, 2.5 × 10−4), then decreased to H = (0,−2.5 × 10−4) and finally
increased to zero to complete the cycle as in Fig. 9.5. The whole cycle is done in N = 4 × 105

time-steps.
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Figure 9.5: Cyclic external magnetic field in y direction with Hmax = 2.5 × 10−4.

9.3.1 Single crystal and the two-grain system
As discussed in Section 9.2, when we apply a constant magnetic field to the systems, it takes
a smaller external magnetic field to remove the local minimum of the free energy in the two-
grain system while in the single crystal system a larger magnetic field is needed to remove the
local minimum. This implies that the existence of a grain boundary facilitates the formation
of the magnetic domains. This is a quite interesting result which can be also explained by
considering the free energy of Eq. 8.14. Consulting the equation that determines the Curie line,
Eq. 8.17, we see that in the grain boundary for which φ = 0, the temperature at which the
ferromagnetism happens is smaller. Therefore the grains are the sites of the system from which
the magnetic domains start to from and grow. This difference also affects the hysteresis loops
and the coercivities of the two cases and we expect that the two-grain system have a smaller
coercivity relative to the single crystal system.
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We run simulations, applying a cyclic external magnetic field to a single crystal and a two-
grain system, having dimensions lx = ly = 256, and the hysteresis curves of a single crystal
system is compared with that of a two-grain system. The simulations are performed in the
magnetic solid phase by choosing the temperature, ∆B = 0.02, and mean density, n0 = 0.2. A
cyclic magnetic field similar to Fig. 9.5 is applied to the systems. We prepared the two-grain
system as explained in Section 9.2 and the grain boundary is located in the vertical direction
similar to Fig. 9.3(b). The hysteresis loops for the two systems are shown in Fig. 9.6 and is in
agreement with the predictions.
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Figure 9.6: Hysteresis curves for a single crystal and a two-grain system.

It is also useful to picture the configurations of the magnetization my. The snapshots in
Fig9.7 show my when the magnetic field is at its maximum Hy = Hmax and starts to decrease. It
can be seen that the regions with smaller magnetization start to form around the grain bound-
ary. This means that the magnetic domains initiate from the grain boundaries and the grain
boundaries locally facilitate the formation of the magnetic domains.

9.3.2 Coercivity vs. Grain size simulations
We performed simulations with two-grain systems having a grain boundary angle of θ1 =
21.7867◦, and θ2 = −21.7867◦, in the magnetic solid phase. If the dimensions of the system
are lx = ly ≡ l, then the grain size will be D ∼ l/2. The parameter W0 in the free energy
was chosen to be 1. This parameter is related the magnetic correlations length or the magnetic
exchange length, Lex, in the Random Anisotropy Model (RAM) discussed in Section 3.3 and
plays an important role in our arguments. We applied a cyclic magnetic field as shown in
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(a) (b)

Figure 9.7: The magnetization my configuration for (a) a single crystal, and (b) a two-grain
system.

Fig. 9.5. We run the simulations for the following system sizes l = 32, 64, 128, 256, 512 and
plot the magnetization as a function of the external magnetic field, i.e., the hysteresis loop. The
hysteresis plots are shown in Fig9.8.

It is quite interesting to see that the model captures the dependence of the hysteresis loop on
the system size, namely, on the grain size. We can read the coercivity values off the hysteresis
curves and plot the coercivity as a function of the system size.

As we see in Fig. 9.9(a) the coercivity increases with the system size if l < 128, then it
starts to decrease as we further increase the system size and the crossover happens at the grain
size of about Dc = lc/2 = 64. This result is qualitatively in agreement with the magnetic
nanocrystalline materials data of Fig. 3.7. We now show that this crossover size depends on the
magnetic correlation length ξm which in turn depends on the magnetic exchange length Lex.

As explained in Section 5.1, for a typical LG magnetic free energy similar to Eq. 5.1 the
magnetic correlation length ξm, can be shown to be equal to [21]

ξm =

√

W0

2|r|
(9.1)

where r in the Magnetic PFC model is equivalent to r ≡ −3αφ2 − 6βφ2 + rc − βn2
0. We can

calculate φPFCmin using Eq. 8.16 with n0 = 0.2 and ∆B = 0.02. For W0 = 1, β = 1/25, α = 10−3,
rc = 1/100 we can calculate the magnetic correlation length to be ξm = 10 and obtain Dc/ξm =

6.4. This simulation suggests that for the grain size D < Dc = 6.4ξm, the domains forming at
each boundary start to overlap and average over the anisotropies of the the grains.

We run a similar simulation with W0 = 1/4. Figure 9.9(b) show the coercivity vs. time for
this simulation. As the plot shows, the peak shifts to the smaller grain size of Dc = lc/2 = 32 in
this case. On the other hand calculation of ξm from Eq. 9.1 gives ξm = 5 in this case. Thus we
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Figure 9.8: Magnetizationmy as a function of the external magnetic field Hy, when the external
magnetic field is in y direction with |Hmax| = 2.5 × 10−4.

again obtain the ratio Dc/ξm = 6.4 which is consistent with the previous simulation and with
the RAM in the sense that a domains with smaller correlation lengths can average over smaller
number of grains and therefore the crossover size shifts to smaller values.

This is a remarkable result showing the Magnetic PFC model is a powerful method to study
anisotropic magneto-elastic effects. Due to the fact that the Magnetic PFC model incorporates
the elastic and magnetic properties of the material in a microscopic level, it is ideal for studying
the inter-relation between elasticity, grain, defect and morphological structure of the materials
and their magnetic properties in reasonable time and length scales. No other continuum model
is capable of studying such phenomena because of the lack of enough temporal and spatial
resolution.

9.3.3 Coercivity vs. Grain boundary angle simulations
Simulations were performed for a system of size l = 256 an the following grain boundary
angles θ = 21.7867◦, 13.89789◦, 10.893363◦, 7.31115986◦, 3.67041626◦, to check the depen-
dence of the coercivity on the grain boundary angle. Fig. 9.10 shows the plot of the coercivity
vs. grain boundary angle. Again we prepared the system including two grains, one rotated
by and angle of θ and the other by −θ. The angles are chosen so that the perfect crystal is
fitted inside the simulation box, to prevent any change in the energy of the system regarding
the boundary effects. This diagram shows that the maximum coercivity occurs for the smallest
angle. This result is consistent with the simulations of the Section 9.3.1, and Fig. 9.6, since as
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Figure 9.9: Diagram of the coercivity vs. the size of the system for W0 = 1, (a). It shows that
for small system sizes, l < 128, the coercivity increases with increasing the grain size. For
l > 12 the behaviour changes and the coercivity decreases with increasing the system size, and
for W0 = 1/4, (b). Here also there is a crossover in the coercivity vs. grain-size data which
happens at l = 64.

this diagram suggests, the coercivity of a single crystal (θ = 0) is bigger than the coercivity of
a two-grain system.
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Figure 9.10: Diagram of the coercivity vs. the grain boundary angle for a system of L = 256.
The coercivity decreases as we increase the grain boundary angle.



Chapter 10

Conclusion

In this work we constructed a new model, the Magnetic Phase Field Crystal Model, to study
the interconnection between morphological properties of magnetic solids and their magnetic
properties. The free energy we constructed is the minimal free energy which combines the PFC
model with the Landau-Ginzburg free energy of ferromagnetic transition, and a coupling terms
to link the elastic and magnetic effects. The specific forms of the coupling terms guarantee
the ferromagnetic phase transition to occur in the solid phase and result in the anisotropic
magnetostriction effects.

The Magnetic PFC free energy, Eq. 7.1, is a phenomenological free energy with a few
parameters to be estimated. To estimate the parameters, we connected them to physical mea-
surable quantities and approximate their values in the dimensionless units.

We studied the properties of the model using both analytical arguments and finite difference
simulations. The analytical calculations consist of minimizing the free energy and calculating
the equilibrium states in the temperature-density plane and evaluating the phase diagram of
the model. To minimize the free energy we first estimated it in terms of the amplitudes of the
density η j in the Fourier space, using Eq. 8.2, and assumed that the amplitude in the density
expansion varies in space. Evaluating the free energy in terms of the variable amplitudes
enables us to study the small elastic deformations of the system via a displacement field u(r)
and to calculate the free energy in terms of the strain tensor elements, obtaining Eq. 8.4. This
expression for the free energy gives us an insight into the elastic and magnetic effects and their
connection, in terms of macroscopic strain tensor.

Since above the Curie temperature the magnetization is zero, the free energy reduces to
that of the PFC free energy. On the other hand from experiments, [24], [25], [31], we know
that the Curie line lies below the solid-liquid coexistence lines. Therefore the coexistence lines
for the Magnetic PFC free energy are similar to the traditional PFC free energy. The only
task remaining to completely evaluate the phase diagram is to determine the Curie line in the
density-temperature plane. This can be done by applying a similar process used to calculate the
Curie temperature in the LG ferromagnetic free energy, Eq. 5.1. The resulting phase diagram
is shown in Fig. 8.1, and implies three equilibrium phases, namely, liquid, non-magnetic solid
and magnetic solid.

In the next step we considered the magnetostriction effects by examining the coupling term
and using the infinitesimal strain theory. We calculated the deformations in a macroscopic
ferromagnetic sample by applying an external magnetic field. The schematic deformations are
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depicted in Fig. 8.2. As apparent from the figure, for a negative magnetostrictive coefficient, the
sample shrinks and for a positive value of the magnetostrictive coefficient, it expands, which is
quite reasonable.

The other analytical calculation was to estimate the hysteresis loop of a single crystal which
is free from any defect. When an external magnetic field, +|H|, is applied to the system having
negative mean magnetization −|m0|, the LG ferromagnetic free energy which is symmetric
in the absence the magnetic field, Fig. 4.2, becomes unsymmetric under the influence of the
external magnetic field as in Fig. 8.3(a). If the magnetic field is large enough, it can tilt the free
energy to the extent that one of the local minima completely disappears and only one minima
remains, as in Fig. 8.3(b). At this stage the majority of magnetic moments are rotated in the
direction of the magnetic field and the positively oriented magnetization “droplet” has filled the
system. Existence of the defects can change the mechanism as our simulations show. Based
on this picture, we calculated the analytical hysteresis loop of a single crystal by calculating
and plotting the roots of Eq. 8.31. The result is shown in Fig. 8.4 and implies that the magnetic
field required to remove the local minimum of the free energy is about Ha = (0, 1.5 × 10−4).

Using finite difference simulations to solve the dynamical equations of motion 7.6-7.8, and
the Fast Fourier Transform method to calculate the magnetic field, we confirmed the analytical
results obtained in Chapter 8. It should be noted that we do not expect the simulation results to
give exactly the same values that the analytical calculations predict. The reason is that to make
the analytical calculations possible, we used the single-mode approximation in expanding the
density field.

As the first check we produced liquid, non-magnetic solid and magnetic solid using the
density and temperatures provided by the analytical phase diagram of the model.

To confirm the analytical hysteresis plot and the value Ha we run simulation with constant
magnetic field in the positive direction, with two values of |H| < |Ha| and |H| > |Ha| and
plotted the magnetization for both a single crystal and a two-grain system having a negative
mean magnetization, −|m0|. We observed that if the magnetic field is smaller than |Ha|, the
single crystal system does not transfer to the positive magnetization state, but if |H > |Ha| it
will jump to the positive magnetization state. We also noticed the interesting result that it takes
a smaller magnetic field for the two-grain system to make the system transfer to the positive
magnetic state, or equivalently the two grain system has a smaller coercivity. This means that
the existence of a grain boundary facilitates the formation of the magnetic domains.

To further study this effect, we carried out simulations, applying a periodic magnetic field
and studied the hysteresis loop for a single crystal and a two-grain system. We observed that the
hysteresis loop has a smaller width for the two-grain system and therefore a smaller coercivity.

The final stage of the simulations are related to the Herzer experiments [27] summarized in
Fig. 3.7 and the Random Anisotropy Model schematically depicted in Fig. 3.8. These studies
clarified the dependence of the magnetic coercivity to the grain size of the material in ferro-
magnetic alloys [27]. They observed that for nanocrystalline magnetic alloys with the grain
size of D < 40nm the coercivity scales as Hc ∝ D6 while for alloys with larger grain size of
D > 150nm, the coercivity Hc ∝ 1/D [29]. They discussed that this change in the behaviour
of the alloy happens when the magnetic exchange length Lex becomes comparable to the grain
size D. If Lex > D, the crystalline anisotropic effects is suppressed and averaged out by the
randomly oriented magnetic domains [28]. This results in a smaller coercivity.

It is useful to note that the magnetic exchange length is determined by the parameter W0 in
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the Magnetic PFC model, and is associated with the width of the domain wall. To reproduce
the experimental results we run simulations by applying periodic magnetic field to two-grain
systems of different sizes of lx = ly = 32, 64, 128, 256, 512, set W0 = 1 and computed the co-
ercivity. The result is shown in Fig. 9.9(a). It is quite interesting to observe that the simulation
results qualitatively reproduce a similar behaviour to the experimental data. For smaller grains,
Hc increases when the grain size increases. This behaviour happens for D < Dc = 64. Then
as the grain size further increases, the coercivity decreases. We run a set of similar simula-
tions with W0 = 1/4 and observed that the crossover in the coercivity-size diagram happens
at Dc = 32 this time. This means that the when we change W0 the crossover grain size also
changes, as the RAM suggests.

Finally we studied the dependence of the coercivity on the grain boundary angle. The
results are summarized in Fig. 9.10. The bigger the grain boundary angle, the smaller the
coercivity.

The Magnetic PFC model which was constructed in this research, has essential proper-
ties that make it ideal for the subject of this thesis and for other magneto-elastic effects in
ferromagnetic materials or (with a minor change) for electro-elastic effects in piezoelectric
materials. The advantage of this model is that even though the free energy is written in terms
of the coarse-grained order parameters, it still resolves the atomic scales and therefore many
properties that originate from microscopic scales, such as elastic and plastic properties, defects
and grains are included in this model. The model also averages the order parameters over time,
which allows simulations to reach time scales that are necessary to observe the phenomena
that happens in diffusive time scales such as diffusion of defects, grain growth and formation
of microstructures. These are the distinguishing properties of this model which are not covered
in any other model.

The results above imply that it is possible to tune the magnetic properties of ferromagnetic
materials by modifying their microstructures, namely the grain size and the grain boundary
angle. This is a quite interesting and significant result since due to a wide range of applications
of soft magnetic materials in today’s electrical engineering and electronics, it is important to
engineer and optimize them for their special application they are selected for.

In this research we focused on the effect of the morphology on the magnetic properties. It is
however known that the magnetic ordering can also affect the nucleation behaviour and there-
fore the morphology of the meterial [31]. For all known ferromagnetic materials the melting
temperature is much higher than the Curie temperature [26]. The first observation of magnetic
ordering in liquid phase in undercooled Co-based melts was reported in [3]. More experimen-
tal observations in Co-Pd alloys and calculation of the Gibbs free energy of nucleation showed
that the magnetic phase transformation is coupled with the liquid-solid transition by a magnetic
contribution to the free energy and therefore it is possible to facilitate the nucleation [31] by
applying a magnetic field to the undercooled Co-Pd melts.

There is really a mutual relationship between morphological and elastic properties and
magnetic properties of materials. A possible future work can be to use the Magnetic PFC
model to consider the effect discussed by Herlach et.al..
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Appendix A

Derivation of the vector potential equation
and the equations of motion

In this appendix we discuss the details of calculations that we skipped in Chapter 7. These
details include the derivation of the free energy of the magnetic field inside a ferromagnetic
material, and the derivation of the equations of motion.

A.1 Poisson equation derivation for the vector potential
To derive the Poisson equation (in the SI system) for the vector potential, A, we note that all
magnetic effects due to the matter can be described in terms of the magnetization, m, defined
by Eq. 2.1. From the differential form of the Ampere’s law [33], we can calculate the magnetic
field due to the free current density, J f , arising from the actual moving charges. Ampere’s law
states that

∇ ×H = J f . (A.1)
Using Eq. 2.2, we can calculate the magnetic induction, B, inside the material in terms of the
free current density, J f , and the magnetization,m

∇ × (
1
µ0
B −m) = J f , (A.2)

or

∇ × B = µ0(J f + ∇ ×m). (A.3)
The last term in this equation is associated with the magnetic field due to the non-zero magne-
tization in a ferromagnetic material. The term JM = ∇ ×m is called the magnetization current
density. The magnetic induction B in this equation is the total magnetic induction caused by
free current density, J f , and induced by the magnetization current density, JM. We can write

∇ × (Bext + Bind) = µ0J f + µ0∇ ×m. (A.4)
Assuming that Bext is a known quantity, i.e., assuming that we know the value of the external
magnetic field applied to the material, we need to solve
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∇ × Bind = µ0∇ ×m, (A.5)
to calculate Bind . Inserting Bind from Eq. 7.4 into Eq. A.5 we get

∇ × ∇ × A = µ0∇ ×m. (A.6)
Using the formula [33]

∇ × ∇ × F = ∇∇ · F − ∇2F, (A.7)
we can rewrite Eq. A.6 as

∇∇ · A − ∇2A = µ0∇ ×m. (A.8)
In the Coulomb gauge it is assumed that ∇ · A = 0. Thus we obtain the Poisson equation, 7.5

∇2A = −µ0∇ ×m. (A.9)
It should be mentioned that assuming that ∇ · A = 0 allows us to simplify the equation

for the vector potential without a loss of the generality of the problem. This means that by
restricting the vector potential to satisfy this equation, the Maxwell equations will still be
satisfied. With this choice we eliminate the arbitrariness involved in the definition of the vector
potential. Since B is defined through Eq. 7.4, the vector potential is arbitrary to the extent
that the gradient of some scalar function Λ can be added [33], that is, the magnetic field is
unchanged if A → A + ∇Λ. The choice for the divergence of the vector potential specifies A
completely. The particular choice, ∇ · A = 0 has the advantage that it simplifies the equation
for calculating A and reduces it to the well-known Poisson equation.

A.2 Derivation of the equations of motion
To derive the equations of motion we use the functional derivative formulas [6]

δF[ρ]
δρ

=
∂ f
∂ρ
− ∇ ·

∂ f
∂(∇ρ)

+ ∇2 ·
∂ f
∂(∇2ρ)

+ ... + (−1)n∇n ·
∂ f
∂(∇Nρ)

=

N
∑

i=0
(−1)i∇i · ∂ f

∂(∇iρ)
.

(A.10)

For example using this formula, the equation of motion for the terms

F1 =
n
2

(∆B + Bs
(

1 + ∇2)2
)

n − t
n3

3
+ v

n4

4
, (A.11)

will be
δF1

δn
=
δ

δn
(∆B

n2

2
+
n
2
(

Bs(1 + 2∇2 + ∇4)n
)

− t
n3

3
+ v

n4

4
)

= (∆B + Bs)n + 2Bs∇2n + Bs∇4n − tn2 + vn3

=
(

∆B + Bs(1 + ∇2)2
)

n − tn2 + vn3.

(A.12)
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Calculations of the functional derivatives for the rest of the terms can be done similarly.
The last term in each of Eqs. 7.7, and Eq.7.8, (Bx, By), can be obtained starting from the

free energy, FB
Wm = W1 +W2 =

1
2µ0

∫

B2dr − 1
2µ0

∫

m · Bdr. (A.13)

To calculate δWm/δm, we consider W1 and W2 separately.
To calculate δW1/δm we note that a change in the magnetization, as m → m + δm results

in a change in the magnetic field as B → B + δB. As a result B2 → B2 + 2B · δB. Inserting B
from Eq. 7.4 gives

W1[m + δm] = W1[m] +
1
µ0

∫

(∇ × A) · δBdr

= W1[m] + 1
µ0

∫

∇ · (A × δB)dr + 1
µ0

∫

A · (∇ × δB)dr.
(A.14)

The second term in the right hand side of Eq. A.14 is zero since it is a surface term (using
the divergence theorem) and assuming periodic boundary condition for the density field also
gives rise in periodic structure for the magnetic field and this term becomes zero. Using Eq. A.5
we get ∇ × δB = µ0∇ × δm, and we can write Eq. A.14 as

δW1 =

∫

A · (∇ × δm)dr
∫

(∇ × A) · δmdr +
∫

∇ · (A × δm)dr

=

∫

B · δmdr.

(A.15)

This gives

δW1[m]
δm = B. (A.16)

Under a change in the magnetization, m→ m + δm, the integrand in the second term, W2,
changes tom · B→ m · B +m · δB + B · δm. Inserting it into W2, we get

W2[m + δm] = W2[m] +
∫

m · δBdr +
∫

B · δmdr. (A.17)

Using Eq. 7.4, we can write

∫

m · δB =
∫

m · (∇ × δA)dr
∫

(∇ ×m) · δAdr +
∫

∇ · (m × δA)dr.
(A.18)

The second term on the right hand side of this equation is a surface term and vanishes. Using
Eq. 7.5, the first term on the right hand side becomes



A.2. D      101

∫

(∇ ×m) · δAdr = − 1
µ0

∫

∇2A · δAdr

= −
1
µ0

∫

A · ∇2(δA)dr.
(A.19)

The last line in this equation is obtained by integrating by parts and vanishing the surface term.
Using Eq. 7.5 we can write ∇2(δA) = −µ0(∇ × δm). Inserting this into Eq. A.18 we obtain

∫

(∇ ×m · δAdr) =
∫

A · (∇ × δm)dr

=

∫

B · δmdr,
(A.20)

where in the last line, we again set the surface term equal to zero. Substituting this equation
into Eq. A.17 we obtain

W2[m + δm] = W2[m] + 2
∫

B · δmdr. (A.21)

It is easily seen that

δW2[m]
δm = 2B. (A.22)

Using this equation together with Eq. A.16 we obtain

−
δWm[m]
δm = −(B − 2B) = B. (A.23)



Appendix B

Amplitude expansion and elastic
deformation calculations

In this appendix we explain how to obtain Eq. 8.3 from the Magnetic PFC free energy, Eq. 7.1,
exploiting the amplitude expansion method and evaluating the integrals. Then we calculate the
free energy when the system is elastically deformed, to obtain Eq. 8.4.

B.1 Amplitude expansion
We consider the different terms of the free energy, separately. By substituting the amplitude
expansion of the density, Eq. 8.2, into the free energy Eq. 7.1, and integrating over the space,
we obtain the free energy in terms of the amplitudes, η j.

B.1.1 The PFC part of the free energy - Fp f c

Let us start with fp f c

fp f c = n
(

∆B + Bs(1 + ∇2)2
)n
2
− t

n3

3
+ v

n4

4
, (B.1)

and first perform the calculations for the first bracket in this equation

f (1)
p f c = n

(

∆B + Bs(1 + ∇2)2
)n
2
, (B.2)

We substitute n = n0 +
∑

j η jeiq j ·r +C.C into Eq. B.2 and use the Einstein convention1 to denote
the derivatives. Considering the term

f (1)
p f c = (n0 + η jeiq jiri +C.C)

(

∆B + Bs(1 + ∂2
k)2

)

(n0 + η jeiq jiri +C.C.), (B.3)

1According to this convention, when an index variable appears twice in one term it implies a summation of
that term over all the possible values of the index.
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we can calculate the derivatives using the fact that ∂kr j = δk j, where δk j is the Kronecker delta.
Let us calculate the terms that appear in f (1)

p f c. First we consider the term

∂2
k(n0 + η jeiq jiri) = ∂2

k(η je
iq jiri)

= ∂k
[

(∂kη j)eiqjiri + η j(∂keiq jiri)
]

= ∂k
[

(∂kη j)eiqjiri + iq jiη j(∂kri)eiqjiri
]

=
[

(∂2
kη j)eiqjiri + iq ji∂k(η jδkieiq jiri)

]

= (∂2
kη j)eiqjiri + iq ji∂kη jδkieiq jiri

+ iq ji(∂kη j)δkieiq jiri + iq jiη j(δki)2eiqjiri ,

(B.4)

noting that δ2
ki = 1 and re-writing in the ∇ notation, we obtain

∂2
k(n0 + η jeiq jiri) =

[

(∇2η j) + 2i(∇η j) · q j − η j
]

eiq j ·r, (B.5)

where we have used the fact that the reciprocal lattice vectors q j satisfy the relation |q j|2 = 1.
using the notation G j ≡ ∇2 + 2iq j · ∇, yields

∂2
k(n0 + η jeiq jiri) = (G j − 1)η jeiq j ·r. (B.6)

Similarly for the complex conjugate term in Eq. B.3, we can show that

∂2
k(n0 + η

∗
je−iq jiri) = (G∗j − 1)η∗je−iq j ·r, (B.7)

where G∗j is the complex conjugate of G j. Thus

∇2n =
∑

j

[

(G j − |q j|2)η jeiq j ·r + (G∗j − 1)η∗je−iq j ·r
]

. (B.8)

Here we make an approximation [54], by assuming that the amplitudes are constant over
one unit cell. Using this approximation we can integrate the free energy density fp f c, over one
unit cell, ignoring the spatial dependence of η j. To calculate the final expression of the free
energy we need to integrate the the terms that already averaged on the unit cell, over the whole
space.

Multiplying Eq. B.8 by n and integrate over the unit cell to obtain
∫

n∇2ndr =
∫

{[

n0 +
∑

j

(

η jeiq j ·r + η∗je−iq j ·r
)][

∑

k

(

(Gk − 1)ηkeiqk·r + (G∗k − 1)η∗ke−iqk ·r
)]}

dr

=

∫

{

n0

∑

k

[

(G j − 1)η jeiq j ·r + (G∗k − 1)η∗ke−iqk ·r
]

+
[
∑

j!k

(

η jeiq j ·r + η∗je−iq j ·r
)][

∑

k

(

(Gk − 1)ηkeiqk ·r + (G∗k − 1)η∗ke−iqk ·r
)]

+
[
∑

j=k

(

η jeiq j ·r + η∗je−iq j ·r
)][

∑

k

(

(Gk − 1)η∗keiqk ·r + (G∗k − 1)η∗ke−iqk ·r
)]}

dr

=
∑

j
|η j|2

(

G∗j + G j − 2
)

,

(B.9)
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where the last line is obtained using the fact that the terms containing the periodic functions
sin(qk ·r) and cos(qk ·r) become zero when integrated over one period. The only nonzero terms
are obtained when j = k since the exponential term exp[i(q j − qk) · r] is zero and the integral
does not vanish.

Calculation of the integral of the term n∇4n is straightforward. To evaluate this integral we
use

∫

n∇4ndr =
∫

(

∇2n
)2
dr. (B.10)

To justify it, we use the Green’s second identity2. Substituting φ ≡ n and ψ ≡ ∇2n into the
Green’s second identity we get

∫

V

[

n∇2
(

∇2n
)

−
(

∇2n
)(

∇2n
)]

dr =
∮

S

[

n
∂∇2n
∂ν
− ∇2n

∂n
∂ν

]

da (B.11)

The right hand side of this equation is a surface term and assuming the periodic boundary
conditions this term is zero (since eventually we need to integrate the free energy over the
whole space). Thus we get

∫

V
n∇4ndr =

∫

V

(

∇2n
)2
dr. (B.12)

We can now calculate the integral of the term n∇4n by integrating (∇2n)(∇2n)∗. We use Eq. B.8
to calculate this term

∫

n∇4ndr =
∫

{
∑

j

[

(G j − 1)η jeiq j ·r + (G∗j − 1)η∗je−iq j ·r
]

×
∑

k

[

(Gk − 1)ηkeiqk ·r + (G∗k − 1)η∗ke−iqk ·r
]}

dr,
(B.13)

From multiplication of the two terms in the integrand above, a few terms appear that con-
tain exp(iqi · r) and therefore they vanish when integrated over the unit cell. Simplifying this
expression, we obtain

∫

n∇4ndr = 2
∑

j

[

(G j − 1)(G∗j − 1)|η j|2
]

= 2
∑

j

(

|G j|2 − (G j + G∗j) + 1
)

|η j|2.
(B.14)

To complete the amplitude expansion of the PFC part of the free energy, we need to calcu-
late the integral of n2 over the unit cell. Using the amplitude expansion of n we obtain

2Green’s second identity states that if twice continuously differentiable scalar functions φ and ψ, then
∫

V

(

φ∇2ψ − ψ∇2φ
)

dr =
∮

S

[

φ
∂ψ

∂ν
− ψ
∂φ

∂ν

]

da

where S is a closed two dimensional surface bounding V , with area element da and outward unit normal vector ν
at da. The derivative ∂/∂ν is the normal derivative at the surface [33].
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∫

n2dr =
∫

[

n0 +
∑

j

(

η jeiq j ·r + η∗je−iq j ·r
)][

n0 +
∑

k

(

ηkeiqk·r + η∗ke
−iqk ·r

)]

= n2
0 + 2

∑

j

|η j|2,
(B.15)

in which we have set the terms containing integrals of exp(iqi · r) equal to zero. Finally, we can
calculate f (1)

p f c by adding the terms calculated above to obtain

n
(

∆B + Bs(1 + ∇2)2
)n2

2
=

1
2

(∆B + Bs)n2 + Bs
(

n∇2n +
1
2
n∇4n

)

= (∆B + Bs)(
1
2
n2

0 +
∑

j

|η j|2)

+ Bs
[
∑

j

|η j|2
(

G∗j + G j − 2 + |G j|2 − G j − G∗j + 1
)]

= −
∑

j

|η j|2 +
∑

j

|G jη j|2.

(B.16)

Let us consider the last two terms of fp f c

f (2)
p f c = −t

n3

3
+ v

n4

4
. (B.17)

We need to substitute the hexagonal reciprocal lattice vectors, q1 = −
√

3
2 i −

1
2j and q2 = j, into

the density expansion, Eq. 8.2 and integrate f (2)
p f c over the unit cell. Evaluating the integral we

obtain
∫

(−t n
3

3
+ v

n4

4
)dr = −t

















1
3
n3

0 + 2n0

∑

j

|η j|2 + 2

















∏

j

η j +
∏

j

η∗j

































+ v

















1
4
n4

0 + 3n2
0

∑

j

|η j|2 +
3
2

∑

j

|η j|4 + 6
(

|η1|2|η3|2 + |η1|2|η2|2 + |η2|2|η3|2
)

















+ v

















6n0

















∏

j

η j +
∏

j

η∗j

































.

(B.18)

B.1.2 The magneto-elastic part of the free energy - Fm−e
The magneto-elastic free energy density term is

fm−e = (α
2
m · ∇n)2 (B.19)

substituting the density expansion into the termm ·∇n and using the Einstein convention yields
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m · ∇n = mi(∇n)i
= mi(∂in) = mi∂i(n0 + η jeiq j ·r +C.C.)

= mi
[

(∂iη j)eiq j ·r + iq jkη j(∂irk)eiqjkrk
]

+ C.C.

= mi
[

(∂iη j) + iq jkη jδik
]

eiq j ·r + C.C.

= mi
[

(∇η j)i + iη jq ji
]

eiq j ·r +C.C.

=
[

m · (∇ + iq j)η j
]

eiq j ·r +
[

m · (∇ − iq j)η∗j
]

e−iq j ·r.

(B.20)

To calculate the integral of fm−e we multiplym · ∇n by its complex conjugate and integrate

∫

(m · ∇n)2dr =
∫

{[

m · (∇ + iq j)η jeiq j ·r +m · (∇ − iq j)η∗je−iq j ·r
]

×
[

m · (∇ − iqk)η∗keiqk ·r +m · (∇ + iqk)ηke−iqk ·r
]}

dr
(B.21)

Multiplying the terms and setting the terms that contain exp[i(q j − qk) · r] equal to zero for
j ! k, we obtain

∫

(m · ∇n)2dr = 2
∫

{(

m · ∇η j + im · q jη j
)(

m · ∇η∗j − im · q jη∗j
)}

dr (B.22)

Using the notationA j ≡ m · (∇+ iq j), for the amplitude expansion of the magneto-elastic term
we obtain

α

2

∫

(m · ∇n)2dr = α
∫

∑

j

|A jη j|2dr. (B.23)

B.1.3 The Landau-Ginzburg magnetic term - Fm
We need to insert the amplitude expansion of density into

Fm =
∫

[W2
0

2
|∇m|2 + (rc − βn2)

|m|2
2
+ γ
|m|4

4
]

. (B.24)

The only density term appears in this free energy is n2. We have already calculated the ampli-
tude expansion of this term and obtained Eq. B.15. Inserting it into this equation we obtain

∫

[W2
0

2
|∇m|2 +

















rc − β

















n2
0 + 2

∑

j

|η j|2
































|m|2
2
+ γ
|m|4

4
]

dr. (B.25)

Finally adding Eqs.B.16, B.18, B.23 and B.25, we obtain Eq. 8.3 for the free energy in
terms of the amplitudes of the density.
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B.2 Elastic deformations

To incorporate the elastic deformations into the free energy we substitute

η j = φ exp(iq j · u), (B.26)

into Eq. 8.3. The field u(r) = (ux(r), uy(r)) denotes the displacement of the atoms from their
equilibrium position.

The calculations is done by inserting the reciprocal lattice vectors, q1 = −
√

3
2 i −

1
2j and

q2 = j, into Eq. B.26 to obtain η1 and η2

η1 = φe−
√

(3)
2 iux(r)− 1

2 iuy(r), (B.27)
η2 = φeiuy(r) (B.28)

The term |η j|2 is obtained by multiplying η j by its complex conjugate which yields φ2. The
term |G jη j|2 contains the Laplacian operator and the terms such as ∂2

juk and (∂ juk)2 appear in
the expressions. As an example

G2 = φeiuy(r)
(

i(∂2
xuy(r)) − (∂xuy(r))2 + i(∂2

yuy(r)) − (∂yuy(r))2 − 2(∂yuy(r))
)

. (B.29)

Again we need to multiplyG j by its complex conjugate and add for j = 1, 2 to obtain
∑

j |G jη j|2.
The process is similar for the rest of the terms in Eq. 8.3. It gives a complicated expression in
terms of φ, ∂2

juk and (∂ juk)2. To simplify the expression we notice that the derivatives can be
written in terms of the strain tensor elements defined as

Uxx = uxx +
1
2

(u2
xx + u2

yx) (B.30)

Uyy = uyy +
1
2

(u2
yy + u2

xy) (B.31)

Uxy =
1
2

(uxy + uyx + uxxuxy + uyxuyy) (B.32)

where ui j ≡ ∂ jui. For example uxx = ∂xux. Replacing the relevant derivatives of ui with the
strain tensor elements Uxx, Uyy and Uxy, we can show the free energy incorporating the elastic
deformations is given by
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Fφ,Ui j =

∫
{

(∆B + Bs)
(

1
2
n2

0 + 3φ2
)

+ Bs
[

−3φ2 + φ2
(

9
2

(

U2
xx + U2

yy

)

+ 3UxxUyy + 6U2
xy

)]

− t
(

1
3
n2

0 + 6n0φ
2 + 4φ3

)

+ v
(

1
4
n4

0 + 9n2
0φ

2 + 12n0φ
3 +

45
2
φ4

)

− 3αφ2
(

|m|2
2
+ Uxx|mx|2 + Uyy|my|2 + 2Uxymxmy

)

+

(W2
0

2
|∇m|2 +

[

rc − β
(

n2
0 + 6φ2

)] |m|2
2
+ γ
|m|4

4

) }

.

(B.33)

which is Eq. 8.4.



Appendix C

Numerical Methods

The intent of this chapter is to briefly describe the numerical schemes used in the Magnetic
PFC simulations to solve the partial differential equations discussed in Section 7.2 and derived
in Appendix A. The results obtained from these simulations are presented in Chapter 9. We
used Finite Difference and Fast Fourier Transform methods to solve the dynamical equations
of motion and the Poisson Equation.

C.1 Finite-difference method
We need to solve three partial differential equations, given by Eqs. 7.6-7.8, i.e.,

∂n(r, t)
∂t

=

(

∆B + Bs
(

1 + ∇2
)2)

n − tn2 + vn3 − βn|m|2

− α [(m · ∇n) (∇ ·m) +m · ∇ (m · ∇n)] ,
(C.1)

where n is the density field and

∂mx(r, t)
∂t

= W2
0∇

2mx −
(

rc − βn2
)

mx − γmx|m|2 − α (m · ∇n) ∂xn + Bx(r, t), (C.2)

∂my(r, t)
∂t

= W2
0∇

2my −
(

rc − βn2
)

my − γmy|m|2 − α (m · ∇n) ∂yn + By(r, t) (C.3)

for m = (mx,my), the magnetization fields. In Eqs.C.1-C.3, ∆B, Bs, t, v, β, α, rc, and γ are
constant real-valued parameters which can be expressed in terms of a few measurable physical
quantities such as Curie temperature and magnetic susceptibility. The values of these parame-
ters and how to calculate them are explained in Chapter 7.

The magnetic field, B = (Bx, By), is expressed through a vector potential A as

B = ∇ × A, (C.4)

and A can be calculated from the Poisson equation below

∇2A = −µo∇ ×m. (C.5)

109
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where µ0 is the permeability and has a constant value (Chapter 7). It should be mentioned that
our model is a two dimensional model and we assume thatm = (mx,my). Therefore if we insert
m = (mx,my) into the equation C.5, we see that the magnetization current density, JM ≡ ∇×m,
will have only one non-zero component in the z direction. Therefore the vector potential A
also have only one non-zero component, i.e., A = (0, 0, Az) and technically we should only
solve the Poisson equation in z direction. The goal of our numerical code is to track the time
evolution of n, mx and my.

The three partial differential equations for n, mx and my given by Eqs.C.1-C.3 are initial
value problems. In an initial value problem [53], the information on the function is given at
some initial time t0 for all r and the equation describes how it evolves with time. Starting with
an initial value for n(r) and m(r) at t0, we solve Eqs.C.4 and C.5 and calculate B. Then we
insert the value of B back into Eqs.C.1-C.3 to calculate n(r) and m(r) at the next time-step.

A Finite difference method is used to estimate the vector differential operators and to solve
the initial value problems. In this method a grid is generated where the functions n, mx and my
are approximated only at the grid points, i.e., ni, j, mx(i, j) and my(i, j). An example of a two
dimensional grid is represented in Fig. C.1. By discretizing the derivatives on the grid points,
we can reduce them to algebraic equations. We use periodic boundary conditions to solve the
equations, meaning that we assume nLx+1, j = n1, j and ni,Ly+1 = ni,1, in which Lx and Ly are the
dimensions of the grid in the x and y directions, respectively. The same realetions are applied
for mx and my.

Figure C.1: To discretize the partial differential equations we generate a grid and the value of
the function is approximated only on the grid points. ∆x and ∆y are the grid spacings in x and
y directions, respectively.

C.1.1 Spatial derivatives
Consider the Taylor expansion of a function u in one dimension
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u(x0 + ∆x) = u(x0) +
du
dx

∣

∣

∣

∣

x0
∆x + O(∆x2). (C.6)

Rephrasing this equation for u′ = (du/dx)|x0 gives an approximate expression to calculate the
derivative

u′ ≈ (u(x0 + ∆x) − u(x0))/∆x. (C.7)

It is clear that this approximation is correct up to the first order in ∆x. This is called the
forward difference formula [53]. We can also calculate the derivative using the backward
differencing scheme [53], i.e., u′ = (u(x0) − u(x0 − ∆x))/∆x which has a similar order of
accuracy. It is possible to increase the order of accuracy either by including more terms in the
Taylor expansion or by using the central difference formula [53]

u′(x0) ≈ (u(x0 + ∆x) − u(x0 − ∆x))/2∆x. (C.8)

It can easily be shown that this scheme is accurate up to the second order in ∆x. By Taylor
expanding u(x0 + ∆x) and u(x0 − ∆x)

u(x0 + ∆x) = u(x0) + u′(x0)∆x + u′′(x0)(∆x)2 + O(∆x)3 (C.9)
u(x0 − ∆x) = u(x0) − u′(x0)∆x + u′′(x0)(∆x)2 − O(∆x)3, (C.10)

where u′′(x0) = d2u
dx2

∣

∣

∣

∣

x0
. Subtracting Eqs.C.9 from C.10 gives

u(x0 + ∆x) − u(x0 − ∆x) = 2u′(x0)∆x + O(∆x)3, (C.11)

which gives rise to the central difference scheme, Eq. C.8. It is clear from Eq. C.11 that the
derivative u′(x0) calculated from this scheme is correct to (∆x)2 order.

Based on the above discussions, the simplest finite difference scheme to calculate the
derivative of a function u is therefore given by

∂xu(i, j) = (ui+1, j − ui, j)/∆x (C.12)
∂yu(i, i) = (ui, j+1 − ui, j)/∆y. (C.13)

These are the main differentiating schemes we applied to calculate the first order derivatives.
To calculate the Laplacian operator, we need to calculate the second derivatives. By Taylor

expanding u(x0 + h, y0) and u(x0 − h, y0) we get

u(x0 + h, y0) = u(x0, y0) + h∂xu(x, y)|(x0 ,y0) + h2∂2
xu(x, y)|(x0 ,y0) + O(h3) (C.14)

u(x0 − h, y0) = u(x0, y0) − h∂xu(x, y)|(x0 ,y0) + h2∂2
xu(x, y)|(x0 ,y0) − O(h3), (C.15)

where we assumed ∆x = ∆y = h. Adding these two equations gives

u(x0 + h, y0) + u(x0 − h, y0) = 2u(x0, y0) + 2h2∂2
xu(x, y)|(x0 ,y0) + O(h4). (C.16)

From this equation
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∂2
xu(x, y)|(x0 ,y0) = (u(x0 + h, y0) + u(x0 − h, y0) − 2u(x0, y0))/h2 + O(h2). (C.17)

In a similar manner we can calculate ∂2
yu(x, y)|(x0 ,y0). Therefore

∇2u(x0, y0) ≈ u(x0 − h, y0) + u(x0 + h, y0) + u(x0, y0 + h) + u(x0, y0 − h) − 4u(x0, y0)
h2 (C.18)

which as we saw, is accurate to the second order in h. This scheme is called the five-point stencil
for Laplacian, with five points contributing to calculate the Laplacian as shown in Fig. C.2.

Figure C.2: Five-point and nine-point stencils for finite difference Laplacian calculation. The
dots show the five points used to calculate the Laplacian in the five-point scheme. The stars
show the additional four points used together with the dots to calculate the Laplacian in the
nine-point scheme.

Another possible approximation to calculate the Laplacian operator is the nine-point differ-
encing scheme [5]. In this scheme four additional points, i.e., ui±1, j±1 are used to calculate the
Laplacian. In the general nine-point scheme, the Laplacian is calculated using [5]

∇2ui, j ≈
1

6h2 (4S 1 + S 2 − 20ui, j) (C.19)

with

S 1 = ui+1, j + ui−1, j + ui, j+1 + ui, j−1 (C.20)
S 2 = ui+1, j+1 + ui−1, j+1 + ui+1, j−1 + ui−1, j−1. (C.21)

From the point of view of the accuracy, this scheme is not better than the five-point scheme
since it is also correct to O(h2). However the additional four terms lead to a very nice form for
the leading terms of the error [5]
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−
1

12
h2∇4ui, j + h4F (∇2ui, j,∇6ui, j) + O(h6). (C.22)

Both of these terms become zero for the Laplace equation and we get an accuracy of O(h6).
The matrix representation for the nine-point stencil we applied is [52]

M =





























1
4

1
2

1
4

1
2 −3 1

2
1
4

1
2

1
4





























. (C.23)

In the next section the numerical method to calculate the initial value problems is explained.

C.1.2 The initial value problem
To solve an initial value problem, we discretize the time derivative on the left hand side of
Eqs.C.1-C.3

∂u
∂t

∣

∣

∣

∣

j,n
=
un+1
j − unj
∆t

+ O(∆t). (C.24)

Rephrasing this equation we can calculate un+1
j . This is called forward Euler differencing. It is

accurate to the first order in ∆t and we can calculate the value of the function at time-step n+ 1
in terms of the value of function only at time-step n. It is an explicit method, which means
that un+1

j can be calculated explicitly from the quantities that are already know, i.e., one should
solve an equation un+1

j = F (un) to find un+1. An implicit method however finds the solution
by solving an equation which involves quantities both in the current time-step and next time-
step(s), i.e., one should solve an equation simular to F (un, un+1) = 0 to find un+1. While the
explicit method might not be stable to solve certain differential equations, an implicit method
is stable for them [53].

To solve the initial value problems, Eqs.C.1-C.3, we discretize the right hand side of the
equations using the finite difference methods described in the previous section and use the
forward Euler differencing method to calculate nn+1

i, j , mn+1
x (i, j) and mn+1

y (i, j) in terms of their
known values at time-step n. To calculate B at time-step n, we calculate A, knowing the
magnetizationm at time-step n.

To investigate whether the methods we used are stable or not, we use the Von Neumann
stability analysis [53] explained in the next section.

C.1.3 Von Neumann stability analysis
The stability of a numerical method is related to its accuracy. A finite difference scheme is
stable if the errors made at each time-step do not grow as the computations are continued. The
Von Neumann method (also know as Fourier stability analysis) is based on the decomposition
of the errors into Fourier series. Considering the differential equation

∂u
∂t
= −v

∂u
∂x
, (C.25)
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we discretize it using the Euler forward time centred space scheme

un+1
j − unj
∆t

= −v
unj+1 − u

n
j−1

2∆x
(C.26)

which can be rearranged to give a formula for un+1
j .

We define the round-off error at each time-step as

εnj = N
n
j − u

n
j (C.27)

where unj is the solution of the discretized equation and Nn
j is the numerical solution which is

free from any round-off error. Rephrasing for unj and inserting it into the discretized equation
C.26, we see that the error must also satisfy the equation, since the exact solution Nn

j must
satisfy the equation exactly.

It is helpful to expand the error in a finite Fourier series. Considering a single Fourier mode
of wave-number k

εnj = ξeik j∆x, (C.28)

where ξ(k) is a complex number that depends on k and includes the time-dependence of the
error. To see whether the algorithm is stable or not, we need to consider the amplification
factor defined to be

G ≡ εn+1
j /ε

n
j . (C.29)

The necessary and sufficient condition for the error to remain bounded is that |G| ≤ 1 [61].
Calculating the amplification factor using Eq. C.28 we get

G = ξ(k). (C.30)

To calculate ξ(k) we substitute Eq. C.28 into Eq. C.26. Dividing it by ξn we get

ξ(k) = 1 − i
v∆t
∆x

sin(k∆x) (C.31)

It is clear from this relation that the Euler forward time centred space scheme is unconditionally
unstable, since |G| > 1 for all k in this case. It is possible to make this scheme stable by
replacing the term unj by its average in space, i.e., unj → (unj+1 + u

n
j−1)/2. This scheme was

introduced by Lax [53]. Performing the Von Neumann stability analysis for Lax’s scheme, it
can easily be shown that

ξ = cos(k∆x) − iv∆t
∆x

sin(k∆x) (C.32)

The stability condition leads to the condition

|v|∆t
∆x
≤ 1 (C.33)

which is called Courant-Friedrichs-Lewy stability condition [53]. This means that in order for
the Lax algorithm to be stable, ∆x and ∆t need to be chosen to satisfy this condition.



C.2. F   115

We now consider the stability condition for the diffusive equations we encounter in our
problem. The diffusion equation

∂u
∂t
= D
∂2u
∂x2 (C.34)

can be discretize in the obvious way of forward time centred space scheme

un+1 j − unj
∆t

= D
unj+1 − 2unj + unj−1

∆x2 . (C.35)

A quick stability calculation shows that the amplification factor for this equation is

ξ = 1 −
4D∆t
(∆x)2 sin2

(k∆x
2

)

. (C.36)

The stability requirement |ξ| ≤ 1 leads to the condition

2D∆t
(∆x)2 ≤ 1. (C.37)

This means that the maximum allowed time-step is up to a numerical factor equal to the diffu-
sion time across a grid cell of width ∆x.

C.2 Fourier transform method
A physical process can be described either in the space domain, f (x), or in the frequency
domain, f̂ (ξ). It is useful to think of f (x) and f̂ (ξ) to be two different representations of the
same function. The transformation between these two representations is possible by means of
the Fourier transform equations.

f̂ (ξ) = 1
√

2π

∫ −∞

−∞
f (x)e−2πixξdx (C.38)

f (x) = 1
√

2π

∫ −∞

−∞
f̂ (ξ)e2πiξxdξ (C.39)

where x represents the independent spatial variable and the transform variable ξ represents
frequency. Similarly, one can transform an equation from one representation to the other.
Sometimes it is much easier to solve an equation in one representation in comparison to another.

In the magnetic-PFC problem, to calculate B, the Poisson equation C.5 should be solved
to calculate the vector potential A. In this section we show that it is much easier to solve the
Poisson equation in the Fourier space. As explained before, since we assumem = (mx,my) we
only need to solve the Poisson equation for Az. Multiplying both sides of the Poisson equation
by exp(−2πix · ξ) and integrating over dx we get

∫ −∞

−∞
∇2Az(x)e−2πix·ξdx = −µ0

∫ −∞

−∞
JM(x)e−2πix·ξdx, (C.40)
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where JM(x) ≡ (∇×m)z is called the magnetization current density. The right hand side of this
equation is simply the Fourier transform of JM which will be denoted by ĴM(ξ). To calculate
the left hand side of integral, we use the notation ∂ j with j = 1, 2, 3 to show ∂x, ∂y and ∂z,
respectively. We also use the Einstein summation convention1. In this notation the left hand
side of Eq. C.40 can be written as

LHS =
∫ −∞

−∞
∂2
jAz(x)e−2πix jξ jdx (C.41)

Integrating by parts we get

LHS = ∂2
j(Aze−2πix jξ j) −

∫ −∞

−∞
∂2
j(e−2πix jξ j)Azdx (C.42)

The first term is a surface term. Since we assume periodic boundary condition for the density
field, the magnetic field and the vector potential also have periodic structures and thus the
surface term becomes zero.

LHS = (2πξ)2
∫ −∞

−∞
Aze−2πix·ξdx = (2πξ)2Âz(ξ). (C.43)

Therefore the Poisson equation in the Fourier space is written as

(2πξ)2Âz(ξ) = −µ0ĴM(ξ). (C.44)

This is an algebraic equation. To find Âz(ξ), all we need is to divide ĴM(ξ) by (2πξ)2. Clearly,
comparing to solving the Poisson’s equation in real space, it is significantly simpler to trans-
form it to the Fourier space, solve this algebraic equation and then transform Âz(ξ) back to the
real space by doing an inverse Fourier transform, Eq. C.39 to find Az(x).

C.2.1 Fast Fourier transform
Since we have discretize our equations, we need to use the discrete Fourier transform (DFT)
to transform the equations to the Fourier space and back. It can be shown [53] that Fourier
transform of a series of discrete data xn could be calculated by

Xk =
N−1
∑

n=0
xne−i2πkn/N (C.45)

xn =
1
N

N−1
∑

n=0
Xkei2πkn/N (C.46)

These summations appear to be O(N2) processes; however, in fact they can be computed
with O(N log2(N)) operations with an algorithm called the fast Fourier transform method or
FFT. A clear description of the method was given by Danielson and Lanczos. They showed

1According to this convention, when an index variable appears twice in one term it implies a summation of
that term over all the possible values of the index.
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that a discrete Fourier transform of length N can be rewritten as a sum of two discrete Fourier
transforms, each of length N/2:, i.e., the even-indexed points of the data and the odd-indexed
points.

To see how the order of computations is reduced using this method, we write M ≡ N/2
and denote the DFT of the even-numbered terms, x2m, by E j and the DFT of the odd-numbered
terms, x2m+1 by Oj (m = 0, ..,M − 1 and j = 0, ..,M − 1), i.e.,

Xk =
N/2−1
∑

m=0
x2me−2πi(2m)k/N +

N/2−1
∑

m=0
x2m+1e−2πi(2m+1)k/N

=

M−1
∑

m=0
x2me−2πimk/M + e−2πik/N

M−1
∑

m=0
x2m+1e−2πimk/M.

(C.47)

Using the fact that Ek+M = Ek and Ok−M = O−k, we can evaluate Xk

Xk =
{

Ek + e−2πik/NOk if k < M
Ek−M − e−2πi(k−M)/NOk−M if k ≥ M. (C.48)

These two DFTs have two advantages: 1) they only have M sample points in the DFT and 2)
they only need to be evaluated for M values of k. Dividing the initial DFT to odd-indexed and
even-indexed terms, enabled us to use the periodic properties of the DFT, i.e., the terms for
N/2 ≤ k < N of length N/2 are identical to the terms for 0 ≤ k < N/2. It is important to note
that the Danielson-Lanczos method [53] assumes that the number of data points,N, is a power
of two.

In our code, we used the Numerical Recipes in Fortran 90 code [53] which uses the
Danielson-Lanczos method, to transform the Poisson equation to the Fourier space and back
to the real space. The algorithms described in this chapter were the main methods we used to
solve the differential equations C.1-C.3 and Eqs.C.4 and C.5.
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