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ABSTRACT

A firm maximizing expected discounted profits, taking account of the actions of its competitors, and choosing price and output before (stochastic) demand is known, is shown to respond to a change in demand by changing output alone if the demand change is transitory, but by changing both price and output if the demand change is permanent. This proposition is shown to be consistent with German data. Since the data are qualitative, the empirical analysis uses the multivariate conditional logit model; the empirical results are summarized by gamma coefficients.
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1. INTRODUCTION

Economic theorists have been concerned recently with making the theory of the behavior of firms, as developed by Cournot and his successors, better able to describe the behavior of actual firms by adding to the theory such features of reality as product differentiation, dynamics, and uncertainty. In this area of research lies the stochastic-game model of firms' price, output, and inventory policies due to Kirman and Sobel [12]. This paper firstly develops a testable corollary of the Kirman-Sobel theorem, and secondly confronts the corollary with data from German industry.

The proposition to be derived is that a firm reacts differently to a demand change depending on whether the firm perceives the change to be permanent or transitory: the firm tends to change both price and output in response to a permanent demand change, but changes only output in response to a temporary demand change. This hypothesis is shown, with some qualifications, to be supported by the data.

Many macroeconomic models are based on the assumption that prices are less flexible than quantities (see Barro and Grossman [1] and Malinvaud [14]). This assumption has obtained some empirical support (see for example Kawasaki, McMillan, and Zimmermann [10]) but the reason why prices should be sticky has been left unexplained. The model of dynamic profit maximization under uncertainty and imperfect competition discussed in this paper provides a possible microeconomic rationale for this macroeconomic assumption.

Section 2 presents an exposition of the Kirman-Sobel model and a statement of its testable implications. An empirical test is carried out in Section 3. Section 4 summarizes the paper.
2. INVENTORY STRATEGY

Kirman and Sobel [12] described an industry whose firms produce differentiated commodities. (The assumption of product differentiation is needed to rule out the discontinuities due to sudden switches of customers from one firm to another as described by Bertrand [2].) There are $N$ firms in the industry; $N$ may be, but need not be, a large number. The firms need not be of equal size. Each firm's sales depend not only on the price it charges, but also on the prices of the other firms. In addition, each firm's demand function fluctuates randomly. Let $d_j^t$ represent the demand function facing firm $j$ in period $t$: $d_j^t$ is a random variable whose distribution depends on the prices charged by all firms in period $t$ but is independent of the values of any of the variables in the past. At the beginning of period $t$, and before its demand in that period is known, each firm makes both its pricing and production decisions for that period: let $q_j^t$ and $p_j^t$ denote the output and price of firm $j$ in period $t$. Because both price and output are decided in advance of each period's demand, there will usually be a stock of inventory (or unfilled orders) to carry over to the next period. Let $x_j^t$ denote the inventory firm $j$ has on hand at the start of period $t$. $x_j^t$ may be positive or negative; if negative it represents unfilled orders. (The model also covers the case in which sales are lost in any period in which demand exceeds supply.) Define $y_j^t$ by

(1) \[ y_j^t = x_j^t + q_j^t. \]

$y_j^t$, which will be referred to as firm $j$'s stock, is the total quantity of goods available to satisfy the demand for firm $j$'s product during period $t$. Inventories are carried over from one period to the next, so that

(2) \[ x_j^{t+1} = y_j^t - d_j^t. \]
The firm produces under constant returns to scale, and as well faces inventory holding costs and costs of back-ordering. Its objective is to maximize the expected present value of its stream of future profits over an infinite time horizon.

Kirman and Sobel modelled the firms' interdependencies as a stochastic game and proved the following theorem. For each firm \( j \) there is a price \( \bar{p}_j \) and a stock \( \bar{y}_j \) such that (provided \( x_j^1 \leq \bar{y}_j \)) there exists a dynamic equilibrium with the property that \( p_j^t = \bar{p}_j \) and \( y_j^t = \bar{y}_j \) for all \( t=1,2,\ldots \).

The Kirman-Sobel result can be understood as follows. (For a precise statement of the underlying assumptions and a formal proof, see Kirman and Sobel [12]. For a proof of existence of equilibrium, see Sobel [22].) Firm \( j \)'s profit in period \( t \) is

\[
\pi_j^t = p_j^t d_j^t - I_j(x_j^{t+1}) - c_j q_j^t
\]

where \( I_j(\cdot) \) represents costs associated with holding inventories and unfilled orders and \( c_j \) is the (constant) marginal cost of production. Using (1) and (2), (3) can be rewritten in terms of price, demands, and stocks only:

\[
\pi_j^t = p_j^t d_j^t - I_j(y_j^t - d_j^t) - c_j (y_j^t - (y_j^{t-1} - d_j^{t-1}))
\]

The firm seeks to maximize \( E[\sum_{t=1}^{\infty} \alpha_j^{t-1} \pi_j^t] \) where \( \alpha_j \) is firm \( j \)'s discount parameter and \( E \) denotes the expectation operator. This is, in the terminology of Friedman [4, Ch. 9], a game with time dependence: profit in any period depends on the value of past variables (namely \( y_j^{t-1} - d_j^{t-1} \)) as well as present variables. It is, however, equivalent to a simpler game, lacking time dependence. The term \( y_j^{t-1} - d_j^{t-1} \) represents the amount of inventories carried over to period \( t \). The value of inventories now is that they reduce the cost of production incurred next period; thus the
firm's valuation now of one unit of the commodity in inventory is \( \alpha_j c_j \).

(Note that this step crucially relies on the assumption of constant returns
to scale in production; without constant returns to scale, the value of
inventories cannot be so defined.) It follows that the game of maximizing
the expected present value of the terms \( \pi_j^t \) is equivalent to the game of
maximizing the expected present value of the terms \( \xi_j^t \), where \( \xi_j^t \) is defined by

\[
\xi_j^{t-1} = p_j^{t-1} d_j^{t-1} - I_j (y_j^{t-1} - d_j^{t-1}) - c_j y_j^{t-1} + \alpha_j c_j \cdot (y_j^{t-1} - d_j^{t-1})
\]

This transformed game lacks time dependence. Finally, taking expectations
(remembering that \( d_j^t \) is a random variable whose distribution depends on
all the prices), write \( E[\xi_j^t] = G_j(p, y) \), where \( p = (p_1^t, \ldots, p_N^t) \), \( y = (y_1^t, \ldots, y_N^t) \).

The problem has been reduced to that of finding a solution of the
repeated game whose payoff function for firm \( j \) in each period is \( G_j \).

Each period's profit depends only on the prices \( p^t \) and stocks \( y^t \) for that
period (and not directly on outputs \( q^t \) or inventories \( x^t \)). It is well
known that one of the equilibria of a time-independent repeated game is
simply the repeated playing of a single-period-game (Cournot-Nash)
equilibrium. Consider the static game in which firm \( j \)'s objective is
to choose \( p_j \) and \( y_j \) to maximize \( G_j(p, y) \); denote the Cournot-Nash equilibrium
of such a game by \( \tilde{p}, \tilde{y} \), where \( \tilde{p} = (\tilde{p}_1, \ldots, \tilde{p}_N) \) and \( \tilde{y} = (\tilde{y}_1, \ldots, \tilde{y}_N) \). Then a
solution of the repeated game whose objective is to maximize \( \Sigma_{t=1}^{\infty} \alpha^t_j G_j(p, y) \)
involves firm \( j \) repeatedly playing \( \tilde{p}_j, \tilde{y}_j \); hence the Kirman-Sobel
theorem.

Because of the unpredictability of demand in each period, inventories
in this model serve as buffer stocks. Because it is assumed that a firm
cannot instantaneously adjust price or output, the immediate effect of a
change in demand is a change in the level of inventories. The model
predicts that this inventory change is followed in the next period by a change in the rate of production. The meaning of the Kirman-Sobel theorem is that, provided the initial level of inventories is not too high, the firm operates so as to maintain a constant target stock $y_j$. The equilibrium strategy prescribes that firm $j$ responds to an increase (decrease) in its demand in period $t$ by an equally-sized increase (decrease) in output in period $t+1$. (Because from (1) $q_j^{t+1} = y_j^{t+1} - x_j^{t+1} = y_j^t - (y_j^t - d_j^t)$ from (2). Putting $y_j^t = y_j^{t+1} = y_j$, $q_j^{t+1} = d_j^t$ so that $q_j^{t+1} - q_j = d_j^t - d_j^{t-1}$.)

The Kirman-Sobel theorem has an implication apparently not noticed before. The result depends upon the assumption that the demand function fluctuates randomly around a given mean. The firm counteracts these fluctuations by changing its output while leaving its price unchanged. If, in addition to these random fluctuations, the mean of the demand function were to shift, the parameters of the game would be different. A new equilibrium would emerge, with each firm having both a new target stock and, perhaps, a new price. Thus the theorem implies the following testable hypotheses:

(i) A firm will not change the price it charges if it perceives the demand change to be transitory; it may however change its price in response to a permanent change in the previous period's demand.

(ii) A firm will change its output in response to any change, temporary or permanent, in the previous period's demand.

Kirman and Sobel considered only one type of dynamic equilibrium, the analog of the repeated Cournot equilibrium. In dynamic oligopoly models there often exist other, implicitly collusive, equilibria, generated
by the firms following non-trivial reaction functions.° One might conjecture that a similar possibility exists here. Suppose firms, in their price decisions, react to their rivals' prices and, in their output decisions, simply follow demand changes. That oligopolists actually achieve implicit collusion by such a policy has been suggested by the empirical observations of Scherer [20, pp. 193-197] and by the oligopoly experiments of Friedman and Hoggatt [5]. If, in this way, price is the variable chosen to enforce implicitly collusive outcomes, then the conclusion stated in the previous paragraph still holds: prices will tend to be stable in the face of temporary demand changes. However, contrary to what Scherer [20, p. 194] suggested, price stability is not in itself evidence that implicit collusion is occurring because, according to the model described above, prices will also tend to be stable at a Cournot-type equilibrium.

Propositions similar to (i) and (ii) have been stated before in the industrial organization literature. The contribution of the foregoing analysis is to show that such behavior is consistent with neoclassical economic theory by showing it is a consequence of the profit-maximizing decisions of firms.

Note that, in this model, no assumptions about the relative ease of changing price as compared with changing output are imposed. Both types of change are assumed to be costless. Moreover, it is assumed to take the firm the same length of time (one period) to change output as to change price. In these two respects the model is, in its assumptions, neutral with respect to price flexibility versus output flexibility. Differences between price and output flexibility arise solely from the firms' choices.
3. ESTIMATION

We use business-survey data collected by the Ifo-Institut fuer Wirtschaftsforschung of Munich. The data set consists of two years' monthly observations in various branches of industry from 1977 to 1978. The data, which are qualitative, contain detailed micro-information on each firm including its expectations. We used the following four variables:

(i) $P_t$, the change in price from the previous month to the current month;

(ii) $Q_t$, the change in production level from the previous month;

(iii) $D_t$, the change in incoming orders from the previous month, which we use to represent the short-run change in demand;

(iv) $G_t$, the expected change in the business conditions for the product of the firm over the next six-month period, which we use as a proxy for the change in long-run demand.\(^8\)

All the above four variables have three categories: namely, increase, no change, and decrease.

According to the theoretical hypotheses (i) and (ii) set up in Section 2, the dependent variables in our statistical models are the change in price ($P_t$) and the change in production activity ($Q_t$), while the independent variable is the change in short-run demand with a one-month lag ($D_{t-1}$).\(^9\) One possible statistical specification for our hypotheses would be two separate univariate conditional logit models for price and production. However, there are probably some omitted
variables, such as cost changes, which affect both price and production. In order to capture the effect of these omitted variables, we combine the two logit models into one joint logit model which allows for interdependence between the two dependent variables (price and production changes) as well as dependence of these variables on perceived demand. This class of logit model, the multivariate conditional logit model, was developed by Nerlove and Press [18, 19] and applied to Ifo data by Koenig, Nerlove and Oudiz [13] and Nerlove [17]. This approach also enables us to test statistically the difference between the magnitude of price response and that of production response, which is required in order to evaluate the theoretical hypotheses of Section 2. If we estimated the models separately, this statistical comparison would be very difficult. The specification of the model is given by (using Pr to denote probability):

\[
Pr(P_t = i, Q_t = j | D_{t-1} = k) = \frac{\exp(S(i, j | k))}{\sum_{i' = 1}^{I} \sum_{j' = 1}^{J} \exp(S(i', j' | k))},
\]

\[
S(i, j | k) = \sum_{i' = 1}^{I} \sum_{j' = 1}^{J} \alpha_{i'i'} \cdot d_{i'}(i) \cdot d_{j'}(j) + \sum_{i' = 1}^{I} \sum_{j' = 1}^{J} \beta_{i'j'} \cdot d_{i'}(i) \cdot d_{j'}(j)
\]

\[
+ \sum_{i' = 1}^{I} \sum_{k' = 1}^{K} \beta_{i'k'} \cdot d_{i'}(i) \cdot d_{k'}(k) + \sum_{j' = 1}^{J} \sum_{k' = 1}^{K} \beta_{j'k'} \cdot d_{j'}(j) \cdot d_{k'}(k),
\]

where \( I, J \) and \( K \) are the numbers of categories of \( P_t, Q_t, \) and \( D_{t-1} \) respectively, \( d_{i'}(j) \) is a dummy variable taking value 1 when \( i = j \) and value 0 otherwise, and the following normalizing restrictions are imposed on the parameters:

\[
\sum_{i = 1}^{I} \alpha_i = 0, \quad \sum_{i = 1}^{I} \beta_{ij} = \sum_{j = 1}^{J} \beta_{ij} = 0 \text{ for all } i \text{ and } j.
\]
The $S(i, j | k)$ in the model can be interpreted as the utility that the firm receives when it makes the decision that $P_t = i$ and $Q_t = j$ when $D_{t-1} = k$. The parameters, $\alpha$ and $\beta$, may be interpreted in the same way as in the usual regression analysis with dummy variables and interaction terms. In particular the parameters $\beta^{PQ}$ represent the correlation between price change and production change due to some omitted variables. We do not interpret $\beta^{PQ}$ as representing any simultaneous feed-back relationship between the endogenous variables. If the $\beta^{PQ}$'s are all zero, the system (6) is just the product of two univariate logit models of price and production. It should be also noted that our model, in contrast to the usual regression analysis, is concerned with the frequency or probability of responses instead of the magnitudes of responses.

A set of $3 \times 3$ estimated contingency tables, each showing the ceteris paribus interaction between an exogenous variable and an endogenous variable, can be calculated from the parameter estimates in (6). For each interaction there are nine estimated probabilities and a nine-by-nine asymptotic covariance matrix. In order to facilitate the interpretation of each interaction, we summarize the information contained in the estimated contingency tables by a single association measure, the gamma coefficient (originally developed by Goodman and Kruskal [6], and applied to the logit model by Kawasaki [9] and Kawasaki and Zimmermann [11]). Suppose we have two ordinal categorical variables with indexes $i$ and $j$. Choose any two observations $(i_1, j_1)$ and $(i_2, j_2)$ at random from a population with replacement. The pair of observations is said to be positively associated if $i_1 < i_2$ and $j_1 < j_2$ or if $i_1 > i_2$ and $j_1 > j_2$, and negatively associated if $i_1 < i_2$ and $j_1 > j_2$ or if $i_1 > i_2$ and $j_1 < j_2$. Given a set of cell probabilities, it is straightforward to calculate the probability of obtaining positively-associated pairs ($\eta_1$) and the probability of
obtaining negatively-associated pairs ($\pi_-$). The gamma coefficient measures how much more probable it is to obtain positively-associated pairs than negatively-associated pairs given that there are no tied observations (that is, $i_1 \neq i_2$ and $j_1 \neq j_2$):

$$\gamma \equiv \frac{\pi_+ - \pi_-}{\pi_+ + \pi_-}.$$  

The gamma coefficient is analogous to the usual correlation coefficient in that it takes the value plus one if the two variables are positively associated, zero if they are independent, and minus one if they are negatively associated.

The data set contains 95,020 observations for each variable. As suggested by the propositions derived in the analysis of Section 2, two distinctive cases were considered. Firstly, when the long-run expectation for demand ($G^*_t-1$) remains unchanged, the hypothesis predicts that the firm responds to the change in short-run demand ($D_{t-1}$) not by price ($P_t$) but by output ($Q_t$). On the other hand, when a change in long-run demand is expected and the short-run change in demand is consistent with the long-run change, the firm, according to the theory, should adjust both price and output. Thus we separated the data in two subsamples, with 63,763 observations in the case where $G^*$ equals "no change" and 16,609 observations in the case where $G^* = D$ and $D$ equals "increase" or "decrease", neglecting 14,648 observations. For both subsamples we estimated model (6) for all available time points, several industry groups and a total sample pooled over all periods and all industries. Due to the problem of sampling zeros in the contingency-table analysis we were not able to estimate the model in several cases.

Table I lists the results for individual industries, pooled over time. The gamma coefficient for the bivariate interactions is used as a
summarizing statistic. Table I also reports the likelihood-ratio chi-square value (LRT), which is defined as $-2[\log LV(M) - \log LV(I)]$, where $LV(M)$ is the value of the maximized log-likelihood function of the model and $LV(I)$ the value of the maximized log-likelihood function of the null-hypothesis model, that is the model which does not contain the $\beta^{PD}$ and $\beta^{QD}$ parameters. The difference between gamma coefficients, $DIF = \gamma(PD) - \gamma(QD)$, is computed. The time series and the total sample results are not reported, because they yield little extra information.

Several aspects of the empirical implications of the Kirman-Sobel model are supported by the data. From the chi-square tests (see the first and the fifth columns of the table) we can, for all industries, clearly reject the null hypothesis that neither price nor output responds to a demand change in the previous month. This justifies our modelling, in equation (6), the firms as responding with price and/or output changes to the previous month's demand fluctuations. According to the gamma-coefficient estimates, a demand increase (decrease) is followed by an output increase (decrease) and either a price increase (decrease) or no price change. The separation of the data shows that firms react differently depending on whether demand changes are perceived as being transitory or permanent: in all cases the price and quantity reactions are much more marked in the permanent case (see the sixth and seventh columns of the table) than in the transitory case (see the second and third columns of the table). Moreover, in six cases out of eleven, transitory changes in demand have no significant effects on prices, whereas, in ten cases out of eleven, permanent changes in demand have significant effects on prices. Outputs react to both temporary and permanent demand changes; only in one (transitory) case is there a non-significant output interaction. As a
consequence, quantity reactions are much more marked than price reactions in the case of temporary demand changes: see the difference-test statistics (the fourth column of the table). Thus, while results vary from industry to industry, for most industries there is a significant relationship between transitory demand changes and output changes, an insignificant or weak relationship between transitory demand changes and price changes, and significant relationships between permanent demand changes and both output and price changes.

In contrast to Scherer's suggestion [20, p. 194] that prices will be stable in oligopolistic industries and flexible in competitive industries, the model of Section 2 suggests that prices will be stable in the face of transitory demand changes regardless of market structure (because the model requires no assumptions about the number or relative size of firms). The empirical results appear to support the latter contention. The last column of the table reports for each industry the ten largest firms' sales as a percentage of total industry sales. There seems to be no relationship between price inflexibility and concentration (compare, for example, plastics and products with electrical equipment).

Some limitations of this empirical test should be noted. Firstly, $G^*$, the expected change in business conditions over the succeeding six months, may not reflect perfectly long-run demand changes. The time horizon may be too short, or $G^*$ may include as well other variables such as costs. Secondly, the theoretical results relied on the assumption of constant returns to scale; if a firm is not operating under approximately constant returns to scale in the relevant output range, there is no reason to expect it to behave as the theory predicts. Thirdly, the theory is expressed in terms of relative prices, while the data refer to absolute prices. The theoretical prediction is that the firm will not change its
relative price in response to a transitory demand change. In an inflationary environment (in 1977, the German inflation rate in manufacturing industries was 2.7 percent and in 1978, 1.1 percent) a firm can change its absolute price without changing its relative price; this may explain why some of the measured price responses to transitory demand changes are significantly different from zero.

4. CONCLUSION

This paper presents a theoretical argument and empirical evidence supporting the proposition that firms tend to change both price and output in response to a permanent change in demand, but only output in response to a transitory change in demand. This may provide a partial explanation of the observed fact that prices are less flexible than quantities, a fact which has fundamental implications for macroeconomic modelling.

The paper gives an exposition of the Kirman-Sobel theorem [12] and shows as a corollary that a firm reacts differently to a demand change depending on whether the firm perceives the change to be permanent or transitory. Thus this reasonable-looking proposition is shown to be consistent with profit-maximizing behavior. The model demonstrates that, contrary to what has been claimed in the industrial organization literature, price stability is not in itself evidence of implicit collusion.

Based on this theoretical analysis, a multivariate conditional logit model is estimated using German data. For the industries for which estimates can be obtained, the empirical results are that transitory increases (decreases) in demand tend to be followed significantly by output
increases (decreases) and insignificantly or infrequently by price changes; permanent demand increases (decreases) are followed significantly by both output increases (decreases) and price increases (decreases).
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2See especially Friedman [4] and Shubik and Levitan [21].

3Related models were developed by Mills [16, Chs. 6, 7] and Shubik and Levitan [21, Ch. 8].

4That assuming constant returns to scale facilitates the solution of such a problem was noted by Mills [16, pp. 109-110].

5As in the elementary monopoly model, an increase in demand may result in no price change or a decrease in price. For example, for the demand function \( q_j^t = \delta_j(p^t) \cdot c + \epsilon^t \), where \( c \) is a parameter and \( \epsilon^t \) represents the random shock, it can be shown that an isoelastic shift in the demand function (a change in the value of the parameter \( c \)) causes no change in the equilibrium price.

6On implicitly collusive reaction-function equilibria in models where firms have only one decision variable and in which there is no uncertainty, see Friedman [4, Chs. 5, 8].

7See for example Weiss [24] for a weaker statement of statement of conclusions similar to these (weaker in that Weiss's reasoning suggests there will be small, but not zero, price changes in response to transitory demand changes: Weiss's argument is based on the elasticity of demand being lower in the short run than in the long run).
Although the precise meaning of this variable depends upon the judgment of the individual respondent, Vogler [22], based on a special survey, found that the demand situation in the long run is the main factor in the firms' assessments of this variable, but other factors such as costs and capacity utilization may also affect the assessments.

This assumes that the length of a period in the Kirman-Sobel model (the time it takes a firm to observe and respond to demand changes) is one month. The reason why more lagged variables are not used in the present study is that the inclusion of more variables makes the logit models less likely to be estimable due to empty cells in the contingency table.

For a detailed study of the choice mechanism in the logit model, see McFadden [15].

Some authors (for example, Heckman [8]) criticized the multivariate logit method for its lack of structural interpretation, and recommended the use of the simultaneous probit method. We use, nevertheless, the former method in this paper, because of the justification of the multivariate logit specification for our relatively simple economic model as given above, and because the logit model requires far less computation than does the probit method in this case.

Pooling over time and/or over industry might cause one problem in estimation; error terms of the model may be correlated, while the likelihood function used here assumes statistical independence among the error terms. Thus the parameter estimates might be affected by this misspecification. Although these matters have been extensively studied in the case of quantitative variables, little is known as yet about the
qualitative-variable case.

13 See Bishop, Fienberg and Holland [3, pp. 400-433], Haberman [7, pp. 34-35, 395-404], Kawasaki [9, pp. 84-118], and Koenig, Nerlove and Oudiz [13].

14 See Vogler [24]. The model of Section 2 suggests, however, that a cost change should generate a price change in a similar way to a permanent demand change.
<table>
<thead>
<tr>
<th>Industry</th>
<th>( G^* = &quot;no\ change&quot; )</th>
<th>( G^* = &quot;change&quot; = D )</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>( N )</td>
<td>( \gamma(\text{PD}) )</td>
</tr>
<tr>
<td>Stone and clay</td>
<td>1561</td>
<td>0.577*</td>
</tr>
<tr>
<td></td>
<td>(126.50)</td>
<td>(4.38)</td>
</tr>
<tr>
<td>Non-ferrous metals</td>
<td>907</td>
<td>0.301*</td>
</tr>
<tr>
<td></td>
<td>(68.26)</td>
<td>(3.07)</td>
</tr>
<tr>
<td>Chemicals</td>
<td>1262</td>
<td>0.248*</td>
</tr>
<tr>
<td></td>
<td>(133.94)</td>
<td>(2.49)</td>
</tr>
<tr>
<td>Machinery</td>
<td>9088</td>
<td>0.177*</td>
</tr>
<tr>
<td></td>
<td>(310.25)</td>
<td>(2.89)</td>
</tr>
<tr>
<td>Steel and non-ferrous metal</td>
<td>1066</td>
<td>-0.104</td>
</tr>
<tr>
<td>mill products</td>
<td>(36.69)</td>
<td>(-0.86)</td>
</tr>
<tr>
<td>Electrical equipment</td>
<td>6442</td>
<td>0.066</td>
</tr>
<tr>
<td></td>
<td>(375.21)</td>
<td>(1.29)</td>
</tr>
<tr>
<td>Precision machinery</td>
<td>2718</td>
<td>0.125</td>
</tr>
<tr>
<td></td>
<td>(113.25)</td>
<td>(0.95)</td>
</tr>
<tr>
<td>Textile products</td>
<td>5248</td>
<td>0.169*</td>
</tr>
<tr>
<td></td>
<td>(312.20)</td>
<td>(4.09)</td>
</tr>
<tr>
<td>Paper products</td>
<td>2132</td>
<td>0.068</td>
</tr>
<tr>
<td></td>
<td>(136.50)</td>
<td>(0.88)</td>
</tr>
<tr>
<td>Plastics and products</td>
<td>3671</td>
<td>0.082</td>
</tr>
<tr>
<td></td>
<td>(151.34)</td>
<td>(1.39)</td>
</tr>
<tr>
<td>Food</td>
<td>2426</td>
<td>0.064</td>
</tr>
<tr>
<td></td>
<td>(154.02)</td>
<td>(0.73)</td>
</tr>
</tbody>
</table>

\( N \): Number of observations. LRT: Likelihood-ratio chi-square value, degrees of freedom: 8. Below the parameter estimates in parentheses: \( t \)-values. * indicates significance at least at the 5% level (one-side test). \( \text{DIF} = \gamma(\text{PD}) - \gamma(\text{QD}) \). \( C \): ten-firm concentration ratio, 1977; source: Monopolkommission, Drittes Hauptgutachten 1978/79, Bundestagsdrucksache Nr 8/4404, 1980.