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ABSTRACT

Interest in the linear random regression models has been increasing in the last decade or so. The regression coefficient in such models is assumed to possess a probability distribution, and in that sense it is a random variable. Then the mean and variance of this probability distribution are estimated from given set of observations. These models provide an elegant technique for handling inter-unit heterogeneity found especially in cross-section behaviour. The model is appropriate in all situations where relevant variables (economic and non-economic) cannot be explicitly included in the regression - either because they cannot be measured or data is not available etc.

Under simplifying assumptions the model reduces to a classical model with the means as regression coefficients whose disturbances are heteroskedastic. The least squares estimators for the means are inefficient. The minimum variance Aitken's estimates for means are not directly obtainable because the diagonal elements in the variance-covariance matrix of disturbances are functions of variances, the unknown parameters. Thus we require estimates of the variances not only for their own sake but as an aid to obtain efficient estimators for means. This thesis discusses several estimators some of which have
been developed and/or generalized by us.

The study provides a basis for selecting a suitable estimator among several methods now available. We compute by Monte Carlo experimentation the quality of alternative estimators in terms of bias and dispersion of each estimator for parameters, and of forecasts made from the estimated equations. In addition some indication of the relative cost is provided. The biases of standard errors obtained from asymptotic formulas are determined.

The sample sizes studied are 10, 20 and 50. Three models are analyzed at two different points (chosen well apart) in the parameter space. To mention a few among several conclusions that emerge from our study, we find that (i) all estimators of means and variances are unbiased (ii) rankings of alternative estimators do change both across sample sizes and parameter values (iii) iterative estimators analyzed generally converge within five iterations and (iv) iterative procedures show rather small gain in efficiency in comparison to increased cost of computation.

The study also makes several theoretical contributions. The problem common to all estimators, that sometimes negative estimates of variance may appear, is discussed both analytically and geometrically. It is argued that in seeking more efficient estimators of variances, we reduce the probability of obtaining negative estimates of variances. This theoretical conjecture does hold in our empirical investigations. Further,
it is argued that in seeking efficient estimators of variances we reduce but do not eliminate the possibility of obtaining negative estimates of variance. The solution therefore lies in search for an estimator which provides guaranteed positive estimates and also has other desirable properties. It turns out that the simple proportional model with random coefficient always yields a guaranteed positive maximum likelihood estimator of variance, without any non-linearity problems found with this method when applied in general. This property is used to develop a stepwise least square estimator analogous to the maximum likelihood estimator which is consistent and generally positive. Hopefully, this is an improvement over other methods. Here we have developed only theory.

In addition a theoretical proof of unbiasedness of mean response coefficients estimators is developed. The formulas for calculating standard error of forecasts and coefficient of multiple correlation corresponding to alternative estimators are proposed. A more general assumption for the mean of random coefficients wherein the mean is functionally related to excluded and/or included variable/s is proposed. The thesis concludes with several suggestions for further research.
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CHAPTER I

PURPOSE AND PLAN OF THE STUDY

1.1 INTRODUCTION

In classical linear regression analysis it is assumed that the regression co-efficients are constant over the entire sample period in time series or that they do not change from observation to observation in cross sections. It can be argued that this assumption is rather restrictive. For example, suppose in demand analysis we are regressing the quantity demanded of a certain commodity on, say; the price of that commodity and some other explanatory variables. If we are using time series data on all relevant variables, then it is quite likely that the price elasticity of demand (or the regression coefficient) does not remain the same over the sample period. The change may occur because of changes in tastes over time. Similarly in a cross section study of the production function of firms, the labour and capital elasticities might vary from small firms to large firms due to economies of scale or managerial abilities etc. Therefore, it seems desirable to postulate linear regression models which permit regression coefficients to change from observation to observation.

Interest in the linear regression models with random coefficients has been increasing in the last decade or so.
In such models we assume that the regression coefficient possesses a probability distribution and in that sense, it is a random variable. It is a common practice to estimate the mean and variance of this probability distribution from the given set of observations. In fact, the classical linear regression model with constant coefficients can be interpreted as a particular case of the regression model with random coefficients, where only the intercept term is postulated to be a random variable.

If we are using a regression model with random coefficients and an estimate of the variance of random coefficients turns out to be statistically insignificant, this would then, support the hypothesis that the regression coefficient being considered is, in fact, constant. Thus under this framework of random coefficient regressions we have a statistical test for the non-constancy of a regression coefficient.

The linear regression model with random coefficients has been put to various uses in econometric analyses in the past. Zellner (1966) used the model in the context of the aggregation problem. He showed that if we aggregate micro relations, we end up with a macro relation which has coefficients changing over time. The only way to handle such macro relations is to consider them as random coefficient regressions; then there will be no aggregation bias.¹

¹See also Swamy (1968), pp. 9-13.
Nerlove (1965) proposed the use of this model in the specification and estimation of demand for output and supply of input functions for an industry when variables like managerial ability, technological progress etc. cannot be properly accounted for in the specification.

In a different context Swamy (1970) specified and analyzed the linear regression model with random coefficients in an aggregate consumption study of twenty-four countries using panel data.\(^2\) Some early attempts to specify models with a random intercept using time series of cross-section data were made by Kuh (1959), Mundlak (1963) and Hock (1962). The analysis of covariance was applied to such linear regression models with a random intercept.

The linear regression model with random coefficients may be used for regional, urban or quantitative economic analyses where data on some of the explanatory variables are practically non-existent and some economic and non-economic forces are not clearly specified.

In a recent study Singh, Nagar and Raj (1972) used the random coefficients model to analyze parameter shifts. The authors have shown that the parameter shifts can be built into the specification and analyzed statistically. In a separate study on the Econometric Model for the Indian economy it has been proposed by Professor A. L. Nagar to put the random coefficients model to extensive use of

\(^2\)Time series of cross-section data.
various sectors of the economy. In the blueprints of the Indian Econometric Model, it is proposed to carry out a large number of micro studies (in cross-section and time series alike) within the frame of the linear regression model with random coefficients to collect basic information about the size and direction of economic forces. This basic information then, shall be used in identifying important parameters in the macro equation and in making meaningful disaggregation for the macro equations of the econometric model.

With the recognition of the importance of the random coefficients model, it would now be helpful if users have some basis for selecting a most suitable method of estimation from among the several methods now available. To assist in this selection is the purpose and the objective of the present project. To achieve this goal we shall study the quality of the various methods in terms of bias and dispersion of both estimates of the parameters, and of forecasts made from the estimated equations. In addition we shall give some indication of the relative costs of the methods. Given qualities and relative costs, the user or consumer has some basis for selecting the best method for handling his particular problem.
I.2 SCOPE OF THE STUDY

1.2.1 Specification and Estimation in the Linear Regression Model with Random Coefficients

If we let the regression coefficients change from observation to observation, we will have to estimate too many parameters. It is ideal but hopeless to estimate and run tests on all parameters in such situations. Therefore, one has to make some simplifying assumptions about these coefficients. In the present study, we assume that they are random variables and we will estimate their means and variances only. In Chapter II, we discuss three different specifications of such random coefficient regression models. In the first, we simply assume that the mean of the probability distribution of a particular coefficient remains constant over the sample period or over various observation units. We call this the Constant Mean Response (CMR) model. Our second specification permits the mean response coefficient to change in a systematic fashion over sample units. Therefore, we call it the Variable Mean Response (VMR) model. Last of all, we let the mean response be functionally related to excluded and/or included explanatory variables. For example, the marginal propensity to consume may be interpreted as a function of an included variable like income, or of excluded variables like rate of interest, ratio of nonhuman to human wealth etc. as proposed by Friedman (1957).

The estimation of these models is discussed in Chapter III. It has been noted that for the purposes of
estimation all three specifications can be reduced to the same format as the CMR Model. The only difference is that in the latter two specifications the number of parameters to be estimated is large.

The methods of estimation employed are the following:

i) Ordinary Least Squares Estimation (OLS)
ii) Hildreth and Houck Estimation (HH)
iii) Step-Wise Aitken's Least Squares Estimation (SALS)
iv) Theil's Weighted Least Squares Estimation (TWLS)
v) Maximum Likelihood Estimation (MLE).

In the estimation of mean and/or standard errors of mean response coefficients, we need to estimate the variance of random coefficients first. A major drawback common to all the methods is that the estimate of variance sometimes turns out to be negative. Some ad-hoc methods of overcoming this difficulty have been discussed in Chapter III. In Chapter VI we propose a stepwise estimation method analogous to the maximum likelihood estimation of the linear regression model with random coefficients as a means of getting positive consistent estimators for the variances. As a digression we note that the Maximum Likelihood Method applied to the bivariate regression model with random coeffici-

---

3The Ordinary Least Squares (OLS) method of estimation gives estimates of mean response coefficients only. Therefore, we need extraneous estimates of variances to obtain consistent OLS estimates of the standard errors of the mean response coefficients.
cients always provides positive estimates of the variances. We also note that the Step-Wise Least Squares concept de-veloped by Goldberger (1961) can be employed in the present context. Therefore we consider step-wise regressions and propose a consistent estimation of variances obtained analogous to the Maximum Likelihood Estimators. We cannot call this estimator a Maximum Likelihood estimator.

However, the estimator possesses two desirable properties:

(a) the estimate of variance will be positive, and
(b) the estimator is consistent.

This is hopefully an improvement over the methods mentioned above.

I.2.2 Monte Carlo Study of Several Methods of Estimators

The exact sample properties of the estimators listed above are not known and need a great deal of theoretical analysis. In the present study we seek to examine the sample small/properties of several estimators through sampling experiments. In our study we have done bias analysis and efficiency ranking of several estimators for the mean response and variances of random coefficients. The descrip-

---

4 The Maximum Likelihood Estimator requires solution of non-linear equations through an iterative procedure. This estimator has not been included in sampling experiments due to limited computational funds and research time. For the same reasons the new estimator developed in Chapter VI is not studied by Monte Carlo experiments in this project.
tive statistics used are a combination of statistics based on first two moments (i.e. bias, standard deviation and root mean square error) of the sampling distribution and the corresponding non-parametric statistics (i.e. median bias and quartile deviation). These descriptive statistics have generally been expressed in percentage form to make them scale free. Various descriptive statistics have been defined in Chapter IV.

In addition to making efficiency comparison of several estimators, we have compared the estimators on the basis of their forecasting ability and the coefficient of multiple correlation. The biases of estimators of the asymptotic standard errors have also been computed to determine the least biased estimator. The sampling experiments extend to three models. For each of the three models the analysis has been carried out for more than one point in the parameter space in order to broaden and strengthen the conclusions. The results of the sampling experiments are discussed in Chapter V.

The generation of random numbers is an important aspect of a Monte Carlo study. The standard pseudo-random numbers commonly used in sampling studies suffer from two handicaps - (i) the hypothesis that they come from fixed (uniform) population does not hold in many instances and (ii) they are serially correlated. The pseudo-random numbers used for this study do not suffer from these
deficiencies. These pseudo-standard normal deviates have been generated by a computer routine developed by Carter (1972). This routine has built in test for the hypothesis that they are from a uniform population with no serial correlation. The technique of random number generation is briefly discussed in Chapter IV.

1.2.3 Efficiency and Convergence of Alternative Iterative Estimators

In the Hildreth and Houck, the Step-Wise Aitken's Least Squares and the Theil's Weighted Least Squares methods of estimation, we must estimate the variance first and then the mean response of random coefficients. These methods of estimation obtain the estimates for the variances of random coefficients from the Ordinary Least Squares residuals. Intuitively it seems that we can obtain more efficient estimators for the variances of random coefficients (hence the mean estimator for mean response coefficients) if we use the generalized least squares residuals. Thus, the Hildreth and Houck, the Step-Wise Aitken's Least Squares and Theil's Weighted Least Squares estimators of variances and mean response coefficients may be regarded respectively, as the initial step for the following iterative estimators:

(vi) Iterative Hildreth and Houck Estimator (IHH)
(vii) Iterative Step-Wise Aitken's Least Squares Estimator (ISALS)
(viii) Iterative Theil's Weighted Least Squares Estimator. (ITWLS).
These iterative estimators are discussed in Chapter III. The properties of these iterative estimators are examined through Monte Carlo experiments in Chapter V. For instance, we shall examine if there is a gain in efficiency in terms of smaller standard error of estimates; if the proportion of negative estimate of the variance of the random coefficients is reduced, and finally, whether the iterative schemes really converge.

The conclusions of our investigation of the sampling properties of alternative estimators of the linear regression models with random coefficients are given in Chapter VII.
CHAPTER II
SPECIFICATION OF THE LINEAR
REGRESSION MODEL WITH RANDOM COEFFICIENTS

II.1 MODEL SPECIFICATION

Consider a general linear regression model of the following type:

\[ y(t) = \sum_{j=1}^{K} \beta_j(t) x_j(t) + u(t), \quad t = 1, 2, \ldots, T; \]

\[ j = 1, \ldots, K \quad (II.1) \]

where \( y(t) \) is the \( t \)-th observation on the dependent variable and \( x_j(t) \) is the \( t \)-th observation on the \( j \)-th explanatory variable. There are \( K \) explanatory variables in the model and \( T \) observations on all variables. \( \beta_j(t) \) is the regression coefficient of the \( j \)-th explanatory variable corresponding to the \( t \)-th observation. It represents the partial response rate at which the dependent variable changes for a unit change in the \( j \)-th explanatory variable for the \( t \)-th observation, when influence of all other explanatory variables is held constant. In terms of partial derivatives, it can be represented as

\[ \beta_j(t) = \frac{\partial y(t)}{\partial x_j(t)}, \quad t = 1, \ldots, T; \]

\[ j = 1, \ldots, K. \quad (II.2) \]

It is clear that there are \( KT \) partial response rates which
are unknown in the model (II.1) and need investigation. We will come to this point later. The $u(t)'s$ are unobservable disturbances in the model which are assumed to be independently and identically distributed with zero mean and constant finite variance, $\sigma^2_0$.

In the specification of the model (II.1), we have formulated the regression coefficients as function of $t$. This feature of the general linear model needs explanation. It implies that the structural coefficients relating to the $x's$ differ for each observation.\footnote{We are assuming that the form of the function between $y$ and $x's$ does not change with observation. Further, we are concerned with linear structures only.} For example, consider a simple bivariate regression relation between savings and income of households. Suppose we have sample on savings from a cross-section of households at various income levels. Select any two households who have the same level of income but different wealth holdings. These two households will very likely have different savings response to a unit change in income. The reason for this is simple; wealth holdings also affect the savings behaviour of households. This shows that the structural coefficients will change from observation to observation if explanatory variables (like wealth) have been omitted from the model. Even if we include wealth in our model, there are scores of other factors such as age of households, number of persons in households, marital
status, social status, price expectations, income expectations and many more, which affect the savings behaviour of households and all cannot be simultaneously included in the savings income relationship; therefore, the regression model will have different partial savings response coefficients from observation to observation.

Consider another example. We have a cross-section sample of firms to explain variation in output by level of inputs, labour and capital. The change of output per unit change in capital/labour is likely to differ from firm to firm if the firms differ in size, managerial ability, technology etc. Thus in a simple regression relation of output and two factor inputs, capital and labour, the model such as (II.1) appears appropriate.

The objective in specifying the general linear model, which allows the regression coefficients to change from observation to observation, is to relax the restrictive assumption of the classical general linear model wherein the regression coefficients are assumed constant over the entire sample period. In the latter model, it is assumed that excluded variables effect only the intercept term, not other response coefficients; while, in the former model we generalize this principle by assuming that excluded variables effect all response coefficients. This point will become clear in subsequent discussion.

We have rationalized the model (II.1) for cross-
section studies by considering two examples. However, the model is equally plausible for time series also. For example, in a simple bivariate regression of inventory investment on the sales of a firm, the response of inventory investment to a change in sales will differ from year to year if business conditions, expectations, governmental policy etc., which also affect the inventory investment, change over time. Similarly, if we were to explain variation in output of a firm by level of capital and labour inputs, changes in output per unit change in each input will differ from year to year if technical progress takes place, better working conditions are instituted in the firm etc., as these factors also affect the output of a firm.

The specification of the model (II.1) is equally justified for macro economic behaviour. In a study of aggregate consumption, the changes in income of equal amount will produce different effects on aggregate consumption if consumer attitudes, income expectations, price expectation etc., change from year to year.

In the above discussion we provided certain illustrations (in micro and macro economics) where the use of the model (II.1), with changing coefficients, might be appropriate. We emphasized that the response coefficients change from sample unit to sample unit due to the fact that not all variables (economic and non-economic) can be explicitly introduced in the model. The variables are usually omitted from
the model for various reasons—because they cannot be measured quantitatively or data may not be available or because there are not enough degrees of freedom or simply they cannot be identified. In case of a homogeneous sample, if the model is well specified in terms of the explanatory variables, one may be able to use the regression model with constant coefficients. In other words, if the omitted variables could be held constant (as is possible only in laboratory experimentation in physical sciences) then regression model with constant coefficients could still be applicable.

The model (II.1), as noted earlier, has KT unknown regression coefficients to be estimated. We can however, only estimate and run tests on less than T parameters in the model because we have only T observations in the sample. It is, therefore, necessary that we impose certain simplifying restrictions on the structural coefficients of the model. These restrictions may take one of the following forms.

A. **Grouping of Observations**

The sample can be grouped into small homogeneous strata. For example, in a study of savings behaviour of households in the cross-section, the single and married households can be put in two separate groups and savings behaviour of each analysed separately. In this way the effect of marital status on savings behaviour can be controlled within each group. For each of these two groups further grouping of households can be done with respect to social
status, making the effect of socio-status on savings behaviour constant within each group and so on. The stratification reduces the number of parameters to be estimated since the number of explanatory variables required in the regression is reduced.\(^2\) Further, the structural coefficients can be assumed to be independent of the observations in the sample and we can use the familiar regression model with constant coefficients because the effect of omitted variables is then considerably reduced. However, this approach is conditional to the availability of data in suitable form and the number of observations required will be rather large.

B. **Use of Prior Information**

If we have prior information about the structural coefficients it can be utilized in their estimation along with the sample data. Either one may then employ mixed estimation as suggested by Theil and Goldberger (1961) or alternatively follow the Bayesian approach. This subject is beyond the scope of the present study.

C. **Random Coefficients Regression Approach**

Another approach to the problem is to make some simplifying assumptions about the structural coefficients.

---

\(^2\) We are assuming that we have sufficient data and we don't run into the degrees of freedom problem. There may be a methodology point here - why not introduce dummies? It may be pointed out that use of dummies is a discrete case of the regression model with random coefficients discussed as Assumption C.
We may, for example, assume that they are random variables with some specified properties. In the following analysis we shall elaborate this approach in detail.

II.2 **Constant Mean Response Approach**

This approach requires that, for any specified $j$, the regression coefficient $\beta_j(t)$, $t=12 \ldots, T$, is a random variable distributed independently and identically with constant mean and finite variance.

Algebraically we can write

$$E \left[ \beta_j(t) \right] = \bar{\beta}_j$$  \hspace{1cm} (II.3)

where $\bar{\beta}_j$ is the mean response which is independent of $t$.

$$E \left[ (\beta_j(t) - \bar{\beta}_j)^2 \right] = \text{Var} \beta_j(t) = \sigma_j^2$$  \hspace{1cm} (II.4)

where $\sigma_j^2$ is a finite constant,

$$E \left[ (\bar{\beta}_j(t) - \bar{\beta}_j) \left[ (\beta_{j'}(t') - \bar{\beta}_{j'}) \right] \right] = 0$$  \hspace{1cm} (II.5)

if $j \neq j'$ or $t \neq t'$,

$$j, j' = 1, \ldots, K \quad t, t' = 1, \ldots, T,$$

i.e. $\beta_j(t)$'s are uncorrelated among themselves and across the sample units. We may then write

$$\beta_j(t) = \bar{\beta}_j + \epsilon_j(t) \quad t = 1, \ldots, T$$  \hspace{1cm} (II.6)

$$j = 1, \ldots, K$$
where

\[ E \varepsilon_j(t) = 0 \quad \text{for all } j \text{ and } t \]  \hspace{1cm} (II.7)

\[ \text{Var} \varepsilon_j(t) = \sigma_j^2 \]  \hspace{1cm} (II.8)

\[ \text{Cov} \left[ \varepsilon_j(t), \varepsilon_j(t') \right] = 0 \quad \text{if } j \neq j' \text{ or } t \neq t' \]  \hspace{1cm} (II.9)

This assumption implies that \( \beta_j(t), \ t = 1, 2, \ldots, T \), fluctuates around the constant mean \( \bar{\beta}_j \) with constant variance \( \sigma_j^2 \). The situation can be pictured as in Fig. II.1, for any specified \( j \). The disturbances centered around \( \bar{\beta}_j \) are the assumed distribution for \( \varepsilon_j(t) \).

![Fig. II.1](image-url)
Since the mean response \( \bar{\beta}_j \) does not depend on \( t \) we call this approach the **constant mean response** approach (CMR).

Substituting (II.6) in (II.1), we have

\[
y(t) = \sum_j (\bar{\beta}_j + \varepsilon_j(t)) x_j(t) + u(t) ; \quad (II.10)
\]

\( t = 1, 2, \ldots \ldots , T \)

or

\[
y(t) = \sum_j \bar{\beta}_j x_j(t) + u^*(t). \quad (II.11)
\]

where

\[
u^*(t) = \sum_j \varepsilon_j(t) x_j(t) + u(t) \quad (II.12)
\]

If we make an additional assumption that \( x \)'s are non stochastic, then if follows from (II.7) - (II.9) that

\[
E u^*(t) = 0 \text{ because } E \varepsilon_j(t) = E u(t) = 0 \text{ for all } j \text{ and } t \quad (II.13)
\]

Finally

\[
\text{Var } u^*(t) = \sum_j x_j^2(t) \sigma_j^2 + \sigma_o^2 \quad (II.14)
\]

where

\[
\text{Var } u(t) = \sigma_o^2
\]

Thus in the model (II.11), we have to estimate

2k + 1 unknown parameters (\( \bar{\beta}_j \)'s, \( \sigma_j^2 \)'s, and \( \sigma_o^2 \)). So long as this number of parameters is less than T (number of
observations) they can be estimated.

Here we digress a little to discuss the role of the disturbance term \( u(t) \) in the model (II.1). It may be pointed out that the disturbance term in any regression model is included to account for omitted variables in the regression. One can also postulate that there is an inherent element of randomness in individual behaviour even after all systematic causes have been included. Since the concept of random coefficients in the model (II.1) has been introduced for similar reasons, one may do away with the disturbance term from the model, at least for the sake of simplicity. Retaining the disturbance term would add one more parameter to be estimated in the model (II.1) (viz., \( \sigma_0^2 \)). This additional term cannot be estimated separately if the model (II.1) has an intercept, for in this case variance of \( u^*(t) = \left[ \sum_{j=1}^{k} x_j^2(t) \sigma_j^2 \right] + \sigma_0^2 = (\sigma_0^2 + \sigma_1^2) + \sum_{j=2}^{k} x_j^2(t) \sigma_j^2 \) (assuming \( x_1(t) = 1 \) for all \( t \)) and it is difficult to unscramble the estimates/\( \sigma_0^2 \) and \( \sigma_1^2 \) (cf. Klein (1953)). Following the convention in the literature, we drop \( u(t) \) from the model (II.1) and (II.11).

To sum up

\[
y(t) = \sum_{j} \beta_j(t) x_j(t) \quad ; t = 1, 2, ..., T, \quad (II.15)
\]

where \( \beta_j(t) \)'s are random variables. This may be written as
\[ y(t) = \sum_{j} \bar{\beta}_j x_j(t) + \eta(t); \ t = 1, \ldots, T \quad (I I .1 6) \]

where

\[ \eta(t) = \sum_{j} \varepsilon_j(t) x_j(t); \ t = 1, \ldots, T \quad (I I .1 7) \]

It follows that

\[ E\eta(t) = 0 \text{ and } \text{Var} \eta(t) = \phi^2(t) = \sum_{j} x_j^2(t) \sigma_j^2 \quad (I I .1 8) \]

for \( t = 1, \ldots, T \).

A variety of mixed models (where some regressions coefficient are random and others constant) can be constructed as special cases of (I I .1 6) to suit particular need of the researcher. In particular, the familiar general linear regression model with constant coefficients is obtained if we postulate that \( x_1(t) = 1 \), for all \( t \) and the regression coefficient attached to it in the model (I I .1 5) is random, while other regression coefficients are constant (i.e. all other random coefficients have zero variances). Thus we have

\[ y(t) = \beta_1(t) + \sum_{j=2}^{k} \bar{\beta}_j x_j(t) \quad (I I .1 9) \]

\[ = \bar{\beta}_1 + \sum_{j=2}^{k} \bar{\beta}_j x_j(t) + \varepsilon_1(t) . \]

where \( \bar{\beta}_1 \) and \( \bar{\beta}_j \) are all constants.
II.3 Variable Mean Response Approach

The argument for constant mean response assumption could be extended one step further; suppose \( \bar{\beta}_j \)'s for any specified \( j \) is not constant but shifts (again shifts must be systematic or estimation will be hopeless). For example, it is likely that in time series analysis the marginal propensity to consume (or any other such parameter) shows a systematic shift. This systematic shift might take place due to various reasons, for example, due to change in the attitude of the people, changes in institutions, technological change etc. Similarly in cross-section analysis that the mean response may have a systematic shift due to occupational, sociological, geographical factors etc.

Suppose that in such situations we write

\[
E \beta_j(t) = \bar{\beta}_j + \bar{\alpha}_j f_j(t) \tag{II.20}
\]

where \( f_j(t) \) is a continuous function of \( t \) (the sample unit) which possesses partial derivatives at least up to second order.\(^3\)

In the simplest form \( f_j(t) = t \), then,

\[
E \beta_j(t) = \bar{\beta}_j + \bar{\alpha}_j t \tag{II.21}
\]

---

\(^3\)This idea has been explored in a separate paper by Singh, Nagar and Raj (1972).
i.e. $\beta_j(t)$'s fluctuate around a linear trend.

In other instances, it may be suitable to assume that

$$f_j(t) = \log t$$  \hspace{1cm} (II.22)

then

$$E \beta_j(t) = \bar{\beta}_j + \bar{\alpha}_j \log t$$  \hspace{1cm} (II.23)

i.e. $\beta_j(t)$ fluctuates around a semi-log linear trend.

Or suppose,

$$f_j(t) = e^t$$  \hspace{1cm} (II.24)

in which case,

$$E \beta_j(t) = \bar{\beta}_j + \bar{\alpha}_j e^t$$  \hspace{1cm} (II.25)

implying that $\beta_j(t)$ fluctuates around an exponential trend.

In fact, in the upswing and downswing of business cycles the parameter shifts may be such that they systematically increase during the upswing and fall during the downswing or vice-versa. In such situations $f_j(t)$ may take the following form,

$$f_j(t) = \delta_1 + \delta_2 t + \delta_3 t^2$$  \hspace{1cm} (II.26)

then,
\[ E \beta_j(t) = \bar{\beta}_j + \bar{\alpha}_j \left( \delta_1 + \delta_2 t + \delta_3 t^2 \right) \]  \hspace{1cm} (II.27)

\[ = (\bar{\beta}_j + \bar{\alpha}_j \delta_2) + (\bar{\alpha}_j \delta_2) t + (\bar{\alpha}_j \delta_3) t^2 \]

i.e. \( \beta_j(t) \) fluctuates around a second degree polynomial trend.\(^4\)

The major difficulty that might arise in this approach is the specification of the form of \( f_j(t), j=1, \ldots, K \). However, given computing facilities it is possible to try out different forms of \( f_j(t), j=1, 2, \ldots, K \) and choose the one which yields maximum explained variation (i.e. multiple correlation). Further it is difficult to unscramble the individual coefficients \( \bar{\beta}_j \) and \( \bar{\alpha}_j \) from \( \delta_1, \delta_2 \) and \( \delta_3 \) for formulation (II.27).

We may, in a general case, write

\[ \beta_j(t) = \bar{\beta}_j + \bar{\alpha}_j f_j(t) + \varepsilon_j(t); \quad t=1, \ldots, T; \quad j=1, 2, \ldots, K. \]  \hspace{1cm} (II.28)

and assume that

\[ E \varepsilon_j(t) = 0 \quad \text{for all } t \text{ and } j \]  \hspace{1cm} (II.29)

\[ \text{Var} \varepsilon_j(t) = \sigma_j^2, \text{ a finite constant} \]  \hspace{1cm} (II.30)

\(^4\)Perhaps here, \( \beta_j(t) = \delta_1 \cos(\delta_2 t + \delta_3) \) would be more appropriate. However, if we are considering only one cycle, quadratic form will serve the purpose.
\[ \text{Cov} \left[ \epsilon_j(t), \epsilon_j(t') \right] = 0, \text{ if } j \neq j \text{ or } t \neq t' \quad (\text{II.31}) \]

The hypothesis (II.28) can be pictured as in Fig. II.2 for any specified \( j \) and \( f_j(t) = t \). The disturbances around the line \( \bar{\beta}_j + \bar{\alpha}_j t \) are the assumed distribution of \( \epsilon_j(t) \).

Since mean response varies with observation, we may call this approach the \textbf{variable mean response} approach (VMR). It may be pointed out that the CMR approach is a particular case of VMR approach when \( \bar{\alpha}_j = 0 \) for all \( j \).
Substituting (II.28) in (II.15) we have

\[ y(t) = \sum_j (\beta_j + \tilde{\alpha}_j f_j(t) + \epsilon_j(t))x_j(t) \]  
\[ = \sum_j \beta_j x_j(t) + \sum_j \tilde{\alpha}_j x^*_j(t) + \eta(t) \]  

where

\[ x^*_j(t) = f_j(t) x_j(t) ; \quad j=1,2, \ldots, K \]  
\[ \eta(t) = \sum_j x_j(t) \epsilon_j(t) ; \quad t=1,2, \ldots, T \]

Assuming that x's are non stochastic, it follows from (II.29) - (II.31) that

\[ E \eta(t) = 0 , \quad \text{for all } t \]  
\[ \text{Var } \eta(t) = \sum_j x_j^2(t) \sigma^2_j ; \quad t=1, \ldots, T \]

In the model (II.32), if \( f_j(t) \) is prespecified, there are 3K unknown parameters \( \beta_j \)'s, \( \tilde{\alpha}_j \)'s and \( \sigma^2_j \)'s. So long as the number of parameters is less than T they can be estimated.

II.4 Mean Response as a Function of Some Explanatory and/or Excluded Exogenous Variables.

In the preceding sections we have discussed the cases where mean response either fluctuates around a constant
or about some specified trend. However, one cannot rule out the possibility that the mean response is a function of some included explanatory variables or even excluded exogenous variables. For example, Friedman (1957) assumed that the marginal propensity to consume is a function of rate of interest, ratio of nonhuman to human wealth etc. Similarly in a separate study Agrawala and Drinkwater (1972) assumed that the marginal propensity to consume is a function of socio-economic variables, such as female participation, which make the consumption function to shift over time. By way of illustration we may consider a cross-section sample of households to explain the savings behaviour by their levels of income. Assume further that the sample consists of households with varying amounts of wealth holdings. In this situation, it is likely that marginal propensity to save be functionally related to wealth holdings of households, even when wealth is explicitly introduced in the regression.

Thus it may be reasonable to assume that

\[ E \beta_j(t) = \bar{\beta}_j + \tilde{\alpha}_j g_j(\mathbb{R}(t)), \quad j = 1, \ldots, K \]  

(II.37)

where \( g_j(\mathbb{R}) \) is a continuous function of exogenous (excluded or included) variable \( \mathbb{R}(t) \), which possess partial derivative at least up to second order.\(^5\)

---

\(^5\) Here we have included one explanatory variable in the
The simplest form \( g_j(\mathcal{H}) \) might take is

\[
g_j(\mathcal{H}) = \mathcal{H} \quad (\text{II.38})
\]

then

\[
E \beta_j(t) = \bar{\beta}_j + \bar{\alpha}_j \mathcal{H} \quad (\text{II.39})
\]

i.e. \( \beta_j(t) \) fluctuates around the linear function in \( \mathcal{H} \).

The other simple possibilities are:

\[
g_j(\mathcal{H}) = \log \mathcal{H} \quad (\text{II.40})
\]

and

\[
g_j(\mathcal{H}) = e^\mathcal{H} \quad (\text{II.41})
\]

More complicated form of \( g_j(\mathcal{H}) \) are possible. For example,

\[
g_j(\mathcal{H}) = \gamma_1 + \gamma_2 \mathcal{H} + \gamma_3 \mathcal{H}^2 \quad (\text{II.42})
\]

then

\[
E \bar{\beta}_j(t) = \bar{\beta}_j + \bar{\alpha}_j \left[ \gamma_1 + \gamma_2 \mathcal{H} + \gamma_3 \mathcal{H}^2 \right] \quad (\text{II.43})
\]

\[
= (\bar{\beta}_j + \bar{\alpha}_j \gamma_1) + (\bar{\alpha}_j \gamma_2) \mathcal{H} + (\bar{\alpha}_j \gamma_3) \mathcal{H}^2
\]

i.e. \( \beta_j(t) \) fluctuates around a second degree polynomial function in \( \mathcal{H} \).

function \( g_j \), for simplicity reasons. The assumption can be generalized to include more explanatory variables.
The optimal form of $g_j(\bar{z})$ can be selected on the basis of the criterion of maximum explanation of variation in terms of multiple correlation. However, for complicated formulations of the functional form of $g_j(\bar{z})$ such as (II.42), it seems difficult to separate individual coefficients $\beta_j$ and $\alpha_j$ from $\gamma_1$, $\gamma_2$ and $\gamma_3$.

Now, let us write

$$\beta_j(t) = \bar{\beta}_j + \bar{\alpha}_j g_j(\bar{z}) + \epsilon_j(t), \ t=1, \ldots, T \tag{II.44}$$

and assume

$$E \epsilon_j(t) = 0 \quad \text{for all } j \text{ and } t, \tag{II.45}$$

$$\text{Var} \epsilon_j(t) = \sigma_j^2, \text{ a finite constant, and} \tag{II.46}$$

$$\text{Cov}[\epsilon_j(t), \epsilon_j(t')] = 0, \text{ if } j \neq j' \text{ or } t \neq t' \tag{II.47}$$

Substituting (II.44) in (II.15), we have

$$y(t) = \sum_j (\bar{\beta}_j + \bar{\alpha}_j g_j(\bar{z}) + \epsilon_j(t)) x_j(t) \tag{II.48}$$

or

$$y(t) = \sum_j \bar{\beta}_j x_j(t) + \sum_j \bar{\alpha}_j x_j^{**}(t) + \eta(t) \tag{II.49}$$

where
\[ x_j^{**}(t) = g_j(B(t)) x_j(t) ; \quad t=1,2, \ldots, T \quad (II.50) \]

and

\[ \eta(t) = \sum_j x_j(t) \varepsilon_j(t) \quad (II.51) \]

Under the additional assumption that \( x^{**} \)'s are non stochastic, it follows from (II.45) - (II.47) that

\[ \operatorname{E} \eta(t) = 0 \quad \text{for all } t \quad \text{and} \quad \operatorname{Var} \eta(t) = \sum_j x_j^2(t) \sigma_j^2, \quad (II.52) \]

\[ t=1,2, \ldots, T. \]

The parameters of the model to be estimated are:

\( \bar{\beta}_j \)'s, \( \bar{\alpha}_j \)'s and \( \sigma_j^2 \)'s.

It is easy to see that this approach embraces the CMR and the VMR models as particular cases.
CHAPTER III

ESTIMATION OF THE LINEAR REGRESSION MODELS WITH RANDOM COEFFICIENTS

III.1 Matrix Formulation of the General Linear Regression Models with Random Coefficients.

For estimation purposes it is useful to write the general linear models with random coefficients, discussed in Sections II.2 - II.4, in matrix notation, as follows.

The CMR model (II.16) can be written as

\[ y = X \bar{\beta} + \eta \]  \hspace{1cm} (III.1)

where

\[ Y_{T \times 1} = \begin{bmatrix} y(1) \\ \vdots \\ y(T) \end{bmatrix} ; \quad X_{T \times K} = \begin{bmatrix} x_1(1) & \ldots & x_K(1) \\ \vdots & \ddots & \vdots \\ x_1(T) & \ldots & x_K(T) \end{bmatrix} ; \]

\[ \bar{\beta}_{K \times 1} = \begin{bmatrix} \bar{\beta}_1 \\ \vdots \\ \bar{\beta}_K \end{bmatrix} \quad \text{and} \quad \eta_{T \times 1} = \begin{bmatrix} \eta(1) \\ \vdots \\ \eta(T) \end{bmatrix} \]
such that the elements of $X$ are fixed constants and

$$E\eta = \begin{bmatrix} E\eta(1) \\ \vdots \\ E\eta(T) \end{bmatrix} = 0_{T \times 1}, \quad \text{(III.2)}$$

$$E\eta \eta' = \phi_{T \times T} = \begin{bmatrix} E\eta^2(1) & \ldots & E\eta(1)E\eta(T) \\ \vdots & \ddots & \vdots \\ E\eta(T)E\eta(1) & \ldots & E\eta^2(T) \end{bmatrix} = \begin{bmatrix} \phi^2(1) \\ \vdots \\ 0 \end{bmatrix} \quad \text{(III.3)}$$

where

$$\phi^2(t) = \sum_j x^2_j(t) \sigma^2_j, \quad t = 1, 2, \ldots, T, \quad \text{(III.4)}$$

as defined in (II.18).

Similarly, the VMR model (II.32) in matrix notation may be written as

$$y = X^* \beta^* + \eta, \quad \text{(III.5)}$$

where $y$ and $\eta$ are column vectors as defined in (III.1) and

$$X^*_{T \times 2K} = \begin{bmatrix} x_1(1) & \ldots & x_K(1) & x^*_1(1) & \ldots & x^*_K(1) \\ \vdots & \ddots & \vdots & \vdots \\ x_1(T) & \ldots & x_K(T) & x^*_1(T) & \ldots & x^*_K(T) \end{bmatrix} \quad \text{(III.6)}$$

---

1 The summation over $j$ always runs from 1 through $K$ and over $t$ from 1 through $T$. 
such that \( x_j^*(t) \), for all \( j \) and \( t \), has been defined in (II.33). Thus the elements of \( x^* \) are nonstochastic and fixed in repeated samples

\[
\tilde{\beta}_{2K\times K} = \begin{bmatrix}
\tilde{\beta}_1 \\
\vdots \\
\tilde{\beta}_K \\
\tilde{\alpha}_1 \\
\vdots \\
\tilde{\alpha}_K 
\end{bmatrix} \tag{III.7}
\]

where \( \tilde{\beta}_j \)'s and \( \tilde{\alpha}_j \)'s are defined in (II.28) above.

Also the disturbance vector \( \eta \) is the same as in model (III.1) with \( E\eta = 0 \) and \( E\eta\eta' = \Phi \) defined in (III.2) and (III.3) respectively.

Finally, the model (II.49) may be written in matrix notation as

\[
y = X^{**}\tilde{\beta}^* + \eta \tag{III.8}
\]

where the vectors \( y \) and \( \eta \) are as defined in (III.1) and the vector \( \tilde{\beta}^* \) in (III.7) above.

The matrix \( X^{**} \) of order \( T \times 2K \) is defined as
\[ X_{\text{Kx2K}}^{**} = \begin{bmatrix} x_1(1) & \ldots & x_K(1) & x_1^{**}(1) & \ldots & x_K^{**}(1) \\ \vdots & \ddots & \vdots & \vdots \\ x_1(T) & \ldots & x_K(T) & x_1^{**}(T) & \ldots & x_K^{**}(T) \end{bmatrix} \]  

(III.9)

where \( x_{j}^{**}(t) \), for all \( j \) and \( t \) has been defined in (II.50).

The elements of the matrix \( x^{**} \) are non-stochastic fixed in repeated samples. Once again, the assumptions of the disturbance vector \( \eta \) are the same as in the CMR model (III.1) and are given in (III.2) - (III.4) above.

In the models (III.7), (III.5) and (III.8) the disturbances are independently and identically distributed with zero mean and heteroskedastic variances \( \phi^2(t) \)'s. The elements of the matrices of explanatory variables, \( X \), \( X^* \) and \( X^{**} \) (defined in (III.1), (III.6) and (III.9), respectively) are non-stochastic/fixed in repeated samples. Thus the models differ only in the number of parameters to be estimated. We may therefore restrict our discussion, which follows in subsequent sections, to the CMR model (III.1) only, without any loss of generality.
III.2 **Ordinary Least Squares Estimator**\(^2\)

For estimation, we assume further that

\[ \rho(x) = K \leq T \]  \hspace{1cm} (III.10)

i.e. the columns of X are assumed to be linearly independent.

The ordinary least squares (OLS) estimate of \( \bar{\beta} \) in the CMR model (III.1) is given as

\[ \bar{b} = (X'X)^{-1} X'y \]  \hspace{1cm} (III.11)

\[ = Ay \]

where

\[ A = (X'X)^{-1} X' \cdot \]

Under the assumptions stated above, it is easy to show the OLS estimator \( \bar{b} \) is linear, unbiased and consistent estimator of \( \bar{\beta} \).

The linearity of \( \bar{b} \) is obvious from (III.11), for any \( j \)th element of \( \bar{b} \) is given by

\[ \bar{b}_j = \sum_j A_{ij} y_j \]  \hspace{1cm} (III.12)

---

\(^2\)It is well known that this estimator is not appropriate in the present context because it yields an inefficient estimator for mean response. It is included primarily in the study for its historical importance. Besides, since the covariance matrix \( \Phi \) is not known a priori, it is not entirely clear if other estimators which use the estimated covariance matrix will be more efficient than the OLS estimator (cf. Rao (1970)). Therefore, the OLS estimator has some comparative value also. We will come to this point later while discussing the results of the sampling experiments in Chapter V.
where \( A_{ij} \) is an element in the \( i \)th row and \( j \)th column of matrix \( A \), defined in (III.11) above.

In order to prove unbiasedness, we must show that the expected value of sampling error of \( \bar{b} \) is zero

\[
E(\bar{b} - \bar{\beta}) = 0 \quad (III.13)
\]

Substituting the value of \( y \) from (III.1) in (III.11), we have

\[
\bar{b} = (x'x)^{-1} x' [x\bar{\beta} + \eta] \quad (III.14)
\]

or

\[
\bar{b} - \bar{\beta} = (x'x)^{-1} x' \eta
\]

Taking expectation on both sides, we have

\[
E(\bar{b}) = \bar{\beta} \quad (III.15)
\]

(\( \therefore \) \( E \eta = 0 \), from (III.2) and elements of \( X \) are nonstochastic and fixed in repeated samples). Hence \( \bar{b} \) is an unbiased estimator.

To prove consistency we must show that \( \text{Plim} (\bar{b} - \bar{\beta}) = 0 \). Taking the probability limit of the sampling error given in (III.14), we have

\[
\text{Plim} \left( \frac{\bar{b} - \bar{\beta}}{\text{Plim}} \right) = \frac{\text{Plim} (x'x)^{-1}}{T \to \infty} x' \eta \quad (III.16)
\]

\[
= \frac{1}{T} \lim x' x^{-1} \cdot \lim \left( \frac{1}{T} x' \eta \right)
\]

Now assuming that
\[
\text{Plim } \left( \frac{1}{T} x'x \right)^{-1} \tag{III.17}
\]

is bounded, and noting that

\[
\text{Plim} \frac{1}{T} x'\eta = \lim_{T \to \infty} E \left( \frac{1}{T} x'\eta \right) = 0 \tag{III.18}
\]

(because \(E\eta = 0\) and elements of \(x'\)'s are non-stochastic and fixed in repeated samples), we have

\[
\text{plim } \bar{b} = \bar{\beta}, \tag{III.19}
\]

i.e. \(\bar{b}\) is a consistent estimator of \(\bar{\beta}\).

However, the estimator \(\bar{b}\) will not be efficient because \(E\eta\eta' \neq \sigma^2 I\), i.e. the covariance matrix of the disturbances is not a scalar times an identity matrix as required under the classical Gauss-Markov assumptions. In particular, the disturbances are heteroskedastic.

Given the unbiasedness of \(\bar{b}\), the covariance matrix of the estimator \(\bar{b}\) can be obtained easily as

\[
\text{Var } (\bar{b}) = E[\bar{b}\bar{B} - \bar{b})(\bar{B} - \bar{b})'] \tag{III.20}
\]

\[
= (x'x)^{-1} x' (E\eta\eta') x(x'x)^{-1}
\]

\[
= (x'x)^{-1} x' \phi x(x'x)^{-1}
\]

because

\[
E\eta\eta' = \phi \tag{III.21}
\]
The elements $\phi$ are not completely determined because they involve unknown parameters $\sigma_j^2$'s.

The traditional formula $\hat{\sigma}_0^2 (x'x)^{-1}$ for obtaining the variance of $\bar{b}$ would yield biased results and hence is not suitable.

The co-variance matrix $\phi$ of the disturbance vector $\eta$ in the CMR model (III.1) is diagonal, a typical element of which is, $\phi^2(t) = \sum_j x_j^2(t) \sigma_j^2$. Since $\phi^2(t)$ is a function of observations on the explanatory variables, it will change over time. In other words the disturbances are heteroskedastic.

We need to estimate the unknowns $\sigma_j^2$'s for several reasons.

(i) If we have these estimates, we may obtain variance of $\bar{b}$ in (III.20).

(ii) We may obtain the Aitken estimate of $\bar{b}$.

(iii) The hypothesis regarding the randomness of regression coefficients can be tested only if we have these estimates and knowledge of their sampling distribution.

III.3 **Hildreth and Houck Estimator**

Hildreth and Houck (1968) have proposed an estimation procedure to estimate $\bar{b}_j$'s and $\sigma_j^2$'s in the model (III.1), which may be described briefly in steps as

1) Fit the model (III.1) by OLS yielding the fitted residuals;
2) regress the squares of the OLS residuals as obtained in step 1 above on a given function of \( x \)'s yielding the estimators of variances;

3) obtain an estimator of the covariance matrix \( \Phi \) using the estimates of the variances as obtained in step 2 above; and finally,

4) obtain an Aitken estimator of the mean response coefficients using the estimated covariance matrix \( \Phi \) as obtained in step 3 above.

Having described various steps involved for the Hildreth and Houck (HH) method of estimation, we now discuss their theoretical foundations. Consider the OLS fitted residuals in (III.1)

\[
\hat{\eta} = y - \bar{x} \bar{b} \quad \text{(III.22)}
\]

where \( y, X \) and \( \eta \) are defined in (III.1) and \( \bar{b} \) is defined in (III.11). We may write (III.22) as

\[
\hat{\eta} = My \quad \text{(III.23)}
\]

where

\[
M = I - X(X'X)^{-1} X' \quad \text{(III.24)}
\]

is a symmetric idempotent matrix of order TxT.

Substituting the value of \( y \) from (III.1) in (III.23) we obtain
\[ \hat{\eta} = M(\bar{X} + \eta) \]
\[ = M\eta \quad (\because MX = 0) \] (III.25)

Let the elements of the matrix $M$ be given as

\[
M_{T \times T} = \begin{bmatrix}
    m_{11} & \cdots & m_{1T} \\
    \vdots & \ddots & \vdots \\
    m_{T1} & \cdots & m_{TT}
\end{bmatrix}
\] (III.26)

and since these elements are functions of $X$'s only they are known and fixed in repeated samples.

Using (III.26) we can write the elements of the vector $\hat{\eta}$, defined in (III.25), as

\[
\hat{\eta} = \begin{bmatrix}
    \hat{\eta}(1) \\
    \vdots \\
    \hat{\eta}(T)
\end{bmatrix} = \begin{bmatrix}
    \sum_{t} m_{1t} \eta(t) \\
    \vdots \\
    \sum_{t} m_{Tt} \eta(t)
\end{bmatrix}
\] (III.27)

Taking expectations on both sides of (III.27) we have

\[
E\hat{\eta} = \begin{bmatrix}
    E \sum_{t} m_{1t} \eta(t) \\
    \vdots \\
    E \sum_{t} m_{Tt} \eta(t)
\end{bmatrix} = 0
\] (III.28)
Define a column vector $\hat{\eta}$ whose elements are the squares of elements of the column vector $\hat{\eta}$ defined in (III.27), i.e.

$$
\hat{\eta} = \begin{bmatrix}
\hat{\eta}^2(1) \\
\vdots \\
\hat{\eta}^2(T)
\end{bmatrix}
= \begin{bmatrix}
\left(\sum_t m_{1t} \eta(t)\right)^2 \\
\vdots \\
\left(\sum_t m_{Tt} \eta(t)\right)^2
\end{bmatrix}.
$$

The expected value of the vector $\hat{\eta}$ can be obtained from (III.29), using assumptions (III.2) - (III.4), as

$$
E\hat{\eta} = \begin{bmatrix}
E\left(\sum_t m_{1t} \eta(t)^2\right) \\
\vdots \\
E\left(\sum_t m_{Tt} \eta(t)^2\right)
\end{bmatrix}
= \begin{bmatrix}
\sum_t m_{1t}^2 \phi^2(t) \\
\vdots \\
\sum_t m_{Tt}^2 \phi^2(t)
\end{bmatrix}
$$

where $\phi^2(t)$ for $t = 1, 2, \ldots, T$, is defined in (III.4).

In matrix notation, (III.30) can be written as

$$
E\hat{\eta} = \hat{M}_{\Xi T} \hat{\varphi}
$$

where

$$
\hat{M}_{\Xi T} = \begin{bmatrix}
m^2_{11} & \cdots & m^2_{1T} \\
\vdots & \ddots & \vdots \\
m^2_{T1} & \cdots & m^2_{TT}
\end{bmatrix},
\hat{x}_{T \times K} = \begin{bmatrix}
x^2_{1}(1) & \cdots & x^2_{K}(1) \\
\vdots & \ddots & \vdots \\
x^2_{K}(T) & \cdots & x^2_{K}(T)
\end{bmatrix}
$$

(III.32)
and

\[ \hat{\sigma}_{K1} = \begin{bmatrix} \sigma_1^2 \\ \vdots \\ \sigma_K^2 \end{bmatrix} \]  

(III.33)

Let us write

\[ \hat{\eta} = \hat{M}\hat{x} + \xi \]  

(III.34)

where \( \xi \) is a disturbance vector such that \( E\xi = 0 \).

The elements of the matrix \( \hat{M} \) are functions of \( X \)'s and hence independent of the elements of the vector \( \xi \). We may therefore, use the regression relation (III.34) to estimate \( \hat{\sigma} \) as:

\[ \hat{s} = (\hat{z}' \hat{z})^{-1} \hat{z}' \hat{\eta} \]  

(III.35)

where

\[ \hat{z}_{TK} = \hat{M} \]  

(III.36)

and

\[ \hat{\sigma} = \begin{bmatrix} \sigma_1^2 \\ \vdots \\ \sigma_K^2 \end{bmatrix} = \begin{bmatrix} \text{est } \sigma_1^2 \\ \vdots \\ \text{est } \sigma_K^2 \end{bmatrix} \]  

(III.37)

It is easy to show that the estimator \( \hat{s} \) is unbiased and consistent. Substituting the value of \( \hat{\eta} \) from (III.34) in (III.35), the sampling error of \( \hat{s} \) can be obtained, i.e.
\[ s - \omega = (Z'Z)^{-1} \dot{Z}\xi. \]  (III.38)

It follows that

\[ E(s - \omega) = 0, \quad (\therefore E\xi = 0), \]  (III.39)

i.e. \( s \) is an unbiased estimator of \( \omega \).

Further \( s \) is a consistent estimator, if

\[ \text{Plim } s = \omega. \]  (III.40)

It follows from (III.38) that

\[ \text{Plim } \left( \frac{1}{T} Z' \dot{Z} \right)^{-1} \text{ Plim } \left( \frac{1}{T} Z' \xi \right) \]  (III.41)

Now assume that

\[ \text{Plim } \left( \frac{1}{T} Z' \dot{Z} \right)^{-1} \]  (III.42)

is bounded, and noting that\(^{2a}\)

\[ \text{Plim } \left( \frac{1}{T} Z' \dot{Z} \right)^{-1} = \lim_{T \to \infty} E \left( \frac{1}{T} Z' \xi \right) = 0 \]  (III.43)

(because \( E\xi = 0 \) and the elements of \( \dot{Z} \) are non-stochastic and fixed in repeated samples).

\(^{2a}\) Hussain and Wallace (1967) have shown that \( \text{Plim } g_T = \emptyset \) does not necessarily imply \( \lim_{T \to \infty} E(g_m) = \emptyset \), as is erroneously believed sometimes. Of course if \( g_m \) is uniformly bounded (i.e., \( |g| < M < \infty \) for all \( T \)), then \( g_m \not\overset{\text{a}}{\to} \emptyset \). (Also see original reference [5] in Hussain and Wallace). Throughout this study we will continue to assume that \( g_T \) is continuously bounded.
we have

\[ \text{Plim } \hat{s} = \hat{\sigma}, \]  

(III.44)
i.e. \( \hat{s} \) is a consistent estimator of \( \hat{\sigma} \).

The estimator \( \hat{s} \) will be efficient if the disturbances in \( \xi \) are uncorrelated and homoskedastic, i.e. \( E(\xi \xi') = \sigma^2 I \). This is unfortunately not true, for

\[
E(\xi \xi') = E(\hat{\eta} - E\hat{\eta})(\hat{\eta} - E\hat{\eta})' \\
= E(\hat{\eta} \hat{\eta}') - E(\hat{\eta}) E(\hat{\eta}').
\]

(III.45)

It is shown in Appendix 1 that

\[
E(\hat{\eta} \hat{\eta}') = E(\hat{\eta}) E(\hat{\eta}') + 2 \hat{\Psi}.
\]

(III.46)

where \( \hat{\Psi} \) is a matrix of order TXT whose elements are the squares of the elements of the matrix \( \Psi \) of order TXT and

\[
\Psi = M \phi M
\]

(III.47)

where \( M \) and \( \phi \) have been defined in (III.24) and (III.4) respectively.

Thus,

\[
E(\xi \xi') = 2 \hat{\Psi},
\]

(III.48)

The elements of \( \Psi \) are all non zero and hence the disturbances

\[ ^3 \text{Also see the Appendix A in Singh, Nagar and Raj (1972).} \]
's are correlated and heteroskedastic. Hence, the estimator $\hat{\delta}$ is not efficient.

The covariance matrix of the estimator $\hat{\delta}$ is given by

$$\text{Var}(\hat{\delta}) = \text{E}(\hat{\delta} - \hat{\delta}) (\hat{\delta} - \hat{\delta})'$$

$$= (\hat{\delta}'\hat{\delta})^{-1} \hat{\delta}' \text{E}(\xi \xi') \hat{\delta} (\hat{\delta}'\hat{\delta})^{-1}. \tag{III.49}$$

Substituting for $\text{E}(\xi \xi')$ from (III.48) in (III.49), we have

$$\text{Var}(\hat{\delta}) = (\hat{\delta}'\hat{\delta})^{-1} \hat{\delta}' (2\hat{\psi}) \hat{\delta} (\hat{\delta}'\hat{\delta})^{-1}. \tag{III.50}$$

The variances in (III.50) are not fully determined because $\hat{\psi}$ is a function of unknown $\sigma_j^2$'s. However it is appropriate to replace $2\hat{\psi}$ by its consistent estimator $2\hat{\psi}$ obtained by replacing the unknown $\sigma_j^2$'s by their consistent estimates $\hat{\sigma}_j^2$'s.

It should be noted that the estimator of $\sigma_j^2$ obtained according to (III.35) will have a range of $-\infty$ to $\infty$. Thus it is always possible to arrive at negative estimate of $\sigma_j^2$ with, howsoever, small probability.

III.3.1 Problem of Negative Variances: A Digression

Here we digress a little to discuss the problem of negative estimates of $\sigma_j^2$'s, which might arise according to

The arguments developed by us in this section are helpful in interpretations of the sampling results in Chapter V.
(III.35). No doubt, in the limit, the probability of getting a negative estimate will approach its lower limit zero because the estimator \( \hat{s} \) is consistent. The probability of getting negative values of \( s_j^2 \)'s according to (III.35) may be substantial in small samples especially so because the estimator in (III.35) is inefficient (its standard errors will be large) and it can be reduced in seeking a more efficient estimator. This point will become clearer by the following diagrammetrical representation.

In Fig. III.1 we have drawn a hypothetical probability density function for any representative \( s_j^2 \) obtained by
the H-H method in free hand line. The shaded area under the solid lined probability density function to the left of OY line gives the percentage chance of getting negative estimate (say 10%) for a given sample size (say a size 20). In the same diagram we have drawn the probability density function in broken line for an efficient estimator, which has smaller spread than the H-H estimator by definition, (the shaded area under the broken line to the left of line OY is less than that under the solid line curve). The percentage chance of getting negative estimate is reduced (say it is now 6%). It is intuitively clear from the above argument that by seeking more efficient estimates of $\sigma_j^2$'s we reduce the probability of getting negative values. We will discuss a few efficient estimators in the sections that follow.

Hildreth and Houck (1968), have suggested two alternative remedies to the problem of negative estimates of $\sigma_j^2$'s.

(i) We may replace negative estimates by zeros. The estimator so obtained is biased but has lower mean square error than Hildreth and Houck estimate obtained in (III.35) above.

(ii) Employ constrained minimization of errors subject to non-negativity constraints on $\sigma_j^2$'s, in obtaining their

---

5We are implicitly assuming that the distributions of estimators are symmetric which may not hold in small samples.
estimators, i.e. use quadratic programming. The suggestion in (i) is rather arbitrary and that in (ii) has not been applied by anybody so far—perhaps due to its complex nature.\(^6\) Further, in the latter approach there is no way to measure the precision of the estimates.

III.3.2 **Hildreth and Houck's Estimator of Mean Response Coefficients.**

It is well known that, if \( \phi \) is known, the BLU estimator of \( \hat{\beta} \) is Aitken's estimator, given as

\[
\hat{\beta} = (X' \phi^{-1} X)^{-1} X' \phi^{-1} y
\]  
(III.52)

and the covariance matrix of \( \hat{\beta} \) is given by

\[
\text{Var} \hat{\beta} = (X' \phi^{-1} X)^{-1}
\]  
(III.53)

However as observed earlier \( \phi \) is not known a priori because its elements are linear functions of \( \sigma_j^2 \)'s, which are unknown. In (III.35) above, we obtained \( s_j^2 \)'s, which are consistent estimates of \( \sigma_j^2 \)'s. We may use these to obtain consistent estimate of \( \phi \) and use it in place of \( \phi \) in (III.52) and (III.53). Thus the H-H estimator \( \hat{\beta} \) is given by

\[
\hat{\beta} = (X' \hat{\phi}^{-1} X)^{-1} X' \hat{\phi}^{-1} y
\]  
(III.54)

---

\(^6\)In a separate problem Judge and Takayama (1966) have dealt with the inequality restrictions in regression analyses.
\[
\hat{\phi} = \begin{bmatrix}
\sum_j x_j^2(1)s_j^2 & & \vdots & 0 \\
0 & & \ddots & \vdots \\
0 & \cdots & \sum_j x_j^2(T)s_j^2 \\
\end{bmatrix}
\quad \text{(III.55)}
\]

The asymptotic covariance matrix of \( \hat{\beta} \) is

\[
\text{Var} (\hat{\beta}) = (X' \hat{\phi}^{-1} X)^{-1} = (X' \phi^{-1} X)^{-1}
\quad \text{(III.56)}
\]

where

\[
\hat{\phi}^{-1} = \begin{bmatrix}
\frac{1}{\sum_j x_j^2(1)s_j^2} & 0 & & \\
0 & & \ddots & \vdots \\
0 & \cdots & \frac{1}{\sum_j x_j^2(T)s_j^2} \\
\end{bmatrix}
\quad \text{(III.57)}
\]

Hildreth and Houck (1968) have shown that \( \hat{\beta} \) as given in (III.54) is a consistent estimator. However it is not known if the estimator (III.54) is unbiased. We shall prove below that \( \hat{\beta} \) is unbiased also.
III.3.3 **Proof of Unbiasedness of** $\hat{g}$.\footnote{The proof is based on arguments similar to the arguments in the paper by Kakwani (1967).}

Assume that the elements of the vector $\eta$ in (III.1) follow a continuous symmetric probability law, viz.

$$h[\eta(t)] = h[-\eta(t)] \quad (III.58)$$

where $\eta(t)$ is the $t$-th element of the vector $\eta$, defined in (III.1) above.

Now consider the $t$-th element of $\hat{\eta}$ in (III.27)

$$\hat{\eta}(t) = \sum_{t} m_{tt} \eta(t) \quad (III.59)$$

and the $j$-th element of $\hat{\hat{s}}$ in (III.35).

$$s_j^2 = \sum_{t=1}^{T} P_{jt} \left[ \sum_{t=1}^{T} m_{tt} \eta(t) \right]^2 \quad (III.60)$$

where

$$P = (P_{jk}) = (\hat{\hat{s}}' \hat{\hat{s}})^{-1} \hat{\hat{s}}' \quad (III.61)$$

and

$$\left[ \sum_{t=1}^{T} m_{kt} \eta(t) \right]^2 = \hat{\eta}^2(k), \ k = 1, 2, \ldots, T \quad (III.62)$$
finally, the t-th element of matrix \( \hat{\Phi} \) in (III.55) is

\[
\hat{\Phi}^2(t) = \sum_{j=1}^{K} x_j^2(t) \sum_{t=1}^{T} p_{jt} \left( \sum_{t=1}^{T} m_{tt} \eta(t) \right)^2
\]

(III.63)

Since the elements of \( \eta \) follow a continuous probability law, it follows from (III.59) - (III.63) that the elements of \( \hat{\eta} \), \( \hat{s} \) and \( \hat{\Phi} \) also follow a continuous symmetric probability law, i.e. their values do not change with a change of the sign of the \( \eta(t) \)'s. Substituting (III.1) in (III.54), we can obtain the sampling error of \( \hat{\beta} \) as

\[
\hat{\beta} - \bar{\beta} = (X' \hat{\Phi}^{-1} X)^{-1} X' \hat{\Phi}^{-1} \eta
\]

(III.64)

Our objective is to show that \( E(\hat{\beta} - \bar{\beta}) = 0 \) given that the expectation exists. Writing \( \hat{\beta} - \bar{\beta} \) as

\[
\hat{\beta} - \bar{\beta} = H(\eta) \eta
\]

(III.65)
where

\[
H(\eta) = (X' \hat{\Phi}^{-1} X)^{-1} X' \hat{\Phi}^{-1}
\]

(III.66)
we observe that

\[
H(\eta) = H(-\eta)
\]

(III.67)
i.e. \( H(\eta) \) is an even function of the vector \( \eta \) in the sense that a change in sign of \( \eta \) does not change the value of the function.
On the other hand the sampling error given in (III.65) is an odd function of \( \eta \). However, \( \eta \) and \( -\eta \) have the same probability density function by assumption. Therefore the sampling error \((\hat{\theta} - \bar{\theta})\) and \((\bar{\theta} - \hat{\theta})\) will have same density functions also.

Thus \( \hat{\theta} \) is symmetrically distributed about \( \bar{\theta} \). This proves that \( \hat{\theta} \) is unbiased, if its mean exists.\(^{8}\)

However, the estimator \( \hat{\theta} \) will not be efficient because \( \hat{\theta}^{-1} \) is obtained by using the inefficient estimates of \( \sigma_j^2 \)’s.

---

\(^8\)The following illustration provides a theoretical background for the above proof. Consider a random variable \( x \) (say the sampling error) with density function

\[ f(x) \, dx \quad ; \quad -\infty < x < \infty \]

Suppose \( f(x) \) is an even function of \( x \) i.e. \( f(x) = f(-x) \).

Then it follows that

\[
(1) \quad \int_{-\infty}^{\infty} f(x) \, dx = 2 \int_{0}^{\infty} f(x) \, dx
\]

because

\[
(2) \quad \int_{-\infty}^{\infty} f(x) \, dx = \int_{-\infty}^{0} f(x) \, dx + \int_{0}^{\infty} f(x) \, dx.
\]

Now substituting \( x = -x \) in (2) above, we have

\[
(3) \quad \int_{-\infty}^{0} f(-x) \, dx + \int_{0}^{\infty} f(x) \, dx = 2 \int_{0}^{\infty} f(x) \, dx.
\]

Now, since \( f(x) \) is an even function of \( x \) (assuming that the mean exists), it can be shown that

\[
(4) \quad E(x) = \int_{-\infty}^{\infty} x \, f(x) \, dx = 0
\]

because, (4) can be written as

\[
(5) \quad E(x) = \int_{-\infty}^{0} x \, f(x) \, dx + \int_{0}^{\infty} x \, f(x) \, dx.
\]

Substituting \( x = -x \) in (5) above, we have

\[
(6) \quad E(x) = \int_{-\infty}^{0} x \, f(-x) \, dx + \int_{0}^{\infty} x \, f(x) \, dx = 0
\]
III.3.4 Coefficient of Multiple Correlation in the CMR Model.

Let us for a moment assume that the covariance matrix $\phi$ is known and is positive definite. Then it is always possible to transform models such as (III.1) so that the Gauss-Markov assumption hold, i.e. that the transformed disturbances possess a covariance matrix which is a scalar times the identity matrix. Let $S$ be a matrix of order TXT, whose elements are known, such that

$$S'S = \phi^{-1} \quad \text{and} \quad S\phi^{-1}s' = I .$$  \hspace{1cm} (III.68)

Then

$$SY = SX\hat{\beta} + S\eta$$  \hspace{1cm} (III.69)

is the transformed model, which satisfies all the Gauss-Markov assumptions. In the model (III.1) the disturbances $\eta(t)'s$ are heteroskedastic, thus $S$ is easy to obtain. In fact, in that case, the transformation matrix $S$ is given by

$$S = \begin{bmatrix}
1 \\
\phi(1) & 0 \\
\ddots & \ddots \\
0 & \ddots & \phi(T)
\end{bmatrix}$$  \hspace{1cm} (III.70)

---

9 The material in Sections III.3.4 and III.3.5 is specially developed by us for use as criterion in choosing among alternative estimators.

10 Goldberger (1964), p. 36.
where \( \phi(t) \) is the square root of \( \phi^2(t) \), defined in (III.4).

It is easy to verify that (III.68) is true. It follows that

\[
E(S\eta) = 0 \quad (\because S \text{ is known and } E(\eta) = 0)
\]

and

\[
E(S\eta \eta' S') = I \quad (\because (III.4) \text{ is true}).
\]

Writing the transformed model as

\[
Y' = X' \hat{\beta} + \eta'
\]

where

\[
Y' = SY \quad ; \quad X' = SX \text{ and } \eta' = S \eta.
\]

The coefficient of multiple correlation is the square root of \( R^2 \) defined as

\[
R^2 = 1 - \frac{\hat{\eta}' \hat{\eta}'}{Y'\ Y'}
\]

where \( \hat{\eta}' = Y' - X' \hat{\beta} \) and \( \hat{\beta} = (X'\ X')^{-1} X'\ Y' \)

Substituting the value of \( Y' \) and \( \hat{\eta} \) defined in (III.74), we have

\[
R^2 = 1 - \frac{\hat{\eta}' \phi^{-1} \hat{\eta}}{Y'\ \phi^{-1} \ Y}
\]

where

\[
\hat{\eta} = Y - X \hat{\beta}
\]

and \( \hat{\beta} \) is defined in (III.52).
However, $R^2$ can not be computed because it is a function of unknown $\sigma_j^2$'s.

We obtained a consistent estimator for $\delta$ in (III.35) which may be used to obtain a consistent estimator for $\phi$.

Thus, $\hat{R}^2$ may be defined as

$$\hat{R}^2 = 1 - \frac{\hat{\eta}' \hat{\phi}^{-1} \hat{\eta}}{\hat{\eta}' \hat{\phi}^{-1} \hat{\eta}}$$  \hspace{1cm} (III.78)

where

$$\hat{\eta} = Y - X\hat{\beta}$$  \hspace{1cm} (III.79)

and $\hat{\beta}$ is the Hildreth and Houck estimator given in (III.54).

### III.3.5 Prediction with the CMR Model

Assume that the CMR model (III.1) $\hat{\beta}$ has been estimated by the generalized least squares procedure defined in (III.52). Suppose we are given values of the explanatory variables for $m$-periods of prediction and we want to predict the future values (in $m$-periods) of the dependent variable.

Let $X_f$ be a $mxK$ matrix whose rows consist of observations on the explanatory variables outside the sample period.

Assume that the model (III.1) still holds for future observations, then the true values of the dependent variable will be given as
\[ Y_f = X_f \bar{\beta} + \eta_f \]  

(III.80)

where subscript \( f \) refers to the forecasts or future values and \( Y_f \) is a column vector of size \( m \) consisting of the true unknown values of the dependent variable and \( \eta_f \) is an \( m \)-element disturbance vector distributed with zero mean and covariance matrix \( \phi_f \), such that

\[
E(\eta_f \eta_f^T) = \phi_f = \begin{bmatrix}
\phi_f^2(1) & 0 \\
0 & \ddots & \ddots & \ddots \\
& \ddots & \ddots & 0 \\
& & 0 & \phi_f^2(m)
\end{bmatrix}
\]  

(III.81)

where

\[
\phi_f^2(t) = \sum_{j=1}^{K} x_f(j) x_f(t) \sigma_j^2 ; t = 1, \ldots, m .
\]  

(III.82)

Let \( X_f \hat{\beta} \) be the predictor, where \( \hat{\beta} \) is defined in (III.52).

Then the prediction error is given by

\[
X_f \hat{\beta} - Y_f = X_f \hat{\beta} - (X_f \bar{\beta} + \eta_f)
\]  

(III.83)

\[
= X_f (\hat{\beta} - \bar{\beta}) - \eta_f
\]

The predictor is unbiased in the sense that the expected value of the prediction error is zero, i.e.

\[
E(X_f \hat{\beta} - Y_f) = 0
\]  

(III.84)

because
\[ \hat{\beta} = \beta \quad \text{and} \quad E\eta_f = 0 \quad \text{(III.85)} \]

The sampling covariance matrix of predication error is given as

\[ E\left[ (X_f \hat{\beta} - Y_f) (X_f \hat{\beta} - Y_f)' \right] \quad \text{(III.86)} \]

\[ = E\left[ (X_f (\hat{\beta} - \bar{\beta}) - \eta_f) (X_f (\hat{\beta} - \bar{\beta}) - \eta_f)' \right] \]

\[ = X_f E(\hat{\beta} - \bar{\beta}) (\hat{\beta} - \bar{\beta})' X_f' - X_f E(\hat{\beta} - \bar{\beta}) E(\eta_f \eta_f') \]

\[ - E\eta_f (\hat{\beta} - \bar{\beta})' X_f' + E(\eta_f \eta_f') \]

If we assume that the elements of \( \eta \) are uncorrelated with those of \( \eta_f \), then it is easy to verify that \( E \eta_f (\hat{\beta} - \bar{\beta})' X_f' = 0 \) and \( E(\hat{\beta} - \bar{\beta}) E(\eta_f \eta_f') = 0 \). Therefore, we can write (III.86) as

\[ E\left[ (X_f \hat{\beta} - Y_f) (X_f \hat{\beta} - Y_f)' \right] = X_f (X' \phi^{-1} X)^{-1} X_f' + \phi_f \quad \text{(III.87)} \]

It can be shown that predictor \( X_f \hat{\beta} \) is the best in the class of linear unbiased predictors.

Now since \( \phi \), \( \phi_f \) and \( \hat{\beta} \) are functions of the unknown \( \sigma^2_j \)'s, we may replace \( \sigma^2_j \)'s by their consistent estimators \( s^2_j \)'s to obtain the variance of the predictor given in (III.87) as

\[ \text{Estimated Var (Prictor)} = X_f (X' \hat{\phi}^{-1} X)^{-1} X_f' + \hat{\phi}_f \quad \text{(III.88)} \]

where \( \hat{\phi}^{-1} \) is defined in (III.57)
and

\[ \hat{\phi}_f = \begin{bmatrix} \sum_{j=1}^{K} x_{fj}^2 (1) s_j^2 & 0 \\ \vdots & \ddots & \vdots \\ 0 & \sum_{j=1}^{K} x_{fj}^2 (T) s_j^2 \end{bmatrix} \]  

(III.89)

III.4 Iterative Hildreth and Houck Estimator

Hildreth and Houck (1968) have proposed an iterative scheme for the estimation procedure described in the preceding Section III.3, which may be briefly described in a few steps as follows:

1) Carry out Step 1 to Step 4 of the HH method of estimation discussed in Section III.3 and obtain the initial estimates of the variances and the mean response coefficients;

2) Obtain Aitken's fitted residuals in (III.1) using the initial estimates of the mean response coefficients, obtained in Step 1 above;

3) Carry out Step 2 to Step 4 of the HH method of estimation discussed in Section III.3 to obtain fresh estimates of the mean response coefficients;

4) Obtain fresh Aitken's fitted residuals in (III.1) using the fresh estimates of the mean response coefficients, obtained in Step 3 above; and then

5) Go back to Step 3 above and keep iterating between Step 4 and Step 3 until convergence.
Although Hildreth and Houck did not give any specific reasons for iterating between different stages of their method discussed in Section III.3, intuitively it seems that we can obtain more efficient estimates of parameters of model (III.1) by the above iterative procedure.

It may be recalled that in deriving the estimator \( \hat{s} \) in (III.35) we made use of the ordinary least squares residuals, defined in (III.22). We may use Aitken's fitted residuals instead and obtain fresh estimates of \( \sigma_j^2 \)'s analogous to (III.35). Then the estimators \( s_j^2 \)'s obtained in (III.35) and \( \hat{\beta}_j \)'s in (III.54) may be regarded as the initial estimates of the Iterative Hildreth and Houck (IHH) Estimator.

Given the initial estimates \( \sigma_j^2 \)'s and \( \hat{\beta}_j \)'s we may obtain fitted generalized least squares residuals in the CMR model (III.1) as

\[
\hat{\eta}_2 = Y - X \hat{\beta}_1
\]  

(III.90)

where

\[
\hat{\beta}_1 \equiv \hat{\beta}, \text{ defined in (III.54),}
\]  

(III.91)

while \( Y \) and \( X \) have been defined in (III.1).

Subscripts 1, 2, etc. indicate the round of iteration considered.
Define
\[ \hat{\eta}_2 = \begin{bmatrix} \hat{\eta}_2^2(1) \\ \vdots \\ \hat{\eta}_2^2(T) \end{bmatrix}, \tag{III.92} \]

which may be used to obtain a fresh estimator of \( \hat{\sigma} \) analogous to (III.35) as
\[ \hat{s}_2 = (\hat{\alpha}'\hat{\alpha})^{-1} \hat{\alpha}' \hat{\eta}_2 \tag{III.93} \]

where
\[ \hat{s}_2 = \begin{bmatrix} s_2^2(1) \\ \vdots \\ s_2^2(K) \end{bmatrix}, \tag{III.94} \]

Then the estimates \( s_2^2(\nu) \)'s may be used to obtain a fresh estimator of covariance matrix \( \hat{\phi} \) analogous to (III.55) as
\[ \hat{\phi}_2 = \begin{bmatrix} \sum_j x_j^2(1) \, s_2^2(j) \\ \vdots \\ 0 \\ \sum_j x_j^2(T) \, s_2^2(j) \end{bmatrix}, \tag{III.95} \]
The second round of iteration can be completed by obtaining a fresh estimate of $\hat{\beta} = \phi_2^{-1}$ analogous to (III.54) as

$$\hat{\beta}_2 = (X' \phi_2^{-1} X)^{-1} X' \phi_2^{-1} y$$  \hspace{1cm} (III.96)

where matrix $\phi_2^{-1}$ is the inverse of the matrix $\phi_2$ in (III.95).

If we continue iterating the values of $\hat{s}$ and $\hat{\beta}$, then, at the $T$-th iteration, we have

$$\hat{s}_T = (\hat{s}' \hat{s})^{-1} \hat{s}' \hat{\eta}_T$$  \hspace{1cm} (III.97)

where

$$\hat{\eta}_T = \begin{bmatrix} \hat{\eta}_T^{2(1)} \\ \vdots \\ \hat{\eta}_T^{2(T)} \end{bmatrix}, \hspace{0.5cm} \hat{\eta}_T = Y - X \hat{\beta}_{T-1}$$  \hspace{1cm} (III.98)

and

$$\hat{\beta}_T = (X' \phi_T^{-1} X)^{-1} X' \phi_T^{-1} y$$  \hspace{1cm} (III.99)

However, it is not entirely clear if the iterative scheme presented above will result in gain in efficiency in terms of smaller standard errors of the parameter estimates. Moreover, whether the proportion of negative estimates of variances $\sigma^2_j$'s will be reduced. Also, whether the process will really converge. In fact, these questions require a
great deal of theoretical analysis. We shall, in the present work, look into these problems through Monte Carlo experiments.

III.5  **Step-wise Aitken's Least Squares Estimator**

The Step-wise Aitken's Least Squares (SALS) estimation procedure goes a step further than Hildreth and Houck method in estimating the variances of random coefficients. The steps involved in the SALS method of estimation are

1) Carry out Step 1 and Step 2 of the HH method of estimation discussed in section III.3 and obtain the initial estimators of variances;

2) Obtain an estimator of the covariance matrix $\hat{\Sigma}$ using the initial HH estimates of the variance as obtained in Step 1 above;

3) Obtain an Aitken estimator of the variances using the estimated covariance matrix obtained in Step 2 above;

4) Obtain an estimator of the covariance matrix $\hat{\phi}$ using Aitken's estimates of the variances obtained in Step 3 above;

5) Obtain an Aitken estimator of the mean response coefficients using the estimated covariance matrix obtained in Step 4 above.

The theoretical considerations behind above steps are explained below.\(^{13}\)

---

\(^{13}\)The material in Section III.5 and III.7 was developed jointly by Professor A. L. Nagar and the author. The
The disturbances $\xi$'s in the regression relation (III.34) were shown to be correlated and heteroskedastic and hence the estimator $\hat{s}$ as obtained in (III.35), though unbiased and consistent, is not efficient. Intuition suggests that an estimator that takes into account the covariance structure of the disturbances $\xi_j$'s in the regression relation (III.34) will be efficient. Aitken's procedure cannot be applied directly to (III.34) because the covariance matrix of the disturbances $2\Psi$ defined in (III.48), is a function of the unknown $\sigma_j^2$'s. We may however, apply a step-wise procedure to estimate $\hat{\sigma}$ efficiently.

Obtain $\hat{s}$ according to ordinary least squares applied to (III.34). Then, the estimators $s_j^2$'s so obtained can be used to estimate $\hat{\Psi}$ from (III.3) and finally $\hat{\Psi}$ and $\hat{\Psi}$ from (III.45) - (III.48). Next use the estimated covariance matrix $2\hat{\Psi}$, obtained above, to get generalized least squares estimator for $\hat{\sigma}$ as

$$\hat{\sigma} = \left(\hat{\Psi}^{-1}\hat{\Psi}^{-1}\hat{s}\right)^{-1}$$

where $\hat{\Psi} = \hat{\Psi}\hat{\Phi}$ is defined in (III.36).

---

estimators (or extensions) proposed in these sections were first presented by the author in January 1972 in a seminar for the Monte Carlo Workshop at the University of Western Ontario. These estimators have also been applied in a separate study by Singh, Nagar and Raj (1972).
The estimate so obtained will have the same asymptotic properties as the Aitken estimator.\textsuperscript{11}

The asymptotic covariance matrix of $\hat{\sigma}$ is given by

$$\text{Var}(\hat{\sigma}) = 2(\hat{\Phi}^{-1})^{-1} \approx 2(\hat{\Phi}^{-1})^{-1}$$  \hspace{1cm} (III.101)

Using the estimate $\hat{\sigma}$, we can obtain an estimator $\hat{\phi}$ from (III.3). This new estimate may then be used to obtain an efficient estimator of $\bar{\phi}$ as

$$\hat{\bar{\phi}} = (X' \hat{\phi}^{-1} X)^{-1} X' \hat{\phi}^{-1} Y.$$  \hspace{1cm} (III.102)

Further, the asymptotic covariance matrix of $\hat{\bar{\phi}}$ is given by

$$\text{Var}(\hat{\bar{\phi}}) = \text{E}(\hat{\bar{\phi}} - \bar{\phi})(\hat{\bar{\phi}} - \bar{\phi})' = (X' \hat{\phi}^{-1} X)^{-1} \approx (X' \phi^{-1} X)^{-1}.$$  \hspace{1cm} (III.103)

The estimator $\hat{\bar{\phi}}$ will have the same asymptotic properties as Aitken's estimator obtained by using the true $\phi$.\textsuperscript{12}

The proof of unbiasedness and the concepts of Multiple Correlation Coefficient and Prediction developed for the HH estimator can be easily extended for use with this estimator.

\textsuperscript{11} Theil (1971).

\textsuperscript{12} Op. cit.
III.6 Iterative Step-wise Aitken's Least Squares Estimator

Analogous to the IHH estimation procedure discussed in Section III.4, we may define an iterative procedure based on the SALS estimator discussed in the preceding section. We may first describe the steps involved in the Iterative SALS (ISALS) estimation procedure as

1) Carry out Step 1 to Step 5 of the SALS method of estimation discussed in Section III.5 and obtain the initial estimates of the variances and the mean response coefficients;

2) Obtain Aitken's fitted residuals in (III.1) using the initial estimates of the mean response coefficients obtained in Step 1 above;

3) Carry out Step 2 of the HH method of estimation discussed in Section III.3 to obtain fresh HH estimators of the variances.

4) Carry out Step 2 to Step 5 of the SALS method of estimation to obtain fresh estimators of the variances and the mean response coefficients;

5) Obtain fresh Aitken's fitted residuals in (III.1) using the fresh estimates of the mean response coefficients as obtained in Step 4 above;

6) Go back to Step 3 and keep iterating among Step 3 - Step 6 until convergence.

It may be recalled that in deriving the HH estimator of \( \hat{\sigma} \) we used ordinary least squares estimates to obtain the mean response coefficients defined in (III.22). The HH estimates \( s_j^2 \)'s were used to obtain an estimator of
covariance matrix $2\hat{\Psi}$. Then, the estimated covariance matrix $2\hat{\Psi}$ was used to obtain the SALS estimator $\hat{\sigma}$ in (III.100).

The SALS estimated variances are used to obtain an estimator of the covariance matrix $\hat{\Phi}$. Finally, the estimated covariance matrix $\hat{\Phi}$ is used to obtain the SALS estimator, $\hat{\beta}$ in (III.103). Therefore, the estimates $\hat{\sigma}_j^2$'s and $\hat{\beta}_j^2$'s may be regarded as the first round of Iterative Step-wise Aitken's Least Squares Estimator. To begin the second round of iterations we may use $\hat{\hat{\beta}}$ in place of $\hat{\beta}$ to get $\hat{s}_2$ analogous to (III.35) as

$$\hat{s}_2 = (\hat{\Phi}'\hat{\Phi})^{-1} \hat{\Phi}' \hat{n}_1$$  \hspace{1cm} (III.104)

where $\hat{\Phi}$ is defined in (III.36) and $\hat{n}_1$ is a vector of the squared elements of the vector $\hat{n}_1$ such that

$$\hat{n}_1 = y - X\hat{\beta}.$$  \hspace{1cm} (III.105)

The estimator $\hat{s}_2$ obtained in (III.104) gives us a fresh estimator $2\hat{\Psi}_2$, where $\hat{\Psi}_2$ is the matrix of squared elements of

$$\hat{\Psi}_2 = M\hat{n}_2M$$  \hspace{1cm} (III.106)

and
\[ \hat{\phi}_2 = \begin{bmatrix} \sum_{j=1}^{2} x_j^2 \cdot s_j^2 \\ \vdots & \ddots & \vdots \\ 0 & \ddots & 0 \\ \sum_{j=1}^{2} x_j^2 (T) s_j^2 \end{bmatrix} \]  

(III.107)

It follows that

\[ \hat{\sigma}_2^2 = (\hat{\beta}' (2\hat{\psi}_2)^{-1} \hat{\beta})^{-1} \hat{\beta}' (2\hat{\psi}_2)^{-1} \hat{\eta}_2 \]  

(III.108)

This yields a fresh estimator \( \hat{\phi}_2 \) from (III.3) which may be used to obtain a fresh Aitken estimator of \( \beta \) as

\[ \hat{\beta}_2 = (X' \hat{\phi}_2^{-1} X)^{-1} X' \hat{\phi}_2^{-1} \hat{y} \]  

(III.109)

The process could be repeated until convergences in \( \hat{\beta}_j \)'s are obtained.

Once again, intuitively it seems that the iterative procedure would lead to gain in efficiency and would reduce the proportion of negative estimates of \( \sigma_j^2 \)'s. The properties of this iterative estimator are not known and need investigation either analytically or by Monte Carlo experiments. We would follow the latter approach.
III.7 Theil's Weighted Least Squares Estimator - Special Case of the Step-Wise Aitken's Estimator.

For the bivariate regression model, Theil and Mennes (1959) have shown that the off-diagonal elements of the covariance matrix $2\hat{\Psi}$, defined in (III.48), are of lower order of magnitude than the diagonal elements. Consequently they proposed replacing the off-diagonal elements of $2\hat{\Psi}$ by zero and then applying weighted least squares procedure to (III.34).

We shall show that this procedure can be extended to the multiple linear regression case in a straight forward manner.

Consider the $\Psi$ matrix defined in (III.47), viz.,

$$\Psi = MM$$  \hspace{1cm} (III.110)

where $\phi$ is defined in (III.3) and $M$ in (III.24).

Let us define

$$M^* = X(X'X)^{-1} X'$$  \hspace{1cm} (III.111)

and

$$M = I - M^* \hspace{1cm} (\therefore M = I - X(X'X)^{-1} X')$$  \hspace{1cm} (III.112)

Substituting the value of $M$ from (III.112) in (III.110) we have

$$\Psi = (I - M^*) \phi (I - M^*)$$  \hspace{1cm} (III.113)

$$= \phi - \phi M^* - M^* \phi + M^* \phi M^* .$$
Now $\phi$ is of order 1, or $O(1)$, because its elements do not increase or decrease with sample size and $M^*$ is of order $1/T$ because $(X'X)^{-1}$ is $O(1/T)$. Therefore, the diagonal elements of $\Psi$ are of order 1 and the off-diagonal ones are $O(1/T).

Consequently, the covariance matrix $2\Psi$ whose elements are 2 times the square of the elements of $\Psi$ will have the leading diagonal terms of $O(1)$ and the off-diagonal terms of $O(1/T^2)$.

Thus for large samples (at least) one may ignore the off-diagonal elements of the covariance matrix $2\Psi$. We may then proceed exactly as in the step-wise Aitken procedure discussed in Section III.6.

III.8  **Iterative Theil's Weighted Least Squares Estimator - Special Case of Iterative Aitken's Step-Wise Least Squares Estimator.**

Once again, treating the off-diagonal terms zero in the covariance matrix $2\Psi$ we may proceed as in the Iterative Aitken's Step-Wise Least Squares to obtain the Iterative Theil's Weighted Least Squares (ITWLS) Estimator. The convergence properties of this special case are also unknown and need investigation.

III.9  **Maximum Likelihood Estimator**

So far we have discussed estimators which use step-wise procedure to estimate parameters of the model
(III.1). One may attempt joint estimation of parameters (elements of \( \bar{\beta} \) and \( \sigma \)) using the Maximum Likelihood procedure, as proposed by Rubin (1950). Thus, we may assume that the \( \eta(t)'s \) are normally distributed with means and variances specified in (III.2) - (III.4).

The joint distribution of \( \eta(1), \eta(2), ..., \eta(T) \), in (III.1) can be written as

\[
L = \frac{1}{(2\pi)^{T/2} \prod_{t} \phi(t)} \exp\left(-\frac{1}{2} \sum_{t} \frac{\eta^2(t)}{\phi^2(t)}\right) \tag{III.114}
\]

where \( \phi^2(t) \) is defined in (III.4) above and \( \eta(t) \) is the \( t \)-th element of the vector \( \eta \) defined in (III.1).

The Log likelihood function of parameters in the CMR model (III.1), given \( Y \) and \( X \)'s can be written as

\[
L = -\frac{T}{2} \log 2\pi - \frac{1}{2} \sum_{t} \log \phi^2(t) - \frac{1}{2} \sum_{t} \frac{\eta^2(t)}{\phi^2(t)} \tag{III.115}
\]

where

\[
\eta(t) = Y(t) - \sum_{j} x_j(t) \bar{\beta}_j \tag{III.116}
\]

because, Jacobian, \( |J| = \left| \frac{\partial(\eta(1), ..., \eta(T))}{\partial(\bar{Y}(1), ..., \bar{Y}(T))} \right| = 1 \)
The normal equations of \( \tilde{\beta}_j \)'s and \( \tilde{\sigma}_j^2 \)'s for all \( j \), can then be written as

\[
\frac{\partial L}{\partial \tilde{\beta}_j} = \sum_t \frac{\tilde{\eta}(t) \cdot x_j(t)}{\tilde{\phi}^2(t)} = 0 , \quad \text{for } j = 1, 2, \ldots, k \tag{III.117}
\]

where

\[
\tilde{\phi}^2(t) = \sum_j x_j^2(t) \tilde{\sigma}_j^2 , \quad \text{for } t = 1, 2, \ldots, T \tag{III.118}
\]

and

\[
\tilde{\eta}(t) = y(t) - \sum_j x_j(t) \tilde{\beta}_j . \tag{III.119}
\]

We may write (III.117) as

\[
(X' \tilde{\phi}^{-1} X) \tilde{\beta} = X' \tilde{\phi}^{-1} Y \tag{III.120}
\]

The normal equations of \( \tilde{\sigma}_j^2 \) are

\[
\frac{\partial L}{\partial \tilde{\sigma}_j^2} = 0 = -\frac{1}{2} \sum_t \frac{1}{\tilde{\phi}^2(t)} \cdot x_j^2(t) - \frac{1}{2} \sum_t \frac{\tilde{\eta}(t) (-1) x_j^2(t)}{(\tilde{\phi}^2(t))^2} \tag{III.121}
\]

or
\[
\sum_{t} \frac{x_j^2(t)}{\phi^2(t)} - \sum_{t} \frac{\tilde{n}_j^2(t)}{(\tilde{\phi}^2(t))^2} = 0, \quad (III.122)
\]

for \( j = 1, 2, \ldots, K \).

These normal equations are highly non-linear in the parameters. In principle, solution of these non-linear equations can be obtained by some suitable method of solving non-linear equations. These methods seek to find the roots of a linearised version of the non-linear equations through successive iterations starting with some initial estimates. The selection of the initial values of the parameters is an important aspect of these iterative procedures as convergence depends on them. The initial values could be intelligent guesses or estimates obtained by less efficient methods. It is generally recommended that consistent estimators be used as the initial values because they are found to be good approximations. Further, the final round estimates will be consistent because they are functions of initial consistent estimates.

If the likelihood equations have multiple roots and corresponding local maxima, it is possible that if iterative procedure converges at all, it will converge to a local maxima rather than the global maximum. To ensure a global maximum we may have to find all the roots and choose
the one for which $L$ is maximum. In addition, if the likelihood function has saddle points, or region of inflection oscillations may occur and thus convergence may not be achieved. A variety of numerical methods varying in computational complexity, their capabilities to overcome the problems discussed above and speed for convergence are available to suit the need of researcher.\textsuperscript{14} The solution of the non-linear system may thus come to remain as an exercise in Numerical Analysis.\textsuperscript{15}

In the present study, we have not attempted to study the sampling properties of this estimator for paucity of computing funds and research time, and this has been left to be tackled as post doctoral research.

\textsuperscript{14} A few references are included in the Bibliography.

\textsuperscript{15} In a separate study Singh, Nagar and Raj (1972) employed the Modified Gauss-Newton Procedure to solve the non-linear equations, and found that almost half of the times as many as 22 to 36 iterations were required for convergence.
CHAPTER IV

THE DESCRIPTION OF THE SAMPLING EXPERIMENTS

IV.1 Purpose of the Sampling Experiments

We discussed several methods of estimating the mean and variance in the linear regression model with random coefficients in Chapter III. Intuitively these estimators may be ranked as follows, because they incorporate successively less information regarding the structure of the covariance matrix $\hat{\Sigma}$ defined in (III.48).\(^1\)

(i) SALS

(ii) TWLS

(iii) HH

(iv) OLS

The purpose of the sampling experiments is to determine if the above intuitive ranking holds good in large and small samples. In the preceding chapter we also derived the estimates of the asymptotic standard errors of the mean and variance of the regression coefficients.\(^2\) The

---

\(^1\)We have excluded the Maximum Likelihood Estimator (MLE) from the ranking because it is not subjected to sampling experiments in the present study. Further, the iterative procedures have not been included in the ranking because they will be dealt with separately.

\(^2\)The OLS provides estimator of the means only.
exact standard errors for finite samples of the mean response and the variance of regression coefficients are not known. The sampling experiments are designed to determine if the conventionally calculated estimates of the asymptotic standard errors are biased upward or downward in small samples.

In Chapter III, we also discussed three iterative estimators for estimating the parameters of the model, viz.

(a) Iterative SALS (ISALS),
(b) Iterative TWLS (ITWLS), and
(c) Iterative HH (IHH).

However, it is not clear if these iterative methods will result in a gain in efficiency in terms of smaller standard errors of the parameter estimates. Moreover, we do not know whether the iterative process will really converge. In fact these questions require a great deal of theoretical analysis. We shall look into these questions through sampling experiments.

All the methods have the common difficulty that the estimate of the variance may sometimes turn out to be negative. As pointed out in Chapter III, we expect a method yielding a smaller number of negative estimates of variance to be more efficient and rank them on this basis. Further, since we expect the Iterative estimators to be more efficient than their counterpart, we propose to
undertake sampling experiments to determine if the iterative schemes yield a smaller proportion of negative estimates of variances.

IV.2 Design of the Sampling Experiments

IV.2.1 Specification of the Models

We shall analyse the following three models in the present study.

The Proportional CMR Model I.

\[ Y(t) = \beta_1(t) x_1(t) , \ t = 1, 2, \ldots, T \]  \hspace{1cm} (IV.1)

and

\[ \beta_1(t) = \bar{\beta}_1 + \varepsilon_1(t) \]  \hspace{1cm} (IV.2)

\[ \text{E} \varepsilon_1(t) = 0 , \ \text{for all} \ t, \]

\[ \text{Var} \ \varepsilon_1(t) = \sigma^2_1 \ \text{for all} \ t \]

we assume that \( \varepsilon_1(t) \)'s are independently normally distributed.

Combining the two equations (IV.1) and (IV.2), we may write

\[ Y(t) = \bar{\beta}_1 x_1(t) + \eta_1(t) , \ t = 1, 2, \ldots, T \]  \hspace{1cm} (IV.3)
where

\[ \eta_1(t) = x_1(t) \varepsilon_1(t), \quad t = 1, 2, \ldots, T. \]  \hspace{1cm} (IV.4)

For the Monte Carlo experimentation we specify a priori the following sets of parametric values.\(^3\)

\[
\begin{array}{c|cc}
\text{Mean Response} & \text{Set I} & \text{Set II} \\
\hline
\beta_1 & 0.6 & 10.1 \\
\varepsilon_1^2 & 0.03 & 0.5 \\
\end{array}
\]

The alternative sample sizes chosen are 10, 20 and 50. The values of \(x_1\) in these experiments are

\(^3\) It may be pointed out that conclusions to be drawn from the sampling experiments for each of the three models, depend on the values of the parameters and the values of independent variables selected by us. In view of this, Thornber (1967) suggested that the whole range of parameter space be investigated to make more definite conclusions. Consequently, we may select an estimator among the host of other estimators with smallest loss function. The suggestion however, entails enormous computation cost even when a small range of parameter space is considered in conjunction with variation in other parameters. Besides, there is the difficulty that selection of the various parameters values may not always give meaningful results. In our case larger values of the variances of random parameters generally lead to a set of dependent variables, some of which are negative. We have chosen two sets of values of parameters well apart in the hope that if the selection of an estimator is dependent on parameter space it will show up. We have limited the variation of parameter values to two only, mainly to meet the limitation of computation cost and research time.
The Bivariate CMR Model II.

\[ Y(t) = \beta_1(t) \tilde{x}_1 + \beta_2(t) x_2(t), \quad t = 1, 2, \ldots, T \quad (IV.5) \]

where \( \tilde{x}_1 \) is a constant; and

\[ \beta_j(t) = \beta_j + \varepsilon_j(t), \quad j = 1, 2 \quad (IV.6) \]

\[ \text{E} \varepsilon_j(t) = 0, \quad j = 1, 2, \]

\[ \text{Var} \varepsilon_j(t) = \sigma_j^2, \quad j = 1, 2. \]

We assume that the \( \varepsilon_1(t) \)'s and \( \varepsilon_2(t) \)'s are independently normally distributed.

Combining (IV.5) and (IV.6), we may write the
model II as

\[ Y(t) = \beta_1 \bar{x}_1 + \beta_2 x_2(t) + \eta_2(t) , \ t = 1, 2, \ldots, T \quad (IV.7) \]

where

\[ \eta_2(t) = \bar{x}_1 \varepsilon_1(t) + x_2(t) \varepsilon_2(t) , \ t = 1, 2, \ldots, T \quad (IV.8) \]

This gives us a case more like the conventional linear relation where we associate the disturbance or error with the whole relation rather than just the parameters. Indeed the error in equation can be assumed to be an error associated with the constant term or intercept. In the CMR model II we have in effect the composite case of error in parameter and error in equation.

We specify a priori two sets of values of the parameters for the Monte Carlo experiments as

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Set I</th>
<th>Set II</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean Response</td>
<td>( \bar{\beta}_1 )</td>
<td>0.8</td>
</tr>
<tr>
<td>Mean Response</td>
<td>( \bar{\beta}_2 )</td>
<td>0.6</td>
</tr>
<tr>
<td>( \text{Var} \ \beta_1(t) = \text{Var} \ \varepsilon_1(t) = \sigma^2_1 )</td>
<td></td>
<td>0.04</td>
</tr>
<tr>
<td>( \text{Var} \ \beta_2(t) = \text{Var} \ \varepsilon_2(t) = \sigma^2_2 )</td>
<td></td>
<td>0.03</td>
</tr>
</tbody>
</table>

The alternative samples sizes chosen are the same as in the CMR model I and the values of \( x_2 \) in these experiments
are the same as values of $x_1$ in the CMR model I.

The values of $\bar{x}_1$ (a constant) for sample size 10 are as follows:

\[
\begin{array}{cccccc}
T = 10 & 10.0 & 10.0 & 10.0 & 10.0 & 10.0 \\
      & 10.0 & 10.0 & 10.0 & 10.0 & 10.0 \\
\end{array}
\]

The values of explanatory variable $\bar{x}_1$ for sample size 20 and 50 are obtained by repeating the values of size 10.$^5$

The Trivariate CMR Model III.

\[ Y(t) = \beta_1(t) x_1(t) + \beta_2(t) x_2(t) , \ t = 1, 2, \ldots, T \]

(IV.9)

and

\[ \beta_j(t) = \bar{\beta}_j + \varepsilon_j(t) , \ j = 1, 2, \]  

(IV.10)

\[ \mathbb{E} \varepsilon_j(t) = 0 , \text{ for all } j; \ t = 1, 2, \ldots, T, \]

\[ \text{Var} \varepsilon_j(t) = \sigma_j^2 , \ j = 1, 2. \]

$^5$In order to avoid any possible rounding of errors in calculation of the type mentioned by Johnston (1963), pp. 131, we shift the origin to make the numbers in $x_1$ and $x_2$ of the same size.
We assume that the $\epsilon_1(t)$'s and $\epsilon_2(t)$'s are independently normally distributed.

Combining (IV.9) and (IV.10), we may write the CMR model III as

$$ y(t) = \beta_1 x_1(t) + \beta_2 x_2(t) + \eta_3(t) , \ t = 1, 2, ..., T $$

(IV.11)

where

$$ \eta_3(t) = x_1(t) \epsilon_1(t) + x_2(t) \epsilon_2(t) , \ t = 1, 2, ..., T. $$

(IV.12)

The a priori specification of the parameter values for the sampling experiments is the same as in the CMR model II.

The values of the independent variable $x_1$ in these experiments for sample sizes 10, 20 and 50 are the same as values of the independent variable $x_1$ in the Monte Carlo experiments with the CMR model I. The values of $x_2$ in the sampling experiments in the CMR model III are:

<table>
<thead>
<tr>
<th>$T$</th>
<th>10.100</th>
<th>10.150</th>
<th>10.200</th>
<th>10.250</th>
<th>10.200</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>10.100</td>
<td>10.300</td>
<td>10.350</td>
<td>10.400</td>
<td>10.400</td>
</tr>
<tr>
<td>$T$</td>
<td>10.200</td>
<td>10.600</td>
<td>10.700</td>
<td>10.800</td>
<td>10.880</td>
</tr>
<tr>
<td>20</td>
<td>11.555</td>
<td>11.660</td>
<td>11.886</td>
<td>11.886</td>
<td>11.995</td>
</tr>
<tr>
<td></td>
<td>10.998</td>
<td>10.987</td>
<td>11.567</td>
<td>11.554</td>
<td>11.990</td>
</tr>
<tr>
<td></td>
<td>11.997</td>
<td>12.000</td>
<td>12.332</td>
<td>12.775</td>
<td>12.887</td>
</tr>
</tbody>
</table>
$x_2$

<table>
<thead>
<tr>
<th>T = 50</th>
<th>10.200</th>
<th>10.600</th>
<th>10.700</th>
<th>10.800</th>
<th>10.880</th>
</tr>
</thead>
<tbody>
<tr>
<td>11.555</td>
<td>11.660</td>
<td>11.886</td>
<td>11.886</td>
<td>11.995</td>
<td></td>
</tr>
<tr>
<td>10.998</td>
<td>10.987</td>
<td>11.567</td>
<td>11.554</td>
<td>11.990</td>
<td></td>
</tr>
<tr>
<td>11.997</td>
<td>12.000</td>
<td>12.332</td>
<td>12.775</td>
<td>12.887</td>
<td></td>
</tr>
<tr>
<td>10.200</td>
<td>10.600</td>
<td>10.700</td>
<td>10.800</td>
<td>10.880</td>
<td></td>
</tr>
<tr>
<td>11.555</td>
<td>11.660</td>
<td>11.886</td>
<td>11.886</td>
<td>11.995</td>
<td></td>
</tr>
<tr>
<td>10.998</td>
<td>10.987</td>
<td>11.567</td>
<td>11.554</td>
<td>11.990</td>
<td></td>
</tr>
<tr>
<td>11.997</td>
<td>12.000</td>
<td>12.332</td>
<td>12.775</td>
<td>12.887</td>
<td></td>
</tr>
<tr>
<td>10.200</td>
<td>10.600</td>
<td>10.700</td>
<td>10.800</td>
<td>10.880</td>
<td></td>
</tr>
<tr>
<td>11.555</td>
<td>11.660</td>
<td>11.886</td>
<td>11.886</td>
<td>11.995</td>
<td></td>
</tr>
</tbody>
</table>

The correlation matrices indicating the simple correlation between two independent variables for sample sizes 10, 20 and 50 are given as

<table>
<thead>
<tr>
<th>Sample Size</th>
<th>10</th>
<th>20</th>
<th>50</th>
</tr>
</thead>
</table>
| Correlation Matrix | \[
\begin{bmatrix}
1 & 0.8569 \\
0.8569 & 1 \\
\end{bmatrix}
\] |
|              | \[
\begin{bmatrix}
1 & 0.8635 \\
0.8635 & 1 \\
\end{bmatrix}
\] |
|              | \[
\begin{bmatrix}
1 & 0.8516 \\
0.8516 & 1 \\
\end{bmatrix}
\] |

It is clear from the simple correlation matrices that there is high degree of intercorrelation between two variables. The objective is to study the performance of alternative estimators when regressors are highly correlated.

IV.2.2 Generation of Random Numbers

Having specified a priori the parameter values, observations on the independent variables and the distribution of the $\varepsilon_j(t)$'s we now seek to generate a set of independently normally distributed pseudo-random numbers...
corresponding to the disturbances $\eta_j(t)'s$ in the three models. The procedure to generate a series of pseudo-random numbers $\eta_j(t)'s$ may be explained as follows:

The first step is to generate a series of pseudo-random numbers $u(t)'s$ as random drawings from a uniform population. There are many standard routines available to accomplish this task.\(^6\) The shortcoming with the pseudo-random drawings produced by one such computer routine are firstly that they fail the statistical test of the hypothesis that they come from some known (uniform) population; and secondly they turn out to be serially correlated.\(^7\) Carter (1972) used the shuffling technique proposed by MacLaren and Marsaglia (1965) to generate pseudo-random numbers free from these two deficiencies.\(^8\)

\(^6\) One such routine used for the present study has been fully described by K. Roberts (1968).

\(^7\) R.A. L. Carter (1972).

\(^8\) Op. cit., Carter (1972):- The shuffling technique was found to have no effect on the statistical test of hypothesis that the pseudo-random numbers come from a uniform population. Therefore, if a set of random drawings did not pass the null hypothesis that the sample is from a uniform population over the range 0 to 1, that set is discarded from the set of random drawings, otherwise it is put to further tests for correlations (up to order five and even odd items). The set is retained if the hypotheses that sample drawings come from a population in which each of the above correlation is zero. If any of correlation is not zero, the set is shuffled and the tests for serial correlations are applied. The shuffled sample is retained only if the above hypothesis is accepted for the shuffled sample. In this way the pseudo-random drawings can be obtained.
The second step is to transform the pseudo-random drawings from a uniform population to pseudo-random standard normal deviates. This is accomplished by the Box-Muller (1958) transformation:

\[ w_1(t) = (-2 \log u_1(t))^{\frac{1}{2}} \cos (2\pi u_2(t)) \]  \hspace{1cm} (IV.13)

\[ w_2(t) = (-2 \log u_1(t))^{\frac{1}{2}} \sin (2\pi u_2(t)) \]

where the \( u_1(t) \)'s and \( u_2(t) \)'s, \( t = 1, 2, \ldots, T \) are pseudo-random drawings from a uniform distribution obtained in the first step; and the \( w_1(t) \)'s and \( w_2(t) \)'s are the independent standard normal deviates.9

IV.2.3 **Conversion of Standard Normal Deviates to \( \eta_j(t) \)'s**

The final step is to transform the series of independent standard normal deviates to independent normal deviates \( \eta(t) \)'s for each of the three models selected by us for Monte Carlo study. By way of illustration consider

such that the desired assumptions hold 100 per cent within the domain of above tests.

9The routine for generating standard normal deviates was generously made available to me by Professor R.A.L. Carter.
the problem of finding a suitable transformation in the context of model III.$^{10}$ Consequently,

$$\eta(t) \equiv \eta_3(t) , \quad t = 1, 2, \ldots, T.$$  \hspace{1cm} (IV.14)

Further,

$$E \eta_3(t) = E(x_1(t) \varepsilon_1(t) + x_2(t) \varepsilon_2(t))$$  \hspace{1cm} (IV.15)

$$= 0 , \text{ for all } t \text{ (because } E \varepsilon_1(t) = E \varepsilon_2(t) = 0))$$

and

$$\text{Var} \eta_3(t) = x_1^2(t) \text{Var} \varepsilon_1(t) + x_2^2(t) \text{Var} \varepsilon_2(t)$$  \hspace{1cm} (IV.16)

because the $\varepsilon_1(t)$'s and $\varepsilon_2(t)$'s are assumed to be independently normally distributed.

Therefore, we may write (IV.16) as

$$\text{Var} \eta_3(t) = x_1^2(t) \sigma_1^2 + x_2^2(t) \sigma_2^2 .$$  \hspace{1cm} (IV.17)

---

$^{10}$ It can be easily verified that Model I and Model II are particular cases of Model III when $\sigma_2^2 = 0$ (Model I); $x_1(t) = \bar{x}_1$ for all $t$, while $x_2(t)$ becomes $x_1(t)$ (Model II).
Let the transformation be given as

\[ \eta_3(t) = \phi_3(t) \ w(t) \ , \ t = 1, 2, \ldots, T \]  \hspace{1cm} (IV.18)

where \( w(t) \)'s are the Standard Normal Variates obtained in (IV.13).

Then, it follows that

\[ E \ \eta_3(t) = E \ (\phi_3(t) \ w(t)) \]  \hspace{1cm} (IV.19)

\[ = \phi_3(t) \ E \ w(t) \]

\[ = 0 \quad , \quad \text{for all } t \text{ because} \]

the \( \phi_3(t) \)'s are known and fixed in repeated samples, and the \( w(t) \)'s are standard normal variates, therefore

\[ \text{Var} \ \eta_3(t) = \phi_3^2(t) \ \text{Var} \ w(t) \]  \hspace{1cm} (IV.20)

\[ = \phi_3^2(t) \]

\[ = x_1^2(t) \ \sigma_1^2 + x_2^2(t) \ \sigma_2^2 . \]

Further, the \( \eta_3(t) \)'s will be independently normally distributed because they are linear transformation of independently normally distributed variates \( w(t) \)'s.

Thus the transformation (IV.18) is the desired transformation to transform the pseudo independent standard normal variates, obtained in the second step of the trans-
formation, to independent normal variates with mean 0 and variance $\phi_3^2(t)$.\footnote{See footnote 10 regarding the derivation of transformation for Model I and Model II.}

In the matrix notation (IV.18) it may be written as

$$\eta_3 = P_3 \nu_3$$  \hspace{1cm} (IV.21)

where

$$\eta_{3Tx1} = \begin{bmatrix}
\eta_3(1) \\
\vdots \\
\eta_3(T)
\end{bmatrix}, \quad P_{3TxT} = \begin{bmatrix}
\phi_3(1) & \cdots & 0 \\
\vdots & \ddots & \vdots \\
0 & \cdots & \phi_3(T)
\end{bmatrix}$$

and

$$w_{3Tx1} = \begin{bmatrix}
w(1) \\
\vdots \\
w(T)
\end{bmatrix}$$

The derivation of the transformation for disturbances in the general linear model may be obtained analogously as

$$\eta = Pw$$  \hspace{1cm} (IV.22)
where

\[ \eta_{T\times 1} = \begin{bmatrix} \eta(1) \\ \vdots \\ \eta(T) \end{bmatrix}, \quad W_{T\times 1} = \begin{bmatrix} w(1) \\ \vdots \\ w(T) \end{bmatrix} \]  

and

\[ P_{T\times T} = \begin{bmatrix} \phi(1) & 0 \\ \vdots & \ddots \\ 0 & \cdots & \phi(T) \end{bmatrix} \]  

such that

\[ \phi(t) = \sqrt{\phi^2(t)} = \sqrt{\sum_{j=1}^{K} \sigma_j^2 x_j^2(t)} \quad \text{for } t = 1, 2, \ldots, T. \]

Thus, the pseudo-random numbers \( \eta(t) \)'s for given values of \( \sigma_j^2 \)'s and \( x \)'s may be obtained by pre-multiplying the vector \( w \) of the Standard Normal Variates by the transformation matrix \( P \) defined in (IV.24).

IV.2.4 Descriptive Statistics

The description of an empirical distribution is commonly studied in terms of first two moments, mean and
the variance (or the standard deviation), defined as \(^{12}\)

\[
\text{Mean } (\bar{\theta}) = \frac{1}{N} \sum_{i=1}^{N} \theta_i = \bar{\theta}
\]

(IV.25)

where \(\theta_i\) is an estimate of \(\theta\). \(^{13}\)

The first moment of empirical distribution is used to estimate the bias of the parameter, defined as

\[
\text{Estimated Bias } (\hat{\theta}) = \bar{\theta} - \theta
\]

(IV.26)

where \(\theta\) is the true value of the parameter. \(^{14}\)

The standard deviation of the sampling distribution (a measure of dispersion) is the square root of the second moment about the sample mean and is defined as

\(^{12}\)This is under the assumption that small sample moments in population are defined. As pointed out by Basmann (1961) however, these moments may not always exist. The problem of verifying the existence of small samples moments in the population is a rather complicated one. In the absence of this verification it is instructive to compute the corresponding non-parametric statistics for the sampling distribution (the existence of the population counterpart of these is without doubt), which has been done in the present study. These non-parametric statistics are defined later in this section.

\(^{13}\)The sample size \(N\) throughout the sampling experiments is equal to one hundred unless otherwise noted.

\(^{14}\)The true value of parameter is fixed (a priori) in sampling experiments.
\[ s_{d(\hat{\theta})} = \sqrt{\frac{1}{N} \sum_{i=1}^{N} (\hat{\theta}_i - \hat{\theta})^2} \]  

(IV.27)

The standard deviation of different sampling distribution are computed to compare the relative efficiency of alternative estimators.

Sometimes a percentage relative efficiency concept based on the second moment about the sample mean of sampling distribution is used to compare the relative efficiency of two alternative estimators.

\[
\text{Percentage Efficiency (\%E) } = \frac{\text{Var}(\hat{\theta})_{I}}{\text{Var}(\hat{\theta})_{II}} \times 100.0 \quad (IV.28)
\]

\[
= \frac{[s_d(\hat{\theta})_{I}]^2}{[s_d(\hat{\theta})_{II}]^2} \times 100.0
\]

where the subscript I and II indicate the estimator under consideration.

The estimator II is said to be relatively more efficient than estimator I if E > 100. The descriptic statistics (IV.27) and (IV.28) are particularly useful to compare two unbiased estimators. If the estimators are biased a more useful descriptic statistic is the root mean square error based on the second moment of the empirical distribution about the true value of para-
Root Mean Square Error (RMSE(\hat{\theta})) = \sqrt{\frac{1}{N} \sum_{i=1}^{N} (\hat{\theta}_i - \theta)^2} \quad (IV.29)

or

\[ RMSE(\hat{\theta}) = \sqrt{\text{Var}(\hat{\theta}) + \text{Bias}^2(\hat{\theta})} \quad (IV.30) \]

The descriptive statistics defined above have the common shortcoming that their values are dependent on the size of true parameter value. The scale free descriptive statistics which are analogous to the above concepts are obtained by dividing each statistic by the true value of the parameter and representing the ratio in percentage form.

\[ \text{Percentage Bias (\% Bias)} = \frac{\text{Bias}(\hat{\theta})}{\theta} \times 100.0 \quad (IV.31) \]

\[ \text{Percentage Standard Deviation (\%Sd)} = \frac{\text{Sd}(\hat{\theta})}{\theta} \times 100.0 \quad (IV.32) \]

The descriptive statistic (IV.32) is analogous to the coefficient of variation.

\[ ^{15} \text{The empirical bias of unbiased estimator will generally be zero, yet there may be instances when this is not so. In situations where empirical bias is not zero descriptive statistic (IV.29) rather than (IV.27) is useful.} \]
Finally,

Percentage Root Mean Square Error (% RMSE) = \( \frac{\text{RMSE}(\hat{\theta})}{\theta} \times 100.0 \)  

\[(IV.33)\]

In addition to computing the first two moments of the sampling distribution we may compute a number of non-parametric statistics.\(^{16}\)

As a measure of central tendency, we may compute the Median to obtain,

\[
\text{Median Bias (M Bias(\hat{\theta}))} = \text{Median(\hat{\theta})} - \theta 
\]

\[(IV.34)\]

and

\[
\text{Percentage Median Bias (% M Bias)} = \frac{\text{M Bias(\hat{\theta})}}{\theta} \times 100.0 
\]

\[(IV.35)\]

The non-parametric measure of dispersion computed is the quartile deviation, defined as

\[
\text{Quartile Deviation (QD(\hat{\theta}))} = \frac{Q_3 - Q_1}{2} 
\]

\[(IV.36)\]

where \(Q_1\) and \(Q_3\) are the first and third quartiles for the data.\(^{17}\)

We may define scale free dispersion concept for (IV.36) which is analogous to the percentage standard deviation.

\[
\text{Percentage Quartile Deviation (%QD)} = \frac{Q_3 - Q_1}{20} 
\]

\[(IV.37)\]

\(^{16}\) See footnote 12.

\(^{17}\) Let a set of data be arranged in order of magnitude and divided into four equal parts. Further, let \(Q_1\) \(Q_2\) and \(Q_3\) be the values which divides the arranged set, then, \(Q_1\) and \(Q_3\) are the first and third quartiles respectively while \(Q_2\) is the median. The probability of an observa-
IV.2.5 Data for the Sampling Experiments

The values of independent variables for each of the three CMR models and sample sizes 10, 20 and 50 have been specified in Section IV.2.1. These values of the independent variables for any given model and sample size $T$ remain constant in repeated samples as required by the assumption of the CMR models. We now consider generation of sample of data on the dependent variable for a given model and sample size $T$.

Suppose, we are interested in generating the sample of data on the CMR model III for sample size $T = 10$; then

\[ Y = X\beta + \eta \quad \text{(IV.37)} \]

where

\[
Y_{10 \times 1} = \begin{bmatrix} Y(1) \\ \vdots \\ Y(10) \end{bmatrix}, \quad X_{10 \times 2} = \begin{bmatrix} x_1(1) & x_2(1) \\ \vdots & \vdots \\ x_1(10) & x_2(10) \end{bmatrix}, \quad \beta_{2 \times 1} = \begin{bmatrix} \beta_1 \\ \beta_2 \end{bmatrix} \quad \text{(IV.38)}
\]

and

\[
\eta_{10 \times 1} = \begin{bmatrix} \eta(1) \\ \vdots \\ \eta(10) \end{bmatrix}
\]

The proportion falling within the interval $\text{Med} \pm \text{QD}$ is .50.
such that

\[ E\eta = 0 \quad (IV.39) \]

and

\[
E\eta\eta' = \text{Var}\, \eta = \begin{bmatrix}
(x_1^2(1) \sigma_1^2 + x_2^2(1) \sigma_2^2 & 0 \\
\vdots & \ddots \\
0 & (x_1^2(10) \sigma_1^2 + x_2^2(10) \sigma_2^2)
\end{bmatrix} \quad (IV.40)
\]

The values of \( \bar{\beta}_j \) and \( \sigma_j^2 \) were also specified for the CMR Model III in Section IV.2.1. Therefore, the values in \( X\bar{\beta} \) can be obtained directly while the values of \( \eta \) can be obtained analogous to transformation (IV.18). Hence, a sample of data on the dependent variable \( Y \) are obtained from (IV.37). The process of obtaining sample of data on \( Y \)'s is repeated 100 times. The set of observations in \( X\bar{\beta} \) remains constant in each of 100 replications in the sampling experiment. The set of observations in \( Y \) differ from replication to replication because the set of pseudo-random numbers in \( w \) for the transformation (IV.18) change with replication. In a similar manner, the sample of data may be obtained for other sample sizes 20 and 50 in the CMR Model III, and for the other two models and samples sizes 10, 20 and 50.
Having obtained 100 samples of data for each of the three models and sample sizes, the estimates of the $\bar{\beta}_j$'s and $\sigma_j^2$'s, and their standard errors are obtained for alternative estimators. For each of these estimators the frequency distributions of individual estimates are assembled and then, the descriptive statistics of their frequency distributions are calculated.
CHAPTER V

RESULTS OF SAMPLING EXPERIMENTS

In the preceding chapter we described the design of the sampling experiments. In this chapter we present the results of the sampling experiments. For discussion purposes we have divided this chapter into two sections. In the first section, we shall discuss the sampling properties of the Ordinary Least Squares (OLS), the Hildreth and Houck (HH), the Theil's Weighted Least Squares (TWLS) and the Step-wise Aitken's Least Squares (SALS) estimators for sample sizes 10, 20 and 50 (only for the CMR Model III-Set I).\(^1\) In the second section, we shall present the results of the sampling experiments on the Iterative HH (IHH), the Iterative TWLS (ITWLS) and the Iterative SALS (ISALS) estimators for sample size

---

\(^{1}\)The computer programming for computations in this chapter was done by the author. The Department of Economics, University of Western Ontario provided the financial assistance for the computations.

\(^{2}\)Originally, we planned to undertake the sampling experiments for sample size 50 for all the models. However, after finding out the cost of computations for alternative estimators in the CMR Model III-Set I we decided to drop the experiments for other models for reasons similar to given in footnote 3.
20 only.\(^3\)

V.1 Sampling Properties of the OLS, the HH, the TWLS and the SALS Estimators.

V.1.1 Estimation of the Mean Response Coefficients.

V.1.1.1 Bias Analyses of the Mean Response Coefficients of Alternative Estimators.

In Chapter III we proved that the OLS and the HH Estimators of the mean response coefficients are unbiased. We also noted that the proof of unbiasedness for the HH estimator can be extended for the TWLS and the SALS estimators of the mean response coefficients. Now, we will investigate if the empirical bias is zero. The results of the sampling experiments relating to the bias of mean response coefficients are summarized in Table 1 to Table 3. The summary statistics used are the percentage bias (% Bias) and the percentage median bias (% M Bias).\(^4\) The hypothesis that each of the

\(^3\)Ideally sampling experiments for the iterative estimators should also be done for sample sizes 10 and 50. However, iterative properties are rather costly to investigate. In view of the limitation of funds, we decided to study the properties of the estimators for sample size 20 only. For the same reason we had to limit our investigation to six iterations only. This limitation was imposed after seeing the results of sampling experiments for sample size 20 and other sample runs. Further investigation will follow as post doctoral research.

\(^4\)The % Bias, the % M Bias are defined respectively in (IV.31) and (IV.35).
estimators for the mean response coefficients is unbiased is tested by the t-test.\textsuperscript{5}

**Bias Analysis in the Proportional CMR Model I.**

Table 1 shows that the empirical \( \% \text{ Bias} \), the \( \% \text{ M Bias} \) Bias and the t-statistic values for the two sets of values of the parameters in the CMR Model I for sample sizes 10 and 20. It may be noticed that for each sample size the numbers within each descriptive statistic in this table for the HH, the TWLS and the SALS estimators are the same. This is to be expected theoretically because of the special nature of the CMR Model I. It is shown in Chapter VI (see footnote

<table>
<thead>
<tr>
<th>Sample Size</th>
<th>Estimator</th>
<th>MODEL I - SET I</th>
<th>MODEL I - SET II</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Coefficient: ( \beta_1 = 0.6 )</td>
<td>Coefficient: ( \beta_1 = 10.1 )</td>
</tr>
<tr>
<td></td>
<td>% Bias</td>
<td>% M Bias</td>
<td>t</td>
</tr>
<tr>
<td>10</td>
<td>SALS</td>
<td>0.2094</td>
<td>0.2952</td>
</tr>
<tr>
<td></td>
<td>TWLS</td>
<td>0.2094</td>
<td>0.2952</td>
</tr>
<tr>
<td></td>
<td>HH</td>
<td>0.2094</td>
<td>0.2952</td>
</tr>
<tr>
<td></td>
<td>OLS</td>
<td>1.3166</td>
<td>0.6342</td>
</tr>
<tr>
<td>20</td>
<td>SALS</td>
<td>0.0136</td>
<td>0.0489</td>
</tr>
<tr>
<td></td>
<td>TWLS</td>
<td>0.0136</td>
<td>0.0489</td>
</tr>
<tr>
<td></td>
<td>HH</td>
<td>0.0136</td>
<td>0.0489</td>
</tr>
<tr>
<td></td>
<td>OLS</td>
<td>0.1047</td>
<td>0.3358</td>
</tr>
</tbody>
</table>

\textsuperscript{5} The t-test is defined in footnote 6.
5, Ch. VI) that in the proportional CMR model I the HH, the TWLS, and the SALS estimators are identical to the Aitken estimator of the mean response coefficient.

It is clear from table 1 that the % Bias and the % M Bias figures for sample sizes 10 and 20 in each of the two sets of values of parameters are less than one and a half percent for all the four estimators of the mean response coefficient suggesting that the estimators are likely unbiased. More importantly, in each case the t-statistic value lies inside the interval \(-t_{.975}\) to \(t_{.975}\), which for large samples is the interval \(-1.96\) to \(1.96\) at .05 level of significance.\(^6\)

Thus empirically also we find the estimators to be unbiased in the CMR model I. Note however, the results indicate that the OLS has greater biases than the other methods. Thus if we

---

\(^6\) The empirical bias is obtained from a sample of size 100. We can therefore, apply the large sample theory here. The hypothesis is

\[ H_0: \hat{\theta} = \theta \]

where \(\hat{\theta}_i\) is the estimate of \(\theta\) obtained from one sample of data by a particular method and

\[ \hat{\theta} = \frac{1}{N} \sum_{i=1}^{N} \hat{\theta}_i , \quad N = 100. \]

The Alternative hypothesis is

\[ H_1: \hat{\theta} \neq \theta \]

The t-statistic is defined as:

\[ t = \frac{\hat{\theta} - \theta}{\text{sd}\theta / \sqrt{N}} \]
increase the significance level (SL) the OLS becomes biased before the other methods do.  

**Bias Analyses in the Bivariate CMR Model II with an Intercept**

Table 2 gives the % Bias, the % M Bias, and the t-statistic for each of the four estimators of the mean response in the CMR Model II for sample sizes 10 and 20.

It may be seen that for sample size 10 the % Bias and the % M Bias figures are always more than three percent. On the other hand for sample size 20 the % Bias and the % M Bias figures are always less than two percent except in the case of the TWLS estimator of the mean response coefficient $\hat{B}_2$ in the set I. However, the % Bias figures are only a rough guideline on the unbiasedness of an estimator and not a test of hypothesis. In order to test the hypothesis that the estimators are unbiased we must verify if the t-statistic values lie inside the interval $-t_{.975}$ to $t_{.975}$ at .05 level of significance (see

---

7The Median Bias is tested using the binomial test. The null hypothesis is

$H_0$: Median $(\hat{\theta}_i) - \theta = 0$

An equivalent method of testing this hypothesis is

Prob $(\hat{\theta}_i < \text{Median (}\hat{\theta}_i)) = \text{Prob (} \theta > \text{Median (}\hat{\theta}_i)) = \frac{1}{2}$

For large samples the standard normal variate

$(|L-N/2| - \frac{1}{2}) \frac{1}{2} \sqrt{N}$ is calculated, where $L$ is the number of estimates to the left of Median $(\hat{\theta})$. The binomial test is described in Kendall and Stuart (1961) pp. 514-517. For our study we did not use this test.
| Sample Size | HII | TLS | ALS | HH | TLS | ALS | \( g_1 \) | \( g_2 \) | Estimator
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>10</td>
<td>5.23E-03</td>
<td>6.23E-03</td>
<td>6.23E-03</td>
<td>0.00</td>
<td>6.23E-03</td>
<td>6.23E-03</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>20</td>
<td>8.31E-03</td>
<td>8.31E-03</td>
<td>8.31E-03</td>
<td>0.00</td>
<td>8.31E-03</td>
<td>8.31E-03</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>50</td>
<td>1.32E-02</td>
<td>1.32E-02</td>
<td>1.32E-02</td>
<td>0.00</td>
<td>1.32E-02</td>
<td>1.32E-02</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
</tbody>
</table>

of the Mean Response Coefficients in the CMR Model II

TABLE 2: Percentile Bias, Percentile Median Bias, and Statistic of Alternative Estimators
footnote 6 of this chapter).

It may be seen from Table 2 that in all cases except the OLS estimator for sample size 10, the t-statistic value does lie inside the interval -1.96 to 1.96. Hence, all estimators except the OLS estimator for sample size 10 are unbiased in the CMR Model II at .05 level of significance.

Bias Analyses in the Tri-variate CMR Model III without an Intercept.

The results in table 3 for sample size 10 and 20 are similar to the CMR Model II. Once again the hypothesis of unbiasedness is substantiated on the t-test for all estimators except the OLS estimator for sample size 10.

In Model III - Set I, the sampling experiments were extended to sample size 50. The results for sample size 50 are in accordance with sample size 20. The t-statistic values lie inside the interval $-t_{.975}$ to $t_{.975}$ at .05 level of significance. Hence each estimator of mean response is unbiased at .05 level of significance.

V.1.1.2 Efficiency Ranking of Alternative Estimators of the Mean Response Coefficients.

In Chapter IV we provided an intuitive efficiency ranking of the SALS, the TWLS, the HH and the OLS estimators on the basis of the information regarding the structure of estimated disturbances used by each estimator. In this
<table>
<thead>
<tr>
<th>Sample Size</th>
<th>S1</th>
<th>S2</th>
<th>S3</th>
<th>S4</th>
<th>S5</th>
<th>S6</th>
</tr>
</thead>
<tbody>
<tr>
<td>10</td>
<td>0.5487</td>
<td>1.6184</td>
<td>1.5541</td>
<td>0.4996</td>
<td>0.3523</td>
<td>0.3256</td>
</tr>
<tr>
<td>20</td>
<td>0.5487</td>
<td>1.6184</td>
<td>1.5541</td>
<td>0.4996</td>
<td>0.3523</td>
<td>0.3256</td>
</tr>
<tr>
<td>50</td>
<td>0.5487</td>
<td>1.6184</td>
<td>1.5541</td>
<td>0.4996</td>
<td>0.3523</td>
<td>0.3256</td>
</tr>
<tr>
<td>100</td>
<td>0.5487</td>
<td>1.6184</td>
<td>1.5541</td>
<td>0.4996</td>
<td>0.3523</td>
<td>0.3256</td>
</tr>
</tbody>
</table>

**TABLE 3:** Percentage Bias, Percentage Median Bias, and Estimates of Alternative Estimators of the Mean Response Conditions in the CAR Model III.
section, we shall investigate if this intuitive efficiency ranking holds in for sample sizes 10, 20 and 50 (only for the CMR Model III - Set I) in the monte carlo experiments. The descriptive statistics computed for the efficiency analysis in the sampling experiments are the percentage root mean square error (% RMSE), the percentage quartile deviation (% QD) and the percentage efficiency (% E). 8 The results of the sampling experiments on the three models are given in Tables 4 to 8.

**Efficiency ranking in the Proportional CMR Model I.**

For a given sample size the numbers within each descriptive statistics in Table 4 for the HH, the TWLS, the SALS estimators are identical. In fact theoretically we expect this to happen. As noted earlier (see discussion on Table 1), the HH, the TWLS and the SALS estimators in the proportional CMR model I are identical to the Aitken estimator of the mean response. Further, the Aitken estimator of the mean response is independent of the variance of the random coefficient $\sigma_1^2$ or its estimator $\hat{\sigma}_1^2$ (see footnote 5, Chapter VI). Thus, in view of the special nature of the CMR model I,

---

8 The % RMSE, the % QD and % E are defined in (IV.33), (IV.37) and (IV.28) respectively. Unless otherwise noted throughout the section V.1.1, the % E statistics has been calculated as

$$\frac{\text{Var}(\hat{\sigma})_I}{\text{Var}(\hat{\sigma})_{OLS}} \times 100.00,$$

where $I = \text{SALS, TWLS, or HH}$ estimator.
we expect that for a given sample size the HH, the TWLS and
the SALS estimators of the mean response coefficient to be
identical and each to be more efficient than the OLS estimator.

<table>
<thead>
<tr>
<th>Sample</th>
<th>Estimator</th>
<th>MODEL I - SET I</th>
<th>MODEL I - SET II</th>
</tr>
</thead>
<tbody>
<tr>
<td>Size</td>
<td></td>
<td>Coefficient: $\beta_1 = 0.6$</td>
<td>Coefficient: $\beta_1 = 10.1$</td>
</tr>
<tr>
<td></td>
<td></td>
<td>% RMSE</td>
<td>% QD</td>
</tr>
<tr>
<td>10</td>
<td>SALS</td>
<td>9.2417</td>
<td>4.8692</td>
</tr>
<tr>
<td></td>
<td>TWLS</td>
<td>9.2417</td>
<td>4.8692</td>
</tr>
<tr>
<td></td>
<td>HH</td>
<td>9.2417</td>
<td>4.8692</td>
</tr>
<tr>
<td></td>
<td>OLS</td>
<td>11.4216</td>
<td>6.9521</td>
</tr>
<tr>
<td>20</td>
<td>SALS</td>
<td>6.4639</td>
<td>4.7152</td>
</tr>
<tr>
<td></td>
<td>TWLS</td>
<td>6.4639</td>
<td>4.7152</td>
</tr>
<tr>
<td></td>
<td>HH</td>
<td>6.4639</td>
<td>4.7152</td>
</tr>
<tr>
<td></td>
<td>OLS</td>
<td>8.5617</td>
<td>6.0464</td>
</tr>
</tbody>
</table>

It can easily be verified from Table 4 that for a
given sample size the SALS, the TWLS and the HH estimators
rank equal in efficiency while each rank higher than the OLS
estimator on both the % RMSE and the % QD criteria. Since
the estimators under consideration have been proved unbiased
we can say, using the % E criterion, that for sample size 10
and 20 respectively each of the SALS, the TWLS and the HH
estimators is 50 and 75 percent more efficient than the OLS
estimator in both sets of values of parameters.
Efficiency Ranking in the Bivariate CMR Model II with an Intercept.

The sampling results on the bivariate CMR Model II with an Intercept are given in Table 5. These results are particularly interesting in different ways, which we discuss below.

It may be noticed that none of the SALS, the TWLS and the HH estimators is more efficient than the OLS estimator on the % RMSE and the % E criteria. On the contrary we find that the OLS estimator ranks higher in estimated efficiency among the four estimators under study. This result may appear surprising. However, reader is reminded of the fact that each of the SALS, the TWLS and the HH estimators of the mean response coefficients is obtained by replacing the covariance matrix $\Phi$ in the Aitken formula (III.52) by its consistent estimator because $\Phi$ is not known a priori. The efficiency comparison of an 'estimated' Aitken estimator, say HH estimator defined in (III.54) to the OLS estimator defined in (III.11) amounts to comparing the asymptotic covariance matrices of the estimators given in (III.20) (with $\Phi$ replaced by its consistent estimator) and (III.56). Theoretically it is difficult to prove that the covariance matrix in (III.56) will be equal to the covariance matrix in (III.20) (with $\Phi$ replaced by its consistent estimator) plus a positive definite matrix or vice versa. Rao (1970) has pointed out the difficulty in the theoretical analysis and suggested that Monte Carlo experimentation be done to determine the relative efficiency
<table>
<thead>
<tr>
<th>% E</th>
<th>% OP</th>
<th>% RISE</th>
<th>% E</th>
<th>% OP</th>
<th>% RISE</th>
<th>% E</th>
<th>% OP</th>
<th>% RISE</th>
<th>% E</th>
<th>% OP</th>
<th>% RISE</th>
<th>% E</th>
<th>% OP</th>
<th>% RISE</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Coefficient: $\beta_2 = 0.1$

Coefficient: $\beta_1 = 0.6$

Sample Size

Table II

Model II

Efficiency of Alternative Estimators of the Mean Response Covariates in the CRM

Percentage Root Mean Square Error, Percentage Quantile Deviation and Percentage
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of the two estimators.

It may also be pointed out that the bivariate CMR Model II has the problem that sometimes negative estimates of the variances are obtained (refer to the discussion in Section III.3.1). The fact that the OLS estimator in our sampling experimentation has turned out to be more efficient than the other three estimators may well be due to the problem of negative estimates of the variances and may not hold in general for all heteroskedastic models. However, the study of all heteroskedastic models is beyond the scope of this thesis.

In Chapter IV we noted that the results of the sampling experiments depend on the values of the parameter chosen by the researcher (see footnote 3, Chapter IV). As pointed out by Thornber (1967) the ranking of alternative estimators may or may not remain the same from one point to another point in the parameter space. For example, the ranking of alternative estimators remained the same for two points in the parameter space in the proportional CMR Model I. However, we will show that the ranking of some of the estimators reverses itself from one point to the other point in the parameter space in the CMR Model II. We may call

---

9 A theoretical solution to the problem of negative estimates of variances is proposed in Chapter VI.

10 The sampling experiments, as noted in footnote 3, Chapter IV were restricted to two points in the parameter space for limitation of computer and research time. The two sets of
this phenomenon 'ranking reversal'.

The CMR Model II has two regression coefficients each of which may have different rankings for alternative estimators. In order to determine the overall ranking of alternative estimators, we may calculate the overall % RMSE and overall % QD ranking of alternative estimators and rank them accordingly. The Overall % RMSE and Overall % QD Rankings of alternative estimators for the CMR Model II are given in table 6.\(^\text{11}\)

It can be seen from table 6 that on the overall % RMSE, the OLS performs better than all other estimators both

values were chosen well apart to detect possible ranking reversal. To determine the point in parameter space at which the reversal takes place and to determine if there is more than one reversals would require a study of whole parameter space, which may not be always possible.

\(^\text{11}\) In order to obtain the overall % RMSE and the overall % QD rankings in table 6, we first ranked alternative estimators for each of the two regression coefficients separately on the basis of the values of % RMSE and % QD in table 5 - an estimator for each regression coefficient with lowest % RMSE (or % QD) is ranked first while the estimator with highest % RMSE (or % QD) is ranked last. Having ranked alternative estimators for % RMSE and % QD for individual coefficients the overall % RMSE and overall % QD ranking for alternative estimators in table 6 were calculated respectively as the sum of the % RMSE and % QD for the individual regression coefficients as obtained from table 5.

The choice criterion among alternative estimators is that an estimator with lower overall % RMSE and overall % QD rank is always preferred.

Sometimes Kendall's coefficient of concordance (1956) is used for measuring the strength of rankings. However in our case this was not considered necessary in view of clear ranking of estimators. Besides, forecasting precision criterion has been applied later, which does similar job in some sense.
in sample size 10 and 20 since it has the lowest rank. The ranking of other estimators relative to each other changes both across the points in the parameter space and across the sample sizes. Thus, we do see the phenomenon of ranking reversal. In Set I the TWLS estimator is the second best for sample size 10 while the SALS estimator is the second best for sample size 20 on the overall % RMSE ranking criterion. On the same criterion in Set II, on the other hand, the SALS estimator is the second best for sample size 10 while the TWLS estimator is the second best for sample size 20.

Table 6

<table>
<thead>
<tr>
<th>Sample Size</th>
<th>Estimator</th>
<th>MODEL II – SET I</th>
<th>MODEL II – SET II</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Overall % RMSE Rank</td>
<td>Overall % QD Rank</td>
</tr>
<tr>
<td>10</td>
<td>SALS</td>
<td>8</td>
<td>7</td>
</tr>
<tr>
<td></td>
<td>TWLS</td>
<td>4</td>
<td>7</td>
</tr>
<tr>
<td></td>
<td>HH</td>
<td>6</td>
<td>4</td>
</tr>
<tr>
<td></td>
<td>OLS</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>20</td>
<td>SALS</td>
<td>4</td>
<td>4</td>
</tr>
<tr>
<td></td>
<td>TWLS</td>
<td>7</td>
<td>5</td>
</tr>
<tr>
<td></td>
<td>HH</td>
<td>7</td>
<td>6</td>
</tr>
<tr>
<td></td>
<td>OLS</td>
<td>2</td>
<td>5</td>
</tr>
</tbody>
</table>

The reader may be reminded that the estimates of variances of random coefficients are used to estimate the mean response coefficients for all estimators except the OLS estimator. It seems that negative estimates of variances which do occur in a fairly large number of times is responsible for the violent behaviour of the estimators. In the Model I since there is no problem of negative estimates there is a definite pattern about the performance of estimators.
both across the sample size and the points in parameter space.

On the overall % QD ranking criterion for sample size 10 the OLS estimators ranks first, while for sample size 20 the SALS estimators ranks first in Set I and Set II.

For sample size 10 the OLS estimator is empirically biased and hence the relative efficiency comparison of alternative estimators in terms of the most efficient estimator (the OLS estimator) is not really meaningful. However, for sample size 20 we can make a relative efficiency comparison of alternative estimators on the basis of the % E criterion. Thus in the Set I, the SALS estimator is only 4 to 6 percent less efficient than the OLS estimator (Table 5). The TWLS estimator is 32 to 33 percent less efficient than the OLS estimator. In the Set II the SALS estimator is 26 to 43 percent less efficient, the TWLS estimator 8 to 9 percent less efficient and the HH estimator is 24 to 27 percent less efficient than the OLS estimator.

Before we go on with the discussion of efficiency in CMR Model III we may say a few words in regards to choice between two estimators ranked first and second. The OLS estimator appears better choice for both sample sizes 10 and 20 not only on the overall % RMSE ranking criterion but also on the cost of computation criterion. However, the OLS

---

12 The cost of computation may be, however, not a very important consideration in single equation computation. The cost of computing a single run in a sample of size 20 for the SALS or the TWLS is less than $2.00 (including the cost of compilation).
does not give estimates of variances and variances of mean response coefficients. We need to use some other estimator to estimate variances.\textsuperscript{13} Furthermore, the properties of the standard error (in terms of bias) of the OLS estimator need to be taken into consideration in contrast to the SALS and the TWLS estimators (the second ranked estimators). Also, if the overall % QD is the relevant criterion the choice of the OLS estimator remains as only the second best at least for sample size 20 in the CMR Model II.

\textbf{Efficiency Ranking in the Trivariate CMR Model III.}

The Monte Carlo experiments on the CMR model III for sample size 10, 20 and 50 (for Set I only) are summarized in Table 7. The results are (for sample sizes 10 and 20) generally analogous to Table 5 and many of the comments and conclusions on the CMR model II hold much the same qualitatively. For example, the OLS once again ranks above the other three estimators on the % RMSE and the % E criteria. The explanations for this are the same as set out in discussion on the sampling experiments on Model II. Further, once again we find that the phenomenon of ranking reversal takes place on all criteria. Since there are more than one regression coefficients in the

\textsuperscript{13} If we take into consideration the cost of computing the estimates of $\hat{\beta}_1$ and the variances of $\hat{\beta}_j$'s the OLS estimator is roughly 80 percent of the cost of computation for the SWLS or the TWLS estimators.
<table>
<thead>
<tr>
<th>% E</th>
<th>% RD</th>
<th>% RMSE</th>
<th>% E</th>
<th>% RD</th>
<th>% RMSE</th>
<th>% E</th>
<th>% RD</th>
<th>% RMSE</th>
<th>% E</th>
<th>% RD</th>
<th>% RMSE</th>
<th>% E</th>
<th>% RD</th>
<th>% RMSE</th>
<th>% E</th>
<th>% RD</th>
<th>% RMSE</th>
<th>% E</th>
<th>% RD</th>
<th>% RMSE</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.1</td>
<td>1.0</td>
<td>1.0</td>
<td>0.1</td>
<td>1.0</td>
<td>1.0</td>
<td>0.1</td>
<td>1.0</td>
<td>1.0</td>
<td>0.1</td>
<td>1.0</td>
<td>1.0</td>
<td>0.1</td>
<td>1.0</td>
<td>1.0</td>
<td>0.1</td>
<td>1.0</td>
<td>1.0</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Model III

Estimates of Alternative Estimates of the Mean Response Coefficients in the CMR

Table 7

Percentage Root Mean Square Error, Percentage Quartile Deviation and Percentage
model and the rankings for each sometimes differs, we have computed the overall % RMSE and overall % QD ranking (analogous to Table 6), which is given in Table 8.

On the overall % RMSE ranking the OLS estimator continues to out-perform other estimators both in sample 10 and 20 as in the CMR model II. Furthermore, with one exception the OLS does very well on the overall % QD ranking also (as it ranks first or share first rank with other estimators). The one exception is for sample size 10 - Set II where it ranks second to the TWLS estimator. Once again in the overall % RMSE ranking the TWLS estimator ranks second in Set I for sample size 10. The second ranked estimator in Set II is shared by the SALS and the TWLS estimators. For sample size 20 the second ranked estimators are the same as in the CMR Model II for Set I and Set II.

Table 8  Overall Percentage Root Mean Square Error and Overall Percentage Quartile Deviation Ranking of Alternative Estimators of the Mean Response Coefficients in the CMR Model III

<table>
<thead>
<tr>
<th>Sample Size</th>
<th>Estimator</th>
<th>MODEL III - SET I</th>
<th>MODEL III - SET II</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Overall % RMSE Rank</td>
<td>Overall % QD Rank</td>
</tr>
<tr>
<td>10</td>
<td>SALS</td>
<td>6</td>
<td>8</td>
</tr>
<tr>
<td></td>
<td>TWLS</td>
<td>4</td>
<td>4</td>
</tr>
<tr>
<td></td>
<td>III</td>
<td>8</td>
<td>4</td>
</tr>
<tr>
<td></td>
<td>OLS</td>
<td>2</td>
<td>4</td>
</tr>
<tr>
<td>20</td>
<td>SALS</td>
<td>4</td>
<td>5</td>
</tr>
<tr>
<td></td>
<td>TWLS</td>
<td>6</td>
<td>5</td>
</tr>
<tr>
<td></td>
<td>III</td>
<td>8</td>
<td>5</td>
</tr>
<tr>
<td></td>
<td>OLS</td>
<td>2</td>
<td>5</td>
</tr>
<tr>
<td>50</td>
<td>SALS</td>
<td>2</td>
<td>4</td>
</tr>
<tr>
<td></td>
<td>TWLS</td>
<td>4</td>
<td>6</td>
</tr>
<tr>
<td></td>
<td>III</td>
<td>7</td>
<td>8</td>
</tr>
<tr>
<td></td>
<td>OLS</td>
<td>7</td>
<td>2</td>
</tr>
</tbody>
</table>
As pointed out earlier, we performed the sampling experiments for sample size 50 for the CMR Model III - Set I. The results are summarized in Tables 7 and 8 along with the results on sample sizes 10 and 20. It may be seen that on the overall % RMSE ranking the OLS estimator does marginally worse than the SALS and the TWLS estimators. Furthermore, the ranking of alternative estimators is close to the intuitive ranking of estimator set forth in Chapter IV with the exception that the HH estimator does not rank above the OLS estimator but shares the rank with the OLS estimator. On the overall % QD ranking, however, the OLS continues to be superior over other estimators.

The OLS estimator was shown to have empirical bias for sample size 10 and therefore efficiency comparison relative to the OLS estimator as computed by descriptive statistics % E is not very meaningful. However for other estimators the relative efficiency have been computed as percentage of the OLS estimator and they can be read from Table 7 under the column for % E.

In conclusion, on the % RMSE criterion, the choice once again is between the OLS and the SALS or the TWLS estimators for all sample sizes. Therefore, all the arguments given above in the concluding remarks on the CMR Model II regarding choice between alternative estimators hold for the CMR Model III also.
V.1.1.3  Forecasting Efficiency Ranking of Alternative Estimators in the CMR Models

The choice of a relevant criterion depends on the purpose of the sampling experiments. Insofar as the purpose is to have a precise knowledge of the structural parameters the criterion of efficiency outlined in Section V.1.1.2 seems satisfactory. The interest, however, does not have to be limited to the precise knowledge of the structural parameters only; for example, the interest may be in the conditional forecasting precision of alternative estimators. In the latter case the criterion of conditional forecasting (forecasting for short) ability for alternative estimators will be more relevant. In Chapter III we developed the theoretical framework for this purpose in the context of the HH estimator. We further noted that the analysis can be extended to other estimators. In this section we shall present the results of the sampling experiments on the forecasting ability of alternative estimators. The descriptive statistics used for the comparison are the % RMSE, the % QD and the % E. The results from the Monte Carlo experiments for the three models and samples sizes 10, 20 and 50 (for the CMR Model III-Set I only) are given in Table 9 to Table 11.

Forecasting Efficiency of Alternative Estimators in the Proportional CMR Model I.

It can be easily verified from Table 9 that for a given sample size the numbers within each descriptive
statistic are the same for the HH, the TWLS and the SALS estimators.

Table 9: Percentage Root Mean Square Error, Percentage Quartile Deviation, and Percentage Efficiency of Forecast of Alternative Estimators in the CMR Model I

<table>
<thead>
<tr>
<th>Sample Size</th>
<th>Estimator</th>
<th>MODEL I - SET I</th>
<th>MODEL I - SET II</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Forecast</td>
<td>Forecast</td>
</tr>
<tr>
<td></td>
<td>% RMSE</td>
<td>% QD</td>
<td>% E</td>
</tr>
<tr>
<td>10</td>
<td>SALS</td>
<td>11.1827</td>
<td>4.5092</td>
</tr>
<tr>
<td></td>
<td>TWLS</td>
<td>11.1827</td>
<td>4.5092</td>
</tr>
<tr>
<td></td>
<td>HH</td>
<td>11.1827</td>
<td>4.5092</td>
</tr>
<tr>
<td></td>
<td>OLS</td>
<td>12.1868</td>
<td>6.4381</td>
</tr>
<tr>
<td>20</td>
<td>SALS</td>
<td>7.0768</td>
<td>4.5593</td>
</tr>
<tr>
<td></td>
<td>TWLS</td>
<td>7.0768</td>
<td>4.5593</td>
</tr>
<tr>
<td></td>
<td>HH</td>
<td>7.0768</td>
<td>4.5593</td>
</tr>
<tr>
<td></td>
<td>OLS</td>
<td>8.8768</td>
<td>5.8465</td>
</tr>
</tbody>
</table>

As explained in the discussion on the bias and efficiency in Sections V.1.1.1 and V.1.1.2, this is due to special nature of the proportional CMR Model I. It can be easily verified from the Table 9 that the ranking of alternative estimators is the same as efficiency ranking obtained in the Section V.1.1.2. On the % RMSE and the % QD criteria, the SALS, the TWLS and the HH rank equal and each ranks higher than the OLS estimator both in Set I and Set II within each sample sizes of 10 and 20.

On the % E criteria we can say that for sample sizes 10 and 20 respectively the SALS, the TWLS and the HH estimators of forecast are 50 and 75 percent more efficient than
the OLS estimator of forecast both in Set I and Set II.14

Forecasting Efficiency of Alternative Estimators in the Bivariate CMR Model II with an Intercept

Table 10 gives the % RMSE, the % QD and the % E of alternative estimators in the Bivariate Model II with an intercept.

The forecasting efficiency ranking on the % RMSE criterion is similar in many respects to the efficiency ranking in Table 5 - Table 6. For instance, the OLS estimators ranks first for sample sizes 10 and 20 on the % RMSE

<table>
<thead>
<tr>
<th>Sample Size</th>
<th>Estimator</th>
<th>MODEL II - SET I</th>
<th>MODEL II - SET II</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Forecast</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>% RMSE</td>
<td>% QD</td>
</tr>
<tr>
<td>10</td>
<td>SALS</td>
<td>21.4109</td>
<td>9.0860</td>
</tr>
<tr>
<td></td>
<td>TWLS</td>
<td>12.7647</td>
<td>8.4772</td>
</tr>
<tr>
<td></td>
<td>HH</td>
<td>19.3158</td>
<td>8.3533</td>
</tr>
<tr>
<td></td>
<td>OLS</td>
<td>11.5656</td>
<td>7.7797</td>
</tr>
<tr>
<td>20</td>
<td>SALS</td>
<td>8.7993</td>
<td>6.2654</td>
</tr>
<tr>
<td></td>
<td>TWLS</td>
<td>10.3685</td>
<td>7.0787</td>
</tr>
<tr>
<td></td>
<td>HH</td>
<td>10.5764</td>
<td>7.0110</td>
</tr>
<tr>
<td></td>
<td>OLS</td>
<td>8.7139</td>
<td>6.0060</td>
</tr>
</tbody>
</table>

14. We ran the t-test for bias of forecast in the CMR Model I (sample sizes 10 and 20) and found that the forecast is unbiased. The figures are however not included to conserve space. This finding is in concurrence with theoretical expectation.
criterion. For sample size 10, the TWLS estimator is second best and is 17 percent less efficient than the OLS estimator in the Set I, while the SALS estimator ranks second and is 19 percent less efficient than the OLS estimator. For sample size 20 the SALS estimator ranks second in Set I while the TWLS estimator ranks second in Set II respectively. Thus we find that phenomenon of ranking reversal takes place both across the sample sizes and across points in the parameter space. The volatile behaviour of the HH, the TWLS and the SALS estimators can be attributed to their dependence on negative estimates of variances of random coefficients.

The ranking of alternative estimator on the % QD criterion sometimes differs in the two sets of values of parameters from that in Table 6. For example in Set I for sample size 20 the OLS estimator ranks first on the forecasting efficiency criteria in Table 9 while the SALS estimators ranks first according to efficiency criteria in Table 6. Similarly the ranking on the % QD differs in Set II for sample size 20. The ranking for sample size 10 in both Set I and Set II on the % QD criterion is the same as in Table 6.

**Forecasting Efficiency of Alternative Estimators in the Trivariate CMR Model III**

The results of sampling experiments on alternative estimators in the trivariate CMR Model III are contained in Table 11.
Table 11  Percentage Root Mean Square Error, Percentage Quartile Deviation and Percentage Efficiency of Forecast of Alternative Estimators in the CMR Model III

| Sample Size | Estimator | MODEL III – SET I | | MODEL III – SET II | |
|-------------|-----------|------------------|------------------|-------------------|
|             |           | % RMSE | % QD | % E | % RMSE | % QD | % E | |
| 10          | SALS      | 15.1410 | 8.4513 | 57.3053 | 3.0353 | 1.7041 | 54.7567 | |
|             | TWLS      | 12.5322 | 8.3540 | 84.7828 | 2.4024 | 1.6014 | 86.6744 | |
|             | HH        | 15.5322 | 8.2045 | 54.6943 | 7.6635 | 1.5387 | 8.6237 | |
|             | OLS       | 11.4960 | 7.7391 | 100.0000 | 2.2443 | 1.5027 | 100.0000 | |
| 20          | SALS      | 8.4729 | 6.0597 | 98.2725 | 2.2718 | 1.1644 | 50.2188 | |
|             | TWLS      | 9.3278 | 6.1528 | 82.1631 | 1.6306 | 1.1410 | 97.3126 | |
|             | HH        | 10.3693 | 6.6565 | 63.6995 | 1.7420 | 1.1328 | 85.4035 | |
|             | OLS       | 8.3851 | 5.8044 | 100.0000 | 1.6089 | 1.1727 | 100.0000 | |
| 50          | SALS      | 4.1822 | 2.0944 | 100.4199 |          |      |      | |
|             | TWLS      | 4.1823 | 2.0961 | 100.3975 |          |      |      | |
|             | HH        | 4.1835 | 2.1095 | 99.7658 |          |      |      | |
|             | OLS       | 4.1835 | 2.1095 | 100.0000 |          |      |      | |

The results on the forecasting efficiency of the CMR Model III are similar to the results of the CMR Model II for sample sizes 10 and 20 as can be verified from Table 10 and Table 11. The only exception being that in the Set II for sample size 10 the TWLS estimator does better than the SALS estimator which is contrary to the findings for the CMR Model II.

For sample size 50 we find that the SALS estimator of forecast is the best while the TWLS estimators performs the second best. The HH and the OLS estimators perform equally well. This finding is in concurrence with the findings in Table 8.
For each of three sample sizes and two set of values (except Set II for Model III) the relative efficiency of alternative estimators has been expressed as percentage of the OLS estimator, which may be read from Table 1.\textsuperscript{15}

In Set I, for sample sizes 20 the forecasting efficiency ranking on the % QD criterion is the same as that on the % RMSE. In Set II, however, the forecasting efficiency ranking on the % QD criterion differs from that on the % RMSE. The ranking is identical to the ranking in Set II of Model II on the % QD criterion (see Table 8).

In conclusion, the first and second rank positions for alternative estimators is the same for efficiency and forecasting efficiency criteria.

V.1.1.4 Coefficient of Multiple Determination

Having ranked the SALS, the TWLS, the HH and the OLS estimators in terms of efficiency in Section V.1.1.2 and in terms of forecasting efficiency in Section V.1.1.3, we go on to rank the estimators on the basis of the mean and the median

\textsuperscript{15}The percentage bias figures in the CMR Model III for sample sizes 10 and 20 were generally less than 2 percent which suggest that estimators are unbiased. We did not however, specifically run t-test for the unbiasedness of alternative estimators of forecasting.

\textsuperscript{16}The Coefficient of Multiple Determination, $R^2$, is the square of the Multiple Correlation Coefficient, $R$. 
values of the coefficients of multiple Determination ($R^2$) as obtained in the sampling experiments. The formula for calculating $R^2$ was developed in Chapter III for the HH estimator. Further, it was noted that the formulae for other estimators can easily be obtained on the lines of formula for the HH estimator. The criteria for ranking alternative estimators is that the higher the sample mean and the median value of $R^2$ the better the estimator.

The mean and median values of $R^2$, for alternative estimators for the three models and sample sizes 10, 20 and 50 (for the CMR Model III-Set I only) were computed. The mean and median values of $R^2$ were generally very close. Most of the times the difference were in the third and fourth decimal places only. In many instances the SALS and TWLS marginally perform better than the other two estimators but no systematic trend seemed to emerge. In conclusion the ranking of alternative estimators on the basis of coefficients of Multiple Determination was rather ambiguous.

---

The numbers for $R^2$ for alternative estimators were suppressed to conserve space.
V.1.2 Estimation of the Standard Errors of the Mean Response Coefficients.

V.1.2.1 Bias Analysis of Alternative Estimators of The Standard Errors of the Mean Response Coefficients.

The standard error of an estimator has special importance in testing of hypotheses. A biased standard error is undesirable because it makes the testing of hypotheses unreliable. For example, if the standard error of an estimator is biased upward, we will commit more Type I errors. On the other hand if the standard error of an estimator is downward biased, we will commit more errors of Type II.\footnote{Type I Error is committed if a hypothesis is rejected when it should be accepted, while Type II Error is committed if a hypothesis is accepted when it should be rejected.} As pointed out in Chapter IV, the exact standard errors of the SALS, the TWLS, the HH and the OLS estimators are not known. Therefore, in small samples also we compute the standard errors of alternative estimators using the asymptotic formulae given in Chapter III. It is clear from the above discussion that we need to study the bias properties of asymptotic standard errors of alternative estimators. In this section we shall study the bias properties of alternative asymptotic standard errors in the three models for sample sizes 10, 20 and 50 (for the CMR III - Set I only).
The bias of an asymptotic standard error has been computed as a difference between the mean of asymptotic standard error (obtained from sampling experiments) and the standard deviation of the mean response coefficients estimates (taken from Section V.1.1.2). The descriptive statistics used for bias analysis are the % Bias and the % M Bias and the t-statistic.\textsuperscript{19}

**Bias Analysis of Alternative Estimators of the Standard Error of the Mean Response Coefficient in the Proportional CMR Model I.**

The results of sampling experiments on the bias of alternative estimators of standard error of the mean response coefficient for sample Sizes 10 and 20 in the CMR Model I are given in Table 12.

The values of the t-statistic for the bias of alternative estimators of standard error for sample Size 10 lie outside the interval $-1.96$ to $1.96$ and hence all estimators of standard error are biased. However, the SALS is the least biased estimator. The ranking of alternative estimators of standard on the basis of their % Bias and % M Bias performance is in accordance with the intuitive ranking of estimators of mean response given by us in Chapter V.

\textsuperscript{19}It is interesting and important to test the small sample distributions of the standardised ratio $t = \frac{\hat{\theta} - \theta}{\text{SE}(\hat{\theta})}$ for normality. This is usually tested by the Kolmogrov-Smirnov test. The test is fully described by Sidney Siegel, *Non parametric Statistics for Behavioral Sciences*, New York: McGraw-Hill (1956) pp. 229-238. This test was not applied for limitation of computer and research time.
Table 12: Percentage Bias, Percentage Median Bias and t-statistic of Asymptotic Standard Error of Alternative Estimator of the Mean Response Coefficient in the CMR Model I

<table>
<thead>
<tr>
<th>Sample Size</th>
<th>Estimator</th>
<th>MODEL I - SET I</th>
<th>MODEL I - SET II</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>SE(\hat{\beta}_1)</td>
<td>SE(\hat{\beta}_1)</td>
</tr>
<tr>
<td></td>
<td>% Bias</td>
<td>% M Bias</td>
<td>t</td>
</tr>
<tr>
<td></td>
<td>OLS</td>
<td>14.4929</td>
<td>18.8366</td>
</tr>
<tr>
<td>20</td>
<td>SALS</td>
<td>0.1755</td>
<td>0.0166</td>
</tr>
<tr>
<td></td>
<td>TWLS</td>
<td>0.2615</td>
<td>0.4337</td>
</tr>
<tr>
<td></td>
<td>HH</td>
<td>2.7331</td>
<td>7.5680</td>
</tr>
<tr>
<td></td>
<td>OLS</td>
<td>2.0324</td>
<td>6.9021</td>
</tr>
</tbody>
</table>

The values of the t-statistic for the bias of alternative estimators for sample size 20 lie between -1.96 and 1.96 at .05 level of significance both in Set I and Set II, except for the OLS estimator in Set I. Therefore, the standard error are unbiased in all estimators except for the OLS estimator of the standard error for sample size 20. Once again the SALS estimator of the standard error is the least biased estimator in the CMR Model I on all criteria for sample size 20.

The standard errors of the OLS estimates of the mean response coefficients have been obtained as square root of the variance given in (III.20) replacing \( \Phi \) by its consistent estimator obtained by HH Method, throughout in this section. It is well known that the conventional formula of variance, viz. \( \sigma^2 (x'x)^{-1} \) yields biased and inconsistent estimates of standard error if disturbances in the regression are heteroskedastic. The bias of standard errors computed for sample size 20 by the conventional formula were mostly higher than standard errors obtained from consistent formula. More importantly the behaviour of bias of standard errors obtained from standard formula was
Bias Analysis of Alternative Estimator of the Standard Errors of the Mean Response Coefficients in the Bivariate CMR Model II.

The results of the sampling experiments for sample sizes 10 and 20 in the CMR Model II are given in Table 13. An examination of the sampling results will show that the OLS estimator of the standard error of the mean response coefficient is unbiased for sample size 10 at .05 level of significance. On the other hand the SALS and the TWLS (for $\beta_1$ only) estimators of the standard error of the mean response coefficients in Set I and Set II respectively have the t-statistic values lying inside the interval -1.96 to 1.96 and hence these estimators are unbiased at .05 level of significance for sample size 20. In all other cases the t-statistic values lie outside the interval -1.96 to 1.96 and hence all other estimators of the standard error of the mean response are biased.

Since ranking of alternative estimators for the two coefficients sometimes differ in terms of the % Bias and the % M Bias we have computed the overall % Bias and overall % M Bias rankings analogous to the overall % RMSE and the overall % OD rankings in Table 6 (see footnote 11) and are given in Table 14.

It can easily be seen from Table 14 that the OLS estimator is the least biased estimator on both the overall rather violent due to inconsistency property of the estimator.
<table>
<thead>
<tr>
<th></th>
<th>20</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Sample</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Size</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Est.</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 13: Percentile Bias, Percentile Median Bias and Variance of Asymptotic Standard Error Estimates of the Mean Response Coefficients in the CMR Models.
Table 14  Overall Percentage Bias, Overall Percentage Median Bias Ranking of the Asymptotic Standard Errors of Alternative Estimators of the Mean Response Coefficients in CMR Model II

<table>
<thead>
<tr>
<th>Sample Size</th>
<th>Estimator</th>
<th>MODEL II - Overall % Bias Rank</th>
<th>SET I - Overall % M Bias Rank</th>
<th>MODEL II - Overall % Bias Rank</th>
<th>SET I - Overall % M Bias Rank</th>
</tr>
</thead>
<tbody>
<tr>
<td>10</td>
<td>SALS</td>
<td>8</td>
<td>8</td>
<td>4</td>
<td>4</td>
</tr>
<tr>
<td></td>
<td>TWLS</td>
<td>4</td>
<td>4</td>
<td>6</td>
<td>6</td>
</tr>
<tr>
<td></td>
<td>HH</td>
<td>6</td>
<td>6</td>
<td>8</td>
<td>8</td>
</tr>
<tr>
<td></td>
<td>OLS</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>20</td>
<td>SALS</td>
<td>2</td>
<td>2</td>
<td>8</td>
<td>8</td>
</tr>
<tr>
<td></td>
<td>TWLS</td>
<td>6</td>
<td>7</td>
<td>3</td>
<td>3</td>
</tr>
<tr>
<td></td>
<td>HH</td>
<td>8</td>
<td>7</td>
<td>5</td>
<td>6</td>
</tr>
<tr>
<td></td>
<td>OLS</td>
<td>4</td>
<td>4</td>
<td>4</td>
<td>3</td>
</tr>
</tbody>
</table>

% Bias and the overall % M Bias ranking criteria for sample Size 10. the SALS and the TWLS estimators on the other hand are respectively least biased estimators in Set I and Set II on both the overall criteria of the % Bias and the % M Bias.

If we combine the results in Table 7, Table 10 and Table 14 we can conclude that the OLS estimator is the best choice for sample Size 10, while the SALS and the TWLS estimators are respectively the best choices when parameters are small and large for sample Size 20.

Bias Analysis of Alternative Estimators of the Standard Error of the Mean Response Coefficients in the Trivariate CMR Model III.

The summary of the Monte Carlo experiments on the bias of alternative estimators of the standard error in the CMR Model III is given in Table 15.
<table>
<thead>
<tr>
<th>Sample Size Estimates</th>
<th>Model III - SET II</th>
<th>Model III - SET I</th>
<th>Model III</th>
</tr>
</thead>
<tbody>
<tr>
<td>% Bias</td>
<td>% M Bias</td>
<td>SE (g</td>
<td>)</td>
</tr>
<tr>
<td>10</td>
<td>2</td>
<td>4.1904</td>
<td>1.7865</td>
</tr>
<tr>
<td>20</td>
<td>2</td>
<td>4.6455</td>
<td>2.1465</td>
</tr>
<tr>
<td>50</td>
<td>2</td>
<td>6.8313</td>
<td>3.8302</td>
</tr>
</tbody>
</table>

Table 15: Percentile Bias, Percentile Median Bias, and Percentile of Asymptotic Standard Errors of Alternative Estimators of Mean Response Coefficients in the CMA.
An examination of Table 15 shows that in most cases on the % Bias and the % M Bias criteria the least biased estimators of the standard error are different for the two regression coefficient estimates (i.e. \( \hat{\beta}_1 \) and \( \hat{\beta}_2 \)). Therefore, we will choose the least biased estimator among alternative estimators on the overall % Bias and overall % M Bias ranking criteria, tabulated below in Table 16.

<table>
<thead>
<tr>
<th>Sample Size</th>
<th>Estimator</th>
<th>MODEL III - SET I</th>
<th>MODEL III - SET II</th>
</tr>
</thead>
<tbody>
<tr>
<td>10</td>
<td>SALS</td>
<td>6</td>
<td>6</td>
</tr>
<tr>
<td></td>
<td>TWLS</td>
<td>4</td>
<td>4</td>
</tr>
<tr>
<td></td>
<td>HH</td>
<td>8</td>
<td>8</td>
</tr>
<tr>
<td></td>
<td>OLS</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>20</td>
<td>SALS</td>
<td>3</td>
<td>8</td>
</tr>
<tr>
<td></td>
<td>TWLS</td>
<td>6</td>
<td>2</td>
</tr>
<tr>
<td></td>
<td>HH</td>
<td>8</td>
<td>5</td>
</tr>
<tr>
<td></td>
<td>OLS</td>
<td>4</td>
<td>5</td>
</tr>
<tr>
<td>50</td>
<td>SALS</td>
<td>5</td>
<td>4</td>
</tr>
<tr>
<td></td>
<td>TWLS</td>
<td>5</td>
<td>6</td>
</tr>
<tr>
<td></td>
<td>HH</td>
<td>8</td>
<td>8</td>
</tr>
<tr>
<td></td>
<td>OLS</td>
<td>2</td>
<td>2</td>
</tr>
</tbody>
</table>

An examination of Table 15 and 16 will show that the conclusions on the CMR Model II regarding ranking of the alternative estimators of the standard errors of the mean response coefficients are upheld again for sample Size 10
and 20. Furthermore if we combine the results in Table 8, Table 11 and Table 16 we can once again conclude that the OLS estimator is the best choice for sample Size 10, while for the sample Size 20 the SALS is the best choice if the parameter values are 'small' and the TWLS is the best choice if the parameter values are 'large'.

On the basis of the t-test for sample Size 50, the alternative estimators of the standard error of the mean response coefficients are all biased at .05 level of significance. However the OLS estimator of the standard error is the least biased estimator on the basis of the overall % Bias and overall % M Bias ranking in Table 16. Further, if we combine the results in Table 9, Table 11 and Table 16, the OLS may not be a bad choice considering the cost of computation. However, if we could evaluate the bias of standard error of mean response and correct it, the SALS or the TWLS would be preferable to the OLS estimator.

V.1.3 Estimation of the Variance of Random Coefficients

Estimation of the variance of random coefficients (variance for short) is an important aspect of the estimation and the hypothesis testing in the linear regression model with random coefficients. The variances are required to estimate the mean response coefficients efficiently (except in the proportional CMR Model I and OLS estimator) and to estimate the standard errors of the mean response coeffi-
cients. Besides, the values of the variances influence our faith in the specification of the model and the quality of data.

In this section we shall study the sampling properties of the three estimators of variances. We are interested in studying the bias and efficiency properties of the variance, and the bias of the standard error of variance for alternative estimators. In the CMR Model I, such an analysis seems straightforward on the lines of analysis of the sampling properties of alternative estimators of the mean response coefficients. This is because the CMR Model I has no problem of negative estimates of variances. The possibility that some of the estimates of the variances be negative in an estimator makes various descriptive statistics meaningless and hence an investigation of sample properties in terms of these statistics is ambiguous.21 Since the problem of negative estimates of variance exists for the CMR Model II and the CMR Model III, we will not do the traditional Monte Carlo analyses on the alternative estimators of variances for the CMR Models II and III. Instead, we shall measure the efficiency of alternative estimators by the proportion of negative estimates of variances obtained

21 For example, if negative estimates are obtained fifty percent of the time (which may well be) then, there is a possibility that the sample mean will be zero and so on. Some of the descriptive statistics such as median bias, fourth quartile and ranges may still be meaningful.
in each estimator in the sampling experiments (see Fig. III.1 Chapter III).

V.1.3.1 Bias Analysis of Alternative Estimators of Variances of the Random Coefficients in the CMR Models.

Bias Analysis of Alternative Estimators of Variances in the Proportional CMR Model I.

Table 17 contains the results of sampling experiments on alternative estimators of variances for two sets of values of parameters in the CMR Model I for sample Sizes 10 and 20. It may be seen that the t-statistic values for all the estimators of variances lie inside the interval -1.96 and 1.96 at 5 percent level of significance for sample Sizes 10 and 20 in both sets. Therefore, all the estimators of variance are unbiased empirically.

<table>
<thead>
<tr>
<th>Sample Size</th>
<th>Estimator</th>
<th>MODEL I - SET I</th>
<th></th>
<th>MODEL I - SET II</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Coefficient:  $\sigma^2_1 = 0.03$</td>
<td>Coefficient:  $\sigma^2_1 = 0.5$</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>% Bias</td>
<td>%M Bias</td>
<td>t</td>
<td>% Bias</td>
</tr>
<tr>
<td>10</td>
<td>SALS</td>
<td>9.0467</td>
<td>25.3898</td>
<td>-1.4344</td>
<td>9.0467</td>
</tr>
<tr>
<td></td>
<td>TWLS</td>
<td>4.4089</td>
<td>16.4763</td>
<td>-0.7865</td>
<td>4.4089</td>
</tr>
<tr>
<td></td>
<td>III</td>
<td>3.8531</td>
<td>14.1817</td>
<td>-0.6845</td>
<td>3.8531</td>
</tr>
<tr>
<td>20</td>
<td>SALS</td>
<td>2.2837</td>
<td>0.2421</td>
<td>0.7484</td>
<td>2.2837</td>
</tr>
<tr>
<td></td>
<td>TWLS</td>
<td>2.0968</td>
<td>0.5926</td>
<td>0.6894</td>
<td>2.0968</td>
</tr>
<tr>
<td></td>
<td>III</td>
<td>1.8201</td>
<td>14.3280</td>
<td>-0.0009</td>
<td>1.8201</td>
</tr>
</tbody>
</table>
The unbiasedness of variances for the HH estimator is in concurrence with theoretical results of Chapter III. However, we did not give a theoretical proof of unbiasedness for the TWLS and the SALS estimators of variance. Hence the empirical results here are rather important.\textsuperscript{22}

As pointed out earlier, such an analysis is not feasible for the CMR Model II and the CMR Model III and therefore, we now go on to discuss the efficiency property of alternative estimators.

V.1.3.2 Efficiency Analysis of Alternative Estimators of Variances of the Random Coefficients.

Efficiency Analysis of Alternative Estimators of Variances in the Bivariate CMR Model I.

The % RMSE, the % QD and the % E statistics have been computed for the efficiency analysis of alternative estimators in the CMR Model I and are given in Table 18.\textsuperscript{23} The SALS and the TWLS estimators are more efficient than the HH estimator on the % RMSE, the QD and the % E criteria as conjectured on theoretical grounds in Chapter III for sample Sizes 10 and 20.\textsuperscript{24}

\textsuperscript{22}It is our belief that the proof of unbiasedness for the TWLS and the SALS estimators of variances can be constructed on the lines of Kakwani (1967) arguments.

\textsuperscript{23}The % E statistic throughout section V.1.3.2 has been computed as \( \frac{\text{Var}(\hat{\theta})_{\text{SALS or TWLS}}}{\text{Var}(\hat{\theta})_{\text{HH}}} \times 100.0 \).\textsuperscript{24}

\textsuperscript{24}The HH estimator is in fact the Ordinary Least squares estimator of variances.
Table 18  Percentage Root Mean Square Error and the Percentage Quartile Deviation of Alternative Estimators of the Variances of Random Coefficients in the CMR Model I

<table>
<thead>
<tr>
<th>Sample Size</th>
<th>Estimator</th>
<th>MODEL I - SET I</th>
<th>MODEL I - SET II</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Coefficient: $\sigma_1^2 = 0.03$</td>
<td>Coefficient: $\sigma_1^2 = 0.5$</td>
</tr>
<tr>
<td></td>
<td>% RMSE</td>
<td>% QD</td>
<td>% E</td>
</tr>
<tr>
<td>10</td>
<td>SALS</td>
<td>56.4253</td>
<td>24.5700</td>
</tr>
<tr>
<td></td>
<td>TWLS</td>
<td>56.2303</td>
<td>27.9571</td>
</tr>
<tr>
<td></td>
<td>HH</td>
<td>63.7175</td>
<td>28.2943</td>
</tr>
<tr>
<td>20</td>
<td>SALS</td>
<td>30.5996</td>
<td>21.8376</td>
</tr>
<tr>
<td></td>
<td>HH</td>
<td>45.5493</td>
<td>31.0804</td>
</tr>
</tbody>
</table>

However, our conjecture that the SALS estimator is more efficient than the TWLS estimator does not seem to hold.

The efficiency analysis of the above type is not meaningful for the CMR Model II and III as pointed out earlier and for these Models we will carry out efficiency analysis in terms of proportion of negative variance estimates (See Fig. III.1).

Efficiency Analysis as Measured by the Percentage Negative Estimates of the Variances of the Random Coefficients in the Bivariate CMR Model II. 25

The percentage negative estimators of the variance of the random coefficients are tabulated in Table 19 for

25Since the sampling experiments for each estimator is repeated 100 times, the actual and percentage numbers of negative estimates for each parameter are identical.
alternative estimators for sample Sizes 10 and 20 in the CMR Model II.

An examination of Table 19 brings out a few interesting points. The percentage of negative estimates of variance does not necessarily decrease, as may be expected intuitively, when parameters values are increased from Set I to Set II. A priori value of \( \sigma_2^2 \) in Set II is 17 times its value in Set I but the percentage of negative estimates of variances is increased one and a half times for sample Size 20, while it remained constant for sample Size 10. However, when a priori value of \( \sigma_1^2 \) in Set II is nearly 40 times its value in Set I, the percentage of negative estimates of variance is decreased for sample Size 20. Therefore no definite relationship seems to exist between the values of parameters to be estimated and the percentage of negative estimates obtained for an estimator.

Table 19  Percentage Negative Estimates of Variances in Alternative Estimators in the CMR Model II

<table>
<thead>
<tr>
<th>Sample Size</th>
<th>Estimator</th>
<th>MODEL II - SET I</th>
<th>MODEL II - SET II</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>( \sigma_2^2 = 0.04 )</td>
<td>( \sigma_2^2 = 0.03 )</td>
<td>( \sigma_2^2 = 1.5 )</td>
</tr>
<tr>
<td>10</td>
<td>SALS</td>
<td>10</td>
<td>48</td>
</tr>
<tr>
<td></td>
<td>TWLS</td>
<td>11</td>
<td>46</td>
</tr>
<tr>
<td></td>
<td>HH</td>
<td>14</td>
<td>45</td>
</tr>
<tr>
<td>20</td>
<td>SALS</td>
<td>3</td>
<td>16</td>
</tr>
<tr>
<td></td>
<td>TWLS</td>
<td>1</td>
<td>17</td>
</tr>
<tr>
<td></td>
<td>HH</td>
<td>7</td>
<td>15</td>
</tr>
</tbody>
</table>
The rationale for efficiency analysis of alternative estimators in terms of the number of negative estimates of variance was given in Fig. III.1 of Chapter III. It can be seen that in Set I and Set II, the overall percentage negative estimates of variances (the sum of negative estimates of variances of $\sigma_1^2$ and $\sigma_2^2$) for each of the SALS and the TWLS estimators is less than the overall percentage negative estimates of variances for the HH estimator for all sample sizes.\(^{26}\) In this sense the SALS and the TWLS estimators are more efficient than the HH estimator. Further, the TWLS estimator does marginally better than the SALS estimator except in the case of Set II for sample Size 10 where it does as well as the SALS estimator.\(^{27}\)

One representative Histogram for estimates of $\sigma_2^2$ showing the negative estimates is given in Appendix 2.

\(^{26}\)Strictly speaking the percentage of negative estimates of variance is to be compared for alternative estimators for each of two parameters $\sigma_1^2$ and $\sigma_2^2$ separately. If this be the case then, only the TWLS estimator in Set II will be more efficient than the TWLS and the HH estimators. Further, it may be pointed out that in the proposed comparative efficiency analysis in Fig. III.1, Chapter III holds for the symmetric distribution only. (And perhaps between distributions with a given skewness.)

\(^{27}\)In the CMR Model III, the reverse is true.

\(^{28}\)The histogram has been plotted through the use of HIST routine available in the SSP.
Efficiency Analysis as Measured by the Percentage Negative Estimates of Variances of Random Coefficients in the Trivariate CMR Model III.

In table 20 we have given the percentage negative estimates of variances of random coefficients as obtained from the sampling experiments on the CMR Model III for sample Sizes 10, 20 and 50 (for the Set I only).

An examination of Table 20 reveals that many of the conclusions on the CMR Model II for sample sizes 10 and 20 (refer to the discussion in Table 19) continue to hold.

<table>
<thead>
<tr>
<th>Sample Size</th>
<th>Estimator</th>
<th>MODEL III - SET I</th>
<th>MODEL III - SET II</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Coefficient: $\sigma_{\hat{\beta}}^2 = 0.04$</td>
<td>Coefficient: $\sigma_{\hat{\beta}}^2 = 0.03$</td>
<td>Coefficient: $\sigma_{\hat{\beta}}^2 = 1.5$</td>
</tr>
<tr>
<td></td>
<td>No. of -ve Est.</td>
<td>No. of -ve Est.</td>
<td>No. of -ve Est.</td>
</tr>
<tr>
<td>10</td>
<td>SALS</td>
<td>10</td>
<td>48</td>
</tr>
<tr>
<td></td>
<td>TWLS</td>
<td>11</td>
<td>47</td>
</tr>
<tr>
<td></td>
<td>HH</td>
<td>16</td>
<td>45</td>
</tr>
<tr>
<td>20</td>
<td>SALS</td>
<td>1</td>
<td>26</td>
</tr>
<tr>
<td></td>
<td>TWLS</td>
<td>2</td>
<td>27</td>
</tr>
<tr>
<td></td>
<td>III</td>
<td>7</td>
<td>23</td>
</tr>
<tr>
<td>50</td>
<td>SALS</td>
<td>0</td>
<td>15</td>
</tr>
<tr>
<td></td>
<td>TWLS</td>
<td>0</td>
<td>15</td>
</tr>
<tr>
<td></td>
<td>III</td>
<td>3</td>
<td>15</td>
</tr>
</tbody>
</table>
For example, we find that there is no definite relationship between the priori values of variances and the percentage of negative estimates of variances in alternative estimator for sample Sizes 10 and 20. Further, on the criterion of overall percentage negative estimates of variances, the SALS (except for sample Size 10 - Set II) and the TWLS estimators are more efficient than the HH estimator for sample Sizes 10 and 20. 29

In the Set II the SALS estimator of variance does worse than the TWLS and the HH estimators for sample Size 10, while the SALS estimator of variance does marginally better than the TWLS estimator for sample Size 20.

For sample Size 50, the SALS and the TWLS estimators of variances perform equal while each perform better than the HH estimator.

It may be seen that as we increase the sample Size the proportion of negative estimates of variances is reduced, which we would expect theoretically.

V.1.4 Estimation of the Standard Errors of Variances

In Section V.1.3 we pointed out the difficulty in obtaining meaningful descriptive statistics such as the root

29 The comments in footnote 26 are again relevant here.
mean square error or the standard deviation in the CMR Model II and Model III and to carry out the traditional sampling analysis in terms of moments. It is obvious then that the bias analysis of standard error of variance can not be done in the CMR Model II and III because we need the standard deviations of estimates of variances. In view of this difficulty we shall do bias analysis for only the CMR Model I.

V.1.4.1 Bias Analysis of Alternative Estimators of the Standard Errors of Variances of the Random Coefficients.

Bias Analysis of Alternative Estimators of the Standard Errors of Variances of the Random Coefficients in the Proportion CMR Model I.

The results of the sampling experiments on the bias of alternative estimators of the standard error of variances of the random coefficients are given in Table 21.

It can be verified from the Table 21 that the HH estimator of standard error is the least biased estimator on both the \% Bias and \% M Bias criteria for sample Size 10. Furthermore, the HH estimator is also unbiased on the t-test at .05 level of significance for sample Size 10. For sample Size 20, the HH estimator is the only biased estimator on the t-test at .05 level of significance, while

\[30\] refer footnote 20, Chapter V.
### Table 21  Percentage Bias, Percentage Median Bias and t-statistic of Alternative Estimators of Standard Error of the Variance of Random Coefficients in the CMR Model I

<table>
<thead>
<tr>
<th>Sample Size</th>
<th>Estimator</th>
<th>MODEL I - SET I</th>
<th>MODEL I - SET II</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>SE ((\hat{\sigma}^2_1))</td>
<td>SE ((\hat{\sigma}^2_1))</td>
</tr>
<tr>
<td></td>
<td></td>
<td>% Bias</td>
<td>% M Bias</td>
</tr>
<tr>
<td>10</td>
<td>SALS</td>
<td>23.4162</td>
<td>37.1773</td>
</tr>
<tr>
<td></td>
<td>TWLS</td>
<td>27.4392</td>
<td>40.4774</td>
</tr>
<tr>
<td></td>
<td>HH</td>
<td>6.9804</td>
<td>23.6948</td>
</tr>
<tr>
<td>20</td>
<td>SALS</td>
<td>7.6878</td>
<td>7.7249</td>
</tr>
<tr>
<td></td>
<td>TWLS</td>
<td>3.9578</td>
<td>10.9212</td>
</tr>
<tr>
<td></td>
<td>HH</td>
<td>19.0348</td>
<td>1.9979</td>
</tr>
</tbody>
</table>

the SALS and TWLS estimator of standard error of variances are unbiased.

### V.2 Efficiency and Convergence of the ISALS, the ITWLS, the IHH Estimators.

In this section we shall discuss the results of sampling experiments for sample Size 20 on the three iterative estimators discussed in Chapter III. We are interested in investigating if there is a possibility of improving the efficiency of the SALS, the TWLS and the HH estimators by iterating them. Furthermore, we want to know whether the

---

31 The SALS, the TWLS and the HH estimators are the first step in iteration of the ISALS, the ITWLS and IHH estimators respectively (see Chapter III).
alternative estimators really converge. We shall study the efficiency properties of alternative iterative estimators of the mean response coefficients in the three models and the variance of random coefficient in the CMR Model I in terms of the % RMSE, the % QD and % E criteria. While the efficiency properties of alternative iterative estimators of the variances of random coefficients in the CMR Models II and III are studied in terms of percentage negative estimates of variances at each iteration. The convergence properties of alternative estimators are studied in terms of the convergence of the mean response coefficients.\textsuperscript{32}

Convergence is defined as follows:

An estimator, $\hat{\beta}_j$, is said to converge at iteration $\tau$, if

$$|\hat{\beta}_j(\tau + 1) - \hat{\beta}_j(\tau)| < \delta \quad \text{for all } j \quad (V.1)$$

where $\delta$ is any preassigned small number.

In the study of efficiency and convergence of alternative iterative estimators in the CMR Models I, II and III we performed respectively three, six and six iterations.\textsuperscript{33}

\textsuperscript{32}The estimates of variance of the random coefficients are used to estimate the mean response coefficients efficiently and therefore the convergence of the mean response coefficients is important for estimation.

\textsuperscript{33}The number of iterations required for convergence in each of the CMR Models were decided on the basis of the performance of alternative estimators in sample runs. The cost consideration was also kept in mind (see footnote 3, Chapter V.)

The results of sampling experiments on the efficiency analyses of the alternative iterative estimators of the mean response coefficients in the CMR Models are given in Table 22 to Table 24.\footnote{The \% E statistics have been computed as:}

\begin{align*}
\text{Var}(\hat{\theta}) \text{ ITER } = j & \quad \times 100.0, \quad j = 2, 3, \ldots 6 \\
\text{Var}(\hat{\theta}) \text{ ITER } = 1 & \\
\end{align*}

Efficiency Analysis of Alternative Iterative Estimator of the Mean Response Coefficients in the Proportional CMR Model I for Sample Size 20.

Table 22 gives the \% RMSE, the \%QD and the \% E statistics for each of the three iterations of alternative iterative estimators of the mean response coefficients. An examination of Table 22 shows that the ISALS, the ITWLS and the IHH estimators of the mean response coefficient are identical and there is no gain in efficiency at any stage of the three iterations. As pointed out earlier, the SALS, the TWLS and the HH estimators of the mean response coefficients are identical to the Aitken estimator in the proportional CMR Model I. Furthermore, the Aitken estimator does throughout this section.
Table 22  Percentage Root Mean Square Error, Percentage Quartile Deviation and Percentage Efficiency for each of the three iterations of Alternative Iterative Estimators of the Mean Response Coefficient in the CMR Model I for Sample Size 20

| Iteration | Estimator | MODEL I - SET I | | | MODEL I - SET I | | |
|-----------|-----------|----------------|----------------|----------------|----------------|----------------|
|           |           | % RMSE | % QD | % E | % RMSE | % QD | % E |
| 1         | SALS      | 6.4638 | 4.7152 | 100.0000 | 1.5676 | 1.1435 | 100.0000 |
| 2         | ISAS      | 6.4638 | 4.7152 | 100.0000 | 1.5676 | 1.1435 | 100.0000 |
| 3         | ISALS     | 6.4638 | 4.7152 | 100.0000 | 1.5676 | 1.1435 | 100.0000 |
| 1         | TWLS      | 6.4638 | 4.7152 | 100.0000 | 1.5676 | 1.1435 | 100.0000 |
| 2         | ITWLS     | 6.4638 | 4.7152 | 100.0000 | 1.5676 | 1.1435 | 100.0000 |
| 3         | ITWLS     | 6.4638 | 4.7152 | 100.0000 | 1.5676 | 1.1435 | 100.0000 |
| 1         | HH        | 6.4638 | 4.7152 | 100.0000 | 1.5676 | 1.1435 | 100.0000 |
| 2         | IHH       | 6.4638 | 4.7152 | 100.0000 | 1.5676 | 1.1435 | 100.0000 |
| 3         | IHH       | 6.4638 | 4.7152 | 100.0000 | 1.5676 | 1.1435 | 100.0000 |

not depend on the knowledge of variance at all and it has BLU Properties. Therefore, it is expected that there will be no gain in efficiency in iterating alternative estimators of the mean response coefficients.

---

35 See footnote 5, Chapter VI.

The results of sampling experiments on alternative iterative estimators in the Bivariate CMR Model II for sample Size 20 are summarized in Table 23. An examination of results will show that except for the IHH estimators in Set II there is an improvement in efficiency on the % RMSE and the % E criteria at one or more stages of iterations. But the fluctuations in efficiency between iterations are often large and there is no systematic trend for convergence (we will come to convergence later). 36

It may be recalled that the SALS estimator in Set I and the TWLS estimator in Set II were ranked second in the CMR Model II. The gain in efficiency on the % RMSE and the % E criteria in iterating these two estimators is rather small and it shows up only at the sixth iteration. Further, the ISALS (I=6) and the ITWLS (I=6) estimators are respectively less efficient than the OLS estimators on the % RMSE criterion in the CMR Model II (see Table 5 for the efficiency of the OLS estimator).

36 It will be shown that convergence is achieved in 80 to 90 percent of the cases for $\delta = 0.0001$. The fluctuations in efficiency results from the fact that in 10 to 20 percent cases the convergence is not achieved, which is possibly due to the problem of negative estimates of variances in the CMR Models II and III.
<table>
<thead>
<tr>
<th>E</th>
<th>%E</th>
<th>%Dp</th>
<th>%RMSE</th>
<th>E</th>
<th>%E</th>
<th>%Dp</th>
<th>%RMSE</th>
<th>E</th>
<th>%E</th>
<th>%Dp</th>
<th>%RMSE</th>
<th>E</th>
<th>%E</th>
<th>%Dp</th>
<th>%RMSE</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.01</td>
<td>0.5</td>
<td>1.02</td>
<td>1.54</td>
<td>2.90</td>
<td>3.18</td>
<td>1.34</td>
<td>1.57</td>
<td>1.14</td>
<td>0.92</td>
<td>1.27</td>
<td>1.33</td>
<td>2.89</td>
<td>3.15</td>
<td>1.33</td>
<td>1.57</td>
</tr>
<tr>
<td>1.14</td>
<td>1.22</td>
<td>1.05</td>
<td>0.92</td>
<td>2.90</td>
<td>3.18</td>
<td>1.34</td>
<td>1.57</td>
<td>1.14</td>
<td>0.92</td>
<td>1.27</td>
<td>1.33</td>
<td>2.89</td>
<td>3.15</td>
<td>1.33</td>
<td>1.57</td>
</tr>
<tr>
<td>1.15</td>
<td>1.23</td>
<td>1.05</td>
<td>0.92</td>
<td>2.90</td>
<td>3.18</td>
<td>1.34</td>
<td>1.57</td>
<td>1.14</td>
<td>0.92</td>
<td>1.27</td>
<td>1.33</td>
<td>2.89</td>
<td>3.15</td>
<td>1.33</td>
<td>1.57</td>
</tr>
<tr>
<td>1.16</td>
<td>1.24</td>
<td>1.05</td>
<td>0.92</td>
<td>2.90</td>
<td>3.18</td>
<td>1.34</td>
<td>1.57</td>
<td>1.14</td>
<td>0.92</td>
<td>1.27</td>
<td>1.33</td>
<td>2.89</td>
<td>3.15</td>
<td>1.33</td>
<td>1.57</td>
</tr>
<tr>
<td>1.17</td>
<td>1.25</td>
<td>1.05</td>
<td>0.92</td>
<td>2.90</td>
<td>3.18</td>
<td>1.34</td>
<td>1.57</td>
<td>1.14</td>
<td>0.92</td>
<td>1.27</td>
<td>1.33</td>
<td>2.89</td>
<td>3.15</td>
<td>1.33</td>
<td>1.57</td>
</tr>
<tr>
<td>1.18</td>
<td>1.26</td>
<td>1.05</td>
<td>0.92</td>
<td>2.90</td>
<td>3.18</td>
<td>1.34</td>
<td>1.57</td>
<td>1.14</td>
<td>0.92</td>
<td>1.27</td>
<td>1.33</td>
<td>2.89</td>
<td>3.15</td>
<td>1.33</td>
<td>1.57</td>
</tr>
<tr>
<td>1.19</td>
<td>1.27</td>
<td>1.05</td>
<td>0.92</td>
<td>2.90</td>
<td>3.18</td>
<td>1.34</td>
<td>1.57</td>
<td>1.14</td>
<td>0.92</td>
<td>1.27</td>
<td>1.33</td>
<td>2.89</td>
<td>3.15</td>
<td>1.33</td>
<td>1.57</td>
</tr>
</tbody>
</table>

Mean Response Coefficients in the CNR Model II for Sample Size 20

This table contains the mean response coefficients for each of the six QXs, which are the Estimated Mean Square Error (EMSE) for each coefficient. The table also includes the Estimated 95% Confidence Intervals for these coefficients. The table is organized in a way that allows for easy comparison of the responses across different conditions.

Table 23: Estimated Mean Square Error, Percentile Quantile Deviation and Percentile Deviation
The gain in iterating the SALS estimator in Set I and the TWLS estimator in Set II is negligible both on the % RMSE, the % QD and the % E criteria in comparison to increase in cost of computation. There is a gain in efficiency in iterating the TWLS and the HH estimators in Set I on the % RMSE and the % E criteria. However, the ITWLS and the IHH estimators rank lower in efficiency than the OLS and the SALS estimators. If the % QD is the criterion of efficiency, then there is loss in efficiency iterating the TWLS and the HH estimators in Set I.

In Set II, there is gain in efficiency in iterating the SALS estimator on the % RMSE and the % E criteria. But, the ISALS estimator ranks lower than the TWLS and the OLS estimators on the % RMSE criterion. There is a loss in efficiency in iterating the HH estimator on all the three criteria.


In Table 24 we have summarized the results of sampling experiments on alternative iterative estimators of the mean response coefficients in the Trivariate CMR Model III for sample Size 20. The results are similar to the results in Table 23. For instance, in Set I, there is a slight gain in efficiency in iterating the SALS estimator on all the three criteria. The ISALS is less efficient than the OLS
<table>
<thead>
<tr>
<th>Year</th>
<th>99.1.239</th>
<th>100.6.495</th>
<th>101.5.028</th>
<th>102.6.494</th>
<th>103.5.188</th>
<th>104.6.598</th>
<th>105.6.189</th>
<th>106.6.596</th>
<th>107.6.593</th>
<th>108.6.592</th>
<th>109.6.591</th>
<th>110.6.590</th>
<th>111.6.589</th>
<th>112.6.588</th>
<th>113.6.587</th>
<th>114.6.586</th>
<th>115.6.585</th>
<th>116.6.584</th>
<th>117.6.583</th>
<th>118.6.582</th>
<th>119.6.581</th>
<th>120.6.580</th>
</tr>
</thead>
<tbody>
<tr>
<td>99</td>
<td>99.1.239</td>
<td>100.6.495</td>
<td>101.5.028</td>
<td>102.6.494</td>
<td>103.5.188</td>
<td>104.6.598</td>
<td>105.6.189</td>
<td>106.6.596</td>
<td>107.6.593</td>
<td>108.6.592</td>
<td>109.6.591</td>
<td>110.6.590</td>
<td>111.6.589</td>
<td>112.6.588</td>
<td>113.6.587</td>
<td>114.6.586</td>
<td>115.6.585</td>
<td>116.6.584</td>
<td>117.6.583</td>
<td>118.6.582</td>
<td>119.6.581</td>
<td>120.6.580</td>
</tr>
<tr>
<td>98</td>
<td>98.1.239</td>
<td>100.6.495</td>
<td>101.5.028</td>
<td>102.6.494</td>
<td>103.5.188</td>
<td>104.6.598</td>
<td>105.6.189</td>
<td>106.6.596</td>
<td>107.6.593</td>
<td>108.6.592</td>
<td>109.6.591</td>
<td>110.6.590</td>
<td>111.6.589</td>
<td>112.6.588</td>
<td>113.6.587</td>
<td>114.6.586</td>
<td>115.6.585</td>
<td>116.6.584</td>
<td>117.6.583</td>
<td>118.6.582</td>
<td>119.6.581</td>
<td>120.6.580</td>
</tr>
<tr>
<td>97</td>
<td>97.1.239</td>
<td>100.6.495</td>
<td>101.5.028</td>
<td>102.6.494</td>
<td>103.5.188</td>
<td>104.6.598</td>
<td>105.6.189</td>
<td>106.6.596</td>
<td>107.6.593</td>
<td>108.6.592</td>
<td>109.6.591</td>
<td>110.6.590</td>
<td>111.6.589</td>
<td>112.6.588</td>
<td>113.6.587</td>
<td>114.6.586</td>
<td>115.6.585</td>
<td>116.6.584</td>
<td>117.6.583</td>
<td>118.6.582</td>
<td>119.6.581</td>
<td>120.6.580</td>
</tr>
<tr>
<td>96</td>
<td>96.1.239</td>
<td>100.6.495</td>
<td>101.5.028</td>
<td>102.6.494</td>
<td>103.5.188</td>
<td>104.6.598</td>
<td>105.6.189</td>
<td>106.6.596</td>
<td>107.6.593</td>
<td>108.6.592</td>
<td>109.6.591</td>
<td>110.6.590</td>
<td>111.6.589</td>
<td>112.6.588</td>
<td>113.6.587</td>
<td>114.6.586</td>
<td>115.6.585</td>
<td>116.6.584</td>
<td>117.6.583</td>
<td>118.6.582</td>
<td>119.6.581</td>
<td>120.6.580</td>
</tr>
<tr>
<td>95</td>
<td>95.1.239</td>
<td>100.6.495</td>
<td>101.5.028</td>
<td>102.6.494</td>
<td>103.5.188</td>
<td>104.6.598</td>
<td>105.6.189</td>
<td>106.6.596</td>
<td>107.6.593</td>
<td>108.6.592</td>
<td>109.6.591</td>
<td>110.6.590</td>
<td>111.6.589</td>
<td>112.6.588</td>
<td>113.6.587</td>
<td>114.6.586</td>
<td>115.6.585</td>
<td>116.6.584</td>
<td>117.6.583</td>
<td>118.6.582</td>
<td>119.6.581</td>
<td>120.6.580</td>
</tr>
</tbody>
</table>

**Table 24: Percentage Root Mean Square Error, Mean Deviation and Percentage Error**

**Model I**

- Percentage Root Mean Square Error (RMSE): 1.0.1
- Mean Confidence Interval: 3.0.2

**Model II**

- Percentage Root Mean Square Error (RMSE): 0.8.8
- Mean Confidence Interval: 3.0.6

Mean response coefficient in the CRF model III for sample size 20.
estimator on the % RMSE criterion. On the % QD criterion the ISALS is more efficient than the OLS estimator. However, cost of computation far outweighs the gain in efficiency in iterating the SALS estimators on all criteria. But, the gain in efficiency still leaves the ITWLS and the IHH estimators less efficient than the OLS estimator on the % RMSE criterion. On the % QD criterion, the ITWLS (I=6) is more efficient than the ITWLS (I=4), the IHH (I=2) estimators.

In Set II, there is no gain in efficiency in iterating the TWLS estimator on the % RMSE criterion. It may be seen that the ITWLS (I=2) estimator does badly on the % RMSE criterion while it performs well on the % E criterion. This is due to the large bias in the ITWLS (I=2) estimator. The IHH estimator perform badly in comparison to the HH estimator on all criteria.

In conclusion, iterating the SALS, the TWLS and the HH estimators may improve the efficiency of the estimator, but the gain in efficiency does not affect the ranking relation among alternative estimators. The gain in efficiency in some cases is often marginal, and hence we cannot justify iterating the alternative estimators when the increase in computing cost is taken into consideration.

---

37 We plotted a histogram for the ITWLS (I=2) estimator. The histogram had large numbers of observations in one string while a few observations appeared as outliers.

The results of sampling experiments on alternative iterative estimators of variances in the CMR Models are given in Table 25 to Table 27.


The % RMSE, the % QD and the % E statistics have been computed for each of the three iterations in the proportional CMR Model I and are given in Table 25. Both in

<table>
<thead>
<tr>
<th>Iteration</th>
<th>Estimator</th>
<th>MODEL I - SET I</th>
<th>MODEL I - SET II</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>% RMSE</td>
<td>% QD</td>
</tr>
<tr>
<td>I</td>
<td>SALS</td>
<td>30.5996</td>
<td>21.8376</td>
</tr>
<tr>
<td>II</td>
<td>SALS</td>
<td>29.2217</td>
<td>18.8600</td>
</tr>
<tr>
<td>I</td>
<td>TWLS</td>
<td>30.4855</td>
<td>21.5068</td>
</tr>
<tr>
<td>II</td>
<td>TWLS</td>
<td>29.3468</td>
<td>19.4001</td>
</tr>
<tr>
<td>I</td>
<td>HH</td>
<td>45.5493</td>
<td>31.0804</td>
</tr>
<tr>
<td>II</td>
<td>HH</td>
<td>47.7797</td>
<td>33.8213</td>
</tr>
<tr>
<td>III</td>
<td>HH</td>
<td>47.7797</td>
<td>33.8213</td>
</tr>
</tbody>
</table>
Set I and Set II there is a gain in efficiency in iterating the SALS and the TWLS estimators of variances but there is a loss in efficiency in iterating the HH estimator. In the SALS and the TWLS all possible gain in efficiency is realized at the second iteration. There is a systematic trend for convergence in all of the three estimators. The results in the second and third iterations are identical for each of the ISALS, the ITWLS and the IHH estimators on all criteria.

Table 26. Percentage Negative Estimates in Alternative Estimators of the Variances of Random Coefficients in the CMR Model I for Sample Size 20

<table>
<thead>
<tr>
<th>Iteration</th>
<th>Estimator</th>
<th>MODEL II - SET I</th>
<th>MODEL II - SET II</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Coefficient: ( \sigma^2 = 0.04 )</td>
<td>Coefficient: ( \sigma^2 = 0.03 )</td>
</tr>
<tr>
<td></td>
<td></td>
<td>( % - ve \hat{\sigma}_1^2 )</td>
<td>( % - ve \hat{\sigma}_1^2 )</td>
</tr>
<tr>
<td>1</td>
<td>SALS</td>
<td>3</td>
<td>16</td>
</tr>
<tr>
<td>2</td>
<td>SALS</td>
<td>3</td>
<td>16</td>
</tr>
<tr>
<td>3</td>
<td>SALS</td>
<td>5</td>
<td>18</td>
</tr>
<tr>
<td>4</td>
<td>SALS</td>
<td>3</td>
<td>17</td>
</tr>
<tr>
<td>5</td>
<td>SALS</td>
<td>4</td>
<td>16</td>
</tr>
<tr>
<td>6</td>
<td>SALS</td>
<td>3</td>
<td>16</td>
</tr>
<tr>
<td>1</td>
<td>TWLS</td>
<td>1</td>
<td>17</td>
</tr>
<tr>
<td>2</td>
<td>TWLS</td>
<td>3</td>
<td>17</td>
</tr>
<tr>
<td>3</td>
<td>TWLS</td>
<td>2</td>
<td>17</td>
</tr>
<tr>
<td>4</td>
<td>TWLS</td>
<td>3</td>
<td>16</td>
</tr>
<tr>
<td>5</td>
<td>TWLS</td>
<td>2</td>
<td>18</td>
</tr>
<tr>
<td>6</td>
<td>TWLS</td>
<td>2</td>
<td>16</td>
</tr>
<tr>
<td>1</td>
<td>HH</td>
<td>7</td>
<td>15</td>
</tr>
<tr>
<td>2</td>
<td>HH</td>
<td>10</td>
<td>15</td>
</tr>
<tr>
<td>3</td>
<td>HH</td>
<td>9</td>
<td>15</td>
</tr>
<tr>
<td>4</td>
<td>HH</td>
<td>8</td>
<td>15</td>
</tr>
<tr>
<td>5</td>
<td>HH</td>
<td>10</td>
<td>15</td>
</tr>
<tr>
<td>6</td>
<td>HH</td>
<td>10</td>
<td>15</td>
</tr>
</tbody>
</table>
Efficiency as Measured by the Percentage Negative Estimates of Variances of Random Coefficients in the Bivariate Model II for Sample Size 20.

The results of the sampling experiments are summarized on the iterative estimators of variances in Table 26. There is no gain in efficiency in iterating the SALS, the TWLS and the HH estimators, on the criterion of overall percentage negative estimates of variance.

Thus, on the basis of sampling properties of the ISALS, the ITWLS and the IHH estimators of variances in the CMR Model II, the iterative estimators are not recommended.

Efficiency as Measured by the Percentage Negative Estimates of Variance of Random Coefficients in the Trivariate Model III for Sample Size 20.

The percentage negative estimates of variance ($-\hat{\sigma}_1^2$ or $-\hat{\sigma}_2^2$) are tabulated for the alternative iterative estimators in the Bivariate CMR Model III in Table 27. On the criterion of overall percentage negative estimates of variances, the ITWLS and the IHH estimators in Set I are more efficient at one or more stages of iterations than the TWLS and the HH estimators respectively. Similarly, in Set II, the HH, the TWLS and the SALS estimators do better when iterated. But the decrease in percentage negative estimates of variance in all cases is less than two percent. In many situations, this small gain in efficiency may not be justifiable in terms of increased cost of iterations. It may be noted that in Set I, the overall percentage
Table 27 Percentage Negative Estimates in Alternative Iterative Estimates of the Variances of Random Coefficients in the CMR Model III for Sample Size 20

<table>
<thead>
<tr>
<th>Iteration</th>
<th>Estimator</th>
<th>MODEL III – SET I</th>
<th>MODEL III – SET II</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>% -ve $\hat{\sigma}^2_1$</td>
<td>% -ve $\hat{\sigma}^2_2$</td>
<td>% -ve $\hat{\sigma}^2_1$</td>
</tr>
<tr>
<td>1</td>
<td>SALS</td>
<td>1</td>
<td>26</td>
</tr>
<tr>
<td>2</td>
<td>SALS</td>
<td>3</td>
<td>26</td>
</tr>
<tr>
<td>3</td>
<td>SALS</td>
<td>4</td>
<td>25</td>
</tr>
<tr>
<td>4</td>
<td>SALS</td>
<td>5</td>
<td>25</td>
</tr>
<tr>
<td>5</td>
<td>SALS</td>
<td>5</td>
<td>25</td>
</tr>
<tr>
<td>6</td>
<td>SALS</td>
<td>5</td>
<td>25</td>
</tr>
<tr>
<td>1</td>
<td>TWLS</td>
<td>2</td>
<td>27</td>
</tr>
<tr>
<td>2</td>
<td>TWLS</td>
<td>3</td>
<td>26</td>
</tr>
<tr>
<td>3</td>
<td>TWLS</td>
<td>3</td>
<td>26</td>
</tr>
<tr>
<td>4</td>
<td>TWLS</td>
<td>2</td>
<td>27</td>
</tr>
<tr>
<td>5</td>
<td>TWLS</td>
<td>2</td>
<td>26</td>
</tr>
<tr>
<td>6</td>
<td>TWLS</td>
<td>3</td>
<td>26</td>
</tr>
<tr>
<td>1</td>
<td>HH</td>
<td>7</td>
<td>23</td>
</tr>
<tr>
<td>2</td>
<td>HH</td>
<td>9</td>
<td>20</td>
</tr>
<tr>
<td>3</td>
<td>HH</td>
<td>11</td>
<td>21</td>
</tr>
<tr>
<td>4</td>
<td>HH</td>
<td>10</td>
<td>21</td>
</tr>
<tr>
<td>5</td>
<td>HH</td>
<td>11</td>
<td>21</td>
</tr>
<tr>
<td>6</td>
<td>HH</td>
<td>9</td>
<td>21</td>
</tr>
</tbody>
</table>

negative estimates criterion, the ITWLS (I=5) and the IHH (I=2) estimators have least number of negative estimates among six iterations and yet each rank lower than in the SALS estimator.

In Set II the ISALS (I=4) is more efficient than the ITWLS (I=2) estimator and both estimators are more efficient than the IHH estimator.
V.2.3 Convergence of Alternative Iterative Estimators of Mean Response Coefficients in the CMR Models.

The test of convergence was described in Section V.2. We may choose the value of \( \delta \) equal to 0.0001.\(^{38}\) The results of the convergence test on alternative estimators in the three models for sample size 20 are described below:

Convergence of Alternative Iterative Estimators of the Mean Response Coefficients in the CMR Model I for Sample Size 20.

Alternative iterative estimators in the proportional CMR Model I converge (both in Set I and Set II) at the first iteration in 100 percent cases.\(^{39}\)

Convergence of Alternative Iterative Estimators of the Mean Response Coefficients in the CMR Model II for Sample Size 20.

The convergence test was run at the fifth iteration for alternative iterative estimators in the CMR Model II for sample size 20. Convergence was achieved in 80 to 90 replications out of 100. Percentage convergence in the ITWLS and ISALS estimators was always higher than in the IHH estimator. The ISALS and ITWLS estimators performed equal in terms of percentage convergence.

\(^{38}\)The value of \( \delta = 0.0001 \) seems appropriate for most economic experiments. In sample cases another value of \( \delta \) (i.e. \( \delta = 0.00001 \)) was tried and convergence was achieved in 70 to 80 replications out of 100.

\(^{39}\)This result is true for all values of \( \delta \) up to 7 decimal points.
Convergence of Alternative Iterative Estimators of the Mean Response Coefficients in the CMR Model III for Sample Size 20.

The percentage convergences in the two sets in the CMR Model III are similar to the CMR Model II.

In conclusion, the alternative estimators of mean response coefficients generally converge within five iterations.\footnote{In Tables 23 and 24 the iterations seem to get worse and then get better and then sometimes get worse again. In short there seems to be a cycling process. This cycling process in efficiency arises for the non convergence of 10 to 20 percent cases. A more stringent test for convergence would be to verify
\[ |\hat{b}_j(t + 2) - \hat{b}_j(t + 1)| \leq |\hat{b}_j(t + 1) - \hat{b}_j(t)| \]
for all $t$ after say $t = 5$. This was brought to my notice by Professor T. M. Brown. Unfortunately, we did not apply this test. We therefore caution the reader about the conclusions regarding convergence which hold only within the domain of the test of convergence used for the present study.}
CHAPTER VI

STEPWISE LEAST SQUARES APPROACH TO ESTIMATING PARAMETERS
IN THE REGRESSION MODEL WITH RANDOM COEFFICIENTS
ANALOGOUS TO THE MAXIMUM LIKELIHOOD ESTIMATOR

VI.1. INTRODUCTION

In Chapter III we discussed several methods of estimating regression models with random coefficients. All these methods provide estimates of the variances and the mean response coefficients. However, there is the difficulty common to all the methods that the estimates of variances may sometimes turn out to be negative. Some ad hoc methods of overcoming this shortcoming were also pointed out. For example, it has been suggested that negative estimates be replaced by zeros. Hildreth and Houck (1968) have shown that the restricted estimator will be biased but will have lower mean square error than the corresponding estimator without zero restrictions.2 Alternatively it has been suggested that a programming approach be applied to the

---

1 The idea emerged in the course of discussion with Professor A.L. Nagar on the problem of negative estimates of variances. I am thankful for his guidance in preparation of this Chapter.

2 This procedure was applied in a few sample runs and the estimates of the mean response coefficients were obtained. These estimates were not always meaningful. We did not, however, carry out extensive test of this procedure.
problem using the restriction that $\sigma_j^2 \geq 0$, for all $j$. This approach has the shortcoming that the precision of the estimator cannot be measured. Further, we argued that in seeking more efficient estimators we reduce the probability of getting negative estimate of variance and we discussed a few efficient estimators of variances. However, as has been said earlier, we cannot eliminate the possibility of getting negative estimates through this approach. In the present Chapter we will propose a 'step-wise least squares approach' to the problem, an approach which does in fact produce a guaranteed positive estimate of variances.

VI.2. MAXIMUM LIKELIHOOD ESTIMATORS OF THE MEAN RESPONSE COEFFICIENT AND THE VARIANCE IN THE BI-VARIATE REGRESSION MODEL WITH A RANDOM COEFFICIENT

The bivariate regression model with a random coefficient has some very interesting properties. The model gives a guaranteed positive estimate of the variance by all methods discussed in Chapter III. Further, the problem of non-linearity in the parameters of the normal equations does not arise in this special case.\(^3\)

We may write the bivariate regression model with random coefficients, on the lines of model (II.15) as

---

\(^3\)In this section we have included the discussion on the MLE only because other estimators were found not suitable for the solution to the problem of negative variances as discussed in this Chapter.
\[ y(t) = \beta_1(t) x_1(t) \quad t = 1, 2, \ldots, T \quad \text{(VI.1)} \]

where \( y(t) \) is the \( t \)-th observation on the dependent variable and \( x_1(t) \) is the \( t \)-th observation on the explanatory variable. \( \beta_1(t) \) is a random regression coefficient such that^4

\[ \beta_1(t) = \beta_1 + \varepsilon_1(t) \quad \ldots \quad \text{(VI.2)} \]

where the assumptions (II.7) - (II.9) hold, for \( j = 1 \).

Substituting (VI.2) into (VI.1), we have

\[ y(t) = \bar{\beta}_1 x_1(t) + \eta_1(t) \quad , \quad t = 1, 2, \ldots, T \quad \text{(VI.3)} \]

where

\[ \eta_1(t) = \varepsilon_1(t) x_1(t) \quad , \quad t = 1, 2, \ldots, T \quad \text{(VI.4)} \]

such that

\[ \text{E} \eta_1(t) = 0 \text{ for all } t, \text{ and } \text{Var} \eta_1(t) = \phi_1^2(t) = \sigma_1^2 x_1^2(t), \]

for \( t = 1, 2, \ldots, T \quad \ldots \quad \text{(VI.5)} \)

Under the assumption that the \( \eta_1(t) \)'s are independently distributed with the means and variances given in (VI.5), the joint distribution of \( \eta_1(1), \eta_1(2), \ldots, \eta_1(T) \) is:

\[
\mathcal{L} = \frac{1}{(2\pi)^{T/2} \prod_t \phi_1(t)} e^{-1/2 \sum_{t=1}^{T} \frac{\eta_1^2(t)}{\phi_1^2(t)}} \quad \ldots \quad \text{(VI.6)}
\]

^4 Once, again, we will restrict the discussion to the CMR model only without any loss of generality.
where \( \phi_1(t) = \sqrt[2]{\phi_1^2(t)} \), for \( t = 1, 2, \ldots, T \).

Further, the log likelihood function in the parameters \( \bar{\beta}_1 \) and \( \sigma_1^2 \) can be written as

\[
L(\bar{\beta}_1, \sigma_1^2 \mid y, x_1) = -\frac{T}{2} \log 2\pi - \frac{1}{2} \sum_{t=1}^{T} \log x_1^2(t) \sigma_1^2 \\
- \frac{1}{2} \sum_{t=1}^{T} \frac{[y(t) - \bar{\beta}_1 x_1(t)]^2}{x_1^2(t) \sigma_1^2} \ldots \ldots \text{(VI.7)}
\]

because the Jacobian of the transformation \(|J| = 1\)
or

\[
L = -\frac{T}{2} \log 2\pi - \frac{1}{2} \sum_{t=1}^{T} \log x_1^2(t) - \frac{1}{2} \sum_{t=1}^{T} \log \sigma_1^2 \\
- \frac{1}{2} \sum_{t=1}^{T} \frac{[y(t) - \bar{\beta}_1 x_1(t)]^2}{x_1^2(t) \sigma_1^2} \ldots \text{(VI.8)}
\]

The normal equations for parameter estimator \( \bar{\beta}_1 \) may then be obtained as

\[
\frac{\partial L}{\partial \bar{\beta}_1} = -\frac{1}{2} \sum_{t=1}^{T} \frac{[y(t) - \bar{\beta}_1 x_1(t)] \cdot [2(-x_1(t))] \cdot x_1^2(t) \sigma_1^2}{x_1^2(t) \sigma_1^2} = 0 \ldots \text{(VI.9)}
\]
or

\[
\frac{1}{\sigma_1^2} \sum_{t=1}^{T} \left( \frac{y(t) - \bar{\beta}_1 x_1(t)}{x_1(t)} \right) = 0 \ldots \ldots \text{(VI.10)}
\]
or

\[
\bar{\beta}_1 = \frac{1}{T} \sum_{t=1}^{T} \frac{y(t)}{x_1(t)} \ldots \ldots \ldots \ldots \text{(VI.11)}
\]
because $\sigma_1^2$ is finite by assumption.

It is clear from (VI.11) that $\bar{\beta}_1$ is independent of the estimate of variance for the simple proportional CMR model (VI.1).\(^5\)

Similarly the normal equation for $\bar{\sigma}_1^2$ is given as

$$\frac{\partial L}{\partial \bar{\sigma}_1^2} = \frac{T}{\bar{\sigma}_1^2} - \frac{1}{2} \sum_{t=1}^{T} \frac{[y(t) - \bar{\beta}_1 x_1(t)]^2}{x_1^2(t)} \left( - \frac{1}{\bar{\sigma}_1^4} \right) = 0 \quad \text{(VI.12)}$$

or

$$\frac{1}{2 \bar{\sigma}_1^2} \left( - T + \frac{1}{\bar{\sigma}_1^2} \sum_{t=1}^{T} \frac{[y(t) - \bar{\beta}_1 x_1(t)]^2}{x_1^2(t)} \right) = 0 \quad \ldots \quad \text{(VI.13)}$$

or

$$\bar{\sigma}_1^2 = \frac{1}{T} \sum_{t=1}^{T} \frac{[y(t) - \bar{\beta}_1 x_1(t)]^2}{x_1^2(t)} \quad \ldots \ldots \ldots \quad \text{(VI.14)}$$

because $\sigma_1^2$ is finite by assumption.

\(^5\)In fact the estimator (VI.11) is also the Aitken estimator of $\bar{\beta}_1$ for the model (VI.3). This can be seen easily from the fact that the variances of the disturbances $\eta_1(t)$'s as given in (VI.5) are proportional to $x_1^2(t)$'s. Thus the Aitken estimator of $\bar{\beta}_1$ can be obtained by deflating the model (VI.3) by $x_1(t)$'s and then applying the OLS, i.e.

$$y(t)/x_1(t) = \bar{\beta}_1 + \eta_1^* \quad , \quad t = 1, 2, \ldots, T$$

where $\eta_1^*(t) = \eta_1(t) / x_1(t)$.

It is clear that the OLS estimator of $\bar{\beta}_1$ in above is (VI.11) because $E \eta_1^*(t) = 0$ for all $t$ and $\text{Var} \eta_1^*(t) = \sigma_1^2$ for all $t$. Now the estimator is independent of value of $\sigma_1^2$. Furthermore, the HH, the TWLS and the SWLS estimators of $\bar{\beta}_1$ are identical with (VI.11).
It is clear from (VI.11) and (VI.14) that explicit solution of the normal equations for the simple bivariate model (VI.3) is obtainable and the problem of non-linearity in parameters, as in the multivariate case, does not arise. Further, the estimator (VI.14) of variance is guaranteed to be positive. It is this interesting feature that we will exploit to define an estimator with desirable properties.

VI.3. STEP-WISE LEAST SQUARES ESTIMATOR

The step-wise least squares technique is well known.\(^6\) We will discuss below some aspects of this technique which are relevant for our purpose. Consider a simple model

\[ y = x_1 \beta_1 + x_2 \beta_2 + u, \ldots \ldots \ldots \] (VI.15)

where

\[
\begin{bmatrix}
  y(1) \\
  \vdots \\
  y(T) \\
\end{bmatrix}, \quad
\begin{bmatrix}
  x_1(1) \\
  \vdots \\
  x_1(T) \\
\end{bmatrix}, \quad
\begin{bmatrix}
  x_2(1) \\
  \vdots \\
  x_2(T) \\
\end{bmatrix}
\] (VI.16)

\(\beta_1\) and \(\beta_2\) are scalars. Further

\[ u = \begin{bmatrix} u(1) \\ \vdots \\ u(T) \end{bmatrix}, \ldots \ldots \ldots \ldots \ldots \] (VI.17)

\(^6\)Goldberger (1961).
such that

$$Eu = 0 \ldots \ldots \ldots \ldots \ldots \ (VI.18)$$

and

$$Euu' = \sigma^2 I_{TxT} \ldots \ldots \ldots \ldots \ldots \ (VI.19)$$

In the first step of the stepwise least squares procedure we regress $y$ on $x_1$

$$y = \beta_1 x_1 + u_1 \ldots \ldots \ldots \ldots \ldots \ (VI.20)$$

It follows that

$$u_1 = x_2 \beta_2 + u \text{ and } Eu_1 = x_2 \beta_2 \neq 0 \ldots \ldots \ldots \ldots \ldots \ (VI.21)$$

and therefore, the OLS estimator applied to (VI.20) will yield an estimator

$$\hat{\beta}_1 = (x_1'x_1)^{-1} x_1 y \ldots \ldots \ldots \ldots \ldots \ (VI.22)$$

of $\beta_1$, which is biased and inconsistent.

The next step requires that we regress the OLS residuals,

$$y^o = y - x_1 \hat{\beta}_1 \ldots \ldots \ldots \ldots \ldots \ (VI.23)$$

on $x_2$

$$y^o = x_2 \beta_2 + \eta_2 \ldots \ldots \ldots \ldots \ldots \ (VI.24)$$

where $\eta_2$ is the disturbance term defined in (VI.26) below.

Since the true model is given in (VI.15), subtracting $x_1 \hat{\beta}_1$ from both sides of (VI.15), we get

$$y - x_1 \hat{\beta}_1 = x_2 \hat{\beta}_2 + (x_1 \beta_1 + u - x_1 \hat{\beta}_1) \ldots \ldots \ldots \ldots \ldots \ (VI.25)$$
Therefore,

\[ \eta_2 = x_1 (\beta_1 - \hat{\beta}_1) + u \quad \ldots \ldots \quad (VI.26) \]

The OLS estimator of \( \beta_2 \) in (VI.24) is given as

\[ \hat{\beta}_2 = (x_2' x_2)^{-1} x_2' y^o \quad \ldots \ldots \quad (VI.27) \]

It is easy to see that the estimator \( \hat{\beta}_2 \) is biased and inconsistent (as \( \hat{\beta}_1 \) is biased and inconsistent) because

\[ E(\eta_2) \neq 0 \quad \ldots \ldots \quad (VI.28) \]

Further, since

\[ E_y^o = E(y - x_1 \hat{\beta}_1) \quad \ldots \ldots \ldots \ldots \quad (VI.29) \]

(because (VI.23) holds)

\[ = E(y) - x_1 E(\hat{\beta}_1) \]

\[ = x_1 \beta_1 + x_2 \beta_2 - x_1 (x_1' x_1)^{-1} x_1' (x_1 \beta_1 + x_2 \beta_2) \]

(because (VI.22) and (VI.15) hold)

\[ = x_2 \beta_2 - x_1 (x_1' x_1)^{-1} x_1' x_2 \beta_2 \]

\[ = [x_2 - x_1 (x_1' x_1)^{-1} x_1' x_2] \beta_2 \]

or

\[ E_y^o = x_2 \circ \beta_2 \quad \ldots \ldots \ldots \ldots \quad (VI.30) \]

where

\[ x_2 \circ = x_2 - x_1 \hat{p} \quad \ldots \ldots \quad (VI.31) \]

and \( \hat{p} \) is the OLS estimator of the auxiliary regression coefficient in \( x_2 = Px_1 + \text{disturbance} \), i.e.
\[ \hat{P} = (x_1'x_1)^{-1} x_1'x_2 \]  \hspace{1cm} \text{(VI.32)}

It follows from (VI.30) that in order to obtain a consistent estimator of \( \beta_2 \) we should regress \( y^0 \) on \( x_2^o \) (rather than \( y^0 \) on \( x_2 \) as in (VI.24)) because the disturbance term in the regression

\[ y^0 = x_2^o \beta_2 + \text{disturbance}, \]  \hspace{1cm} \text{(VI.33)}

will have zero expected value. The vector \( x_2^o \) may be interpreted as the vector of the observations on the explanatory variable \( x_2 \), after it has been corrected for relationship between the two explanatory variables.

The OLS estimator of \( \beta_2 \) in (VI.33) is given as

\[ \hat{\beta}_2^o = (x_2^o'x_2^o)^{-1} x_2^o'y^0 \]  \hspace{1cm} \text{(VI.34)}

The estimator \( \hat{\beta}_2^o \) is unbiased and consistent, for

\[ E \hat{\beta}_2^o = (x_2^o'x_2^o)^{-1} x_2^o'E y^o \]  \hspace{1cm} \text{(VI.35)}

\[ \text{because } x_2^o \text{ is non stochastic} \]

It follows from (VI.30) then,

\[ E \hat{\beta}_2^o = (x_2^o'x_2^o)^{-1} x_2^o'x_2^o \beta_2 \]

\[ = \beta_2 \]

i.e. \( \hat{\beta}_2^o \) is an unbiased estimator of \( \beta_2 \). Further

\[ \lim_{T \to \infty} \hat{\beta}_2^o = \lim_{T \to \infty} [(x_2^o'x_2^o)^{-1} (x_2^o'y^o)] \]  \hspace{1cm} \text{(VI.37)}
\[
\begin{align*}
\lim_{T \to \infty} \left[ \left( \frac{1}{T} x_2^o' x_2^o \right)^{-1} \left( \frac{1}{T} x_2^o' y^o \right) \right] \\
= \lim_{T \to \infty} \left[ \left( \frac{1}{T} x_2^o' x_2^o \right)^{-1} \right] \lim_{T \to \infty} \left[ \frac{1}{T} x_2^o' y^o \right]
\end{align*}
\]

Let \(\lim_{T \to \infty} \left( \frac{1}{T} x_2^o' x_2^o \right)^{-1} = \sum_{2}^{-1} \) be bounded, then it follows that \(\lim_{T \to \infty} \hat{\beta}_2^o = \beta_2\)

because

\[
\begin{align*}
\lim_{T \to \infty} \left( \frac{1}{T} x_2^o' y^o \right) &= \lim_{T \to \infty} \frac{1}{T} x_2^o' E y^o \\
&= \lim_{T \to \infty} \frac{1}{T} x_2^o' \left( x_2^o \beta_2 \right) \\
&= \lim_{T \to \infty} \left( \frac{1}{T} x_2^o' x_2^o \right) \beta_2
\end{align*}
\]

Now, since \(\lim_{T \to \infty} \left( \frac{1}{T} x_2^o' x_2^o \right)^{-1} = \sum_{2}^{-1} \) by assumption, it follows then that

\[
\lim_{T \to \infty} \left( \frac{1}{T} x_2^o' y^o \right) = \lim_{T \to \infty} \left( \frac{1}{T} x_2^o' x_2^o \right) \beta_2
\]

\[
= \sum_{2} \beta_2^o.
\]

Thus, from (VI.37) and (VI.38), we have \(\lim_{T \to \infty} \hat{\beta}_2^o = \beta_2\)

i.e. estimator \(\hat{\beta}_2^o\) is consistent.

Further since,

\[
E \hat{\beta}_1 = (x_1^o x_1^o)^{-1} x_1^o' E y \\
= (x_1^o x_1^o)^{-1} x_1^o' [x_1 \beta_1 + x_2 \beta_2]
\]

\(\ldots \ldots \ldots \ldots \) (VI.40)
\[ \hat{\beta}_1 + (x_1'x_1)^{-1} x_1'x_2 \beta_2 \]
\[ = \hat{\beta}_1 + \hat{p} \beta_2 \quad \text{[\('.\)' (VI.32) holds]}, \]
we may obtain an unbiased and consistent estimator \( \hat{\beta}_1^0 \) for \( \beta_1 \) as
\[ \hat{\beta}_1^0 = \hat{\beta}_1 - \hat{p} \hat{\beta}_2^0 \quad \ldots \ldots \ldots \ldots \quad \text{(VI.41)} \]
where \( \hat{\beta}_1 \), \( \hat{p} \) and \( \hat{\beta}_2^0 \) are defined in (VI.22), (VI.32) and (VI.34) respectively.\(^7\)

VI.4. STEP-WISE ESTIMATOR OF THE MEANS AND VARIANCES IN THE REGRESSION MODEL WITH RANDOM COEFFICIENTS ANALOGOUS TO THE MAXIMUM LIKELIHOOD ESTIMATOR

In this section we shall investigate the possibility of applying the maximum likelihood procedure in step-wise fashion to a linear regression model with random coefficients.

Consider a simple regression model with random coefficients
\[ y(t) = \beta_1(t) x_1(t) + \beta_2(t) x_2(t) \quad , \ t = 1, 2, \ldots, T \quad \text{(VI.42)} \]
such that
\[ \beta_j(t) = \bar{\beta}_j + \varepsilon_j(t) \quad , \ t = 1, 2, \ldots, T; \ j = 1, 2 \quad \text{(VI.43)} \]
\[ E(\beta_j(t)) = \bar{\beta}_j \quad , \text{for all } t; \ j = 1, 2, \quad \text{(VI.44)} \]

\(^7\)Goldberger (1964) has shown that \( \hat{\beta}_1^0 \) and \( \hat{\beta}_2^0 \) are in fact the true OLS estimators of \( \beta_1 \) and \( \beta_2 \) in combined (True) model (VI.15).
\[ \text{Var} \beta_j(t) = \sigma_j^2, \quad j = 1, 2, \ldots \quad \ldots \quad \text{(VI.45)} \]
\[ E (\beta_j(t) - \bar{\beta}_j) (\beta_j(t') - \bar{\beta}_j') = 0 \quad \ldots \quad \text{(VI.46)} \]
\[ \text{if } j \neq j' \text{ or } t \neq t' \]

Substituting (VI.43) into (VI.42), we have

\[ y(t) = \bar{\beta}_1 x_1(t) + \bar{\beta}_2 x_2(t) + \eta(t), \quad t = 1, 2, \ldots, T \quad \text{(VI.47)} \]

where

\[ \eta(t) = \varepsilon_1(t) x_1(t) + \varepsilon_2(t) x_2(t), \quad t = 1, 2, \ldots, T \quad \text{(VI.48)} \]

such that

\[ E\eta(t) = 0 \quad \text{for all } t \quad \ldots \quad \text{(VI.49)} \]

and

\[ \text{Var} (\eta(t)) = \phi^2(t) = x_1^2(t) \sigma_1^2 + x_2^2(t) \sigma_2^2, \ldots \quad \text{(VI.50)} \]

Now suppose, in the first step of the step-wise procedure, we regress \( y(t) \) on \( x_1(t) \) as

\[ y(t) = \bar{\beta}_1 x_1(t) + \eta_1(t), \quad t = 1, 2, \ldots, T \quad \ldots \quad \text{(VI.51)} \]

where

\[ \eta_1(t) = \bar{\beta}_2 x_2(t) + \eta(t), \quad t = 1, 2, \ldots, T \quad \ldots \quad \text{(VI.52)} \]

because (VI.42) is the true model. It follows that \( E \eta_1(t) \neq 0 \). However, analogous to the MLE (VI.11) and (VI.14) we may define estimator for \( \bar{\beta}_1 \) and \( \sigma_1^2 \) as

\[ \bar{\beta}_1 = \frac{1}{T} \sum_{t=1}^{T} \frac{y(t)}{x_1(t)} \quad \ldots \quad \text{(VI.53)} \]
\[ \sigma_1^2 = \frac{1}{T} \sum_{t=1}^{T} \frac{(y(t) - \bar{\beta}_1 x_1(t))^2}{x_1^2(t)} \quad \ldots \quad \text{(VI.54)} \]
It is easy to establish that $\tilde{\beta}_1$ and $\tilde{\sigma}_1^2$ defined in (VI.53) and (VI.54) are biased and inconsistent estimators of $\beta_1$ and $\sigma_1^2$ respectively because of the specification bias in regression (VI.51). In particular, the bias of $\tilde{\beta}_1$ is given by

$$E \tilde{\beta}_1 = \frac{1}{T} \sum_{t=1}^{T} \frac{E y(t)}{x_1(t)}$$

$$= \frac{1}{T} \sum_{t=1}^{T} \frac{\tilde{\beta}_1 x_1(t) + \tilde{\beta}_2 x_2(t)}{x_1(t)}$$

$$= \beta_1 + \beta_2 \frac{1}{T} \sum_{t=1}^{T} \frac{x_2(t)}{x_1(t)}$$

The second step in the step-wise approach is to regress the residuals from the regression of $y$ on $x_1$, i.e.

$$y^0(t) = y(t) - \tilde{\beta}_1 x_1(t), \ t = 1, 2, \ldots, T, \quad (VI.56)$$
on $x_2$

$$y^0(t) = \tilde{\beta}_2 x_2(t) + \eta_2(t) \quad \ldots \ldots \ldots \ldots \quad (VI.57)$$

where

$$\eta_2(t) = (\beta_1 - \tilde{\beta}_1) x_1(t) + \eta(t) \quad \ldots \ldots \ldots \ldots \quad (VI.58)$$

(on the lines of (VI.25) and (VI.26).)

Again, we may define estimators of $\tilde{\beta}_2$ and $\sigma_2^2$ analogous to the MLE estimators (VI.11) and (VI.14)

$$\tilde{\beta}_2 = \frac{1}{T} \sum_{t=1}^{T} \frac{y^0(t)}{x_2(t)} \quad \ldots \ldots \ldots \ldots \quad (VI.59)$$
\[
\hat{\sigma}_2^2 = \frac{1}{T} \sum_{t=1}^{T} \frac{[y^O(t) - \bar{\beta}_2 x_2(t)]^2}{x_2(t)} \quad \ldots \ldots \text{(VI.60)}
\]

It is clear from (VI.58) that

\[
E \eta_2(t) = E(\bar{\beta}_1 - \bar{\beta}_1) x_1(t) + E \eta(t) \ldots \ldots \ldots \ldots \text{(VI.61)}
\]

\[
= - \left( \bar{\beta}_2 \frac{1}{T} \sum_{t=1}^{T} \frac{x_2(t)}{x_1(t)} \right) x_1(t) \neq 0, t = 1, 2, \ldots, T,
\]

because (VI.49) and (VI.55) hold. Therefore, the estimators \( \hat{\beta}_2 \) and \( \hat{\sigma}_2^2 \) defined in (VI.59) and (VI.60) are biased and inconsistent.

In particular, the bias of \( \hat{\beta}_2 \) is given by

\[
E \hat{\beta}_2 = \frac{1}{T} \sum_{t=1}^{T} \frac{E[y^O(t)]}{x_2(t)} \ldots \ldots \ldots \ldots \text{(VI.62)}
\]

\[
= \frac{1}{T} \sum_{t=1}^{T} \frac{E[y(t) - \bar{\beta}_1 x_1(t)]}{x_2(t)}
\]

\[
= \frac{1}{T} \sum_{t=1}^{T} \frac{E[y(t)] - E[\bar{\beta}_1 x_1(t)]}{x_2(t)}
\]

\[
= \frac{1}{T} \sum_{t=1}^{T} \left( \bar{\beta}_1 x_1(t) + \bar{\beta}_2 x_2(t) \right) - \left( \bar{\beta}_1 + \bar{\beta}_2 \frac{1}{T} \sum_{t=1}^{T} \frac{x_2(t)}{x_1(t)} \right) x_1(t)
\]

\[\text{('.' (VI.55) holds)}\]
\[
\bar{\beta}_2 - \bar{\beta}_2 \left( \frac{1}{T} \sum_{t=1}^{T} \frac{x_1(t)}{x_2(t)} \right) \left( \frac{1}{T} \sum_{t=1}^{T} \frac{x_2(t)}{x_1(t)} \right) 
\]

It follows from (VI.61) that the regression relation (VI.57) has specification bias which may be corrected as

\[
y^o(t) = \bar{\beta}_2 \left[ x_2(t) - \left( \frac{1}{T} \sum_{t=1}^{T} \frac{x_2(t)}{x_1(t)} \right) x_1(t) \right] + \left[ \eta_2(t) + \frac{1}{T} \sum_{t=1}^{T} \frac{x_2(t)}{x_1(t)} x_1(t) \right]
\]

\[
= \bar{\beta}_2 \left[ x_2(t) - x_1(t) \frac{1}{T} \sum_{t=1}^{T} \frac{x_2(t)}{x_1(t)} \right] + \left[ \eta_2(t) + \bar{\beta}_2 x_1(t) \frac{1}{T} \sum_{t=1}^{T} \frac{x_2(t)}{x_1(t)} \right]
\]

or

\[
y^o(t) = \bar{\beta}_2 x_2^o(t) + \eta_2^o(t), \quad t = 1, 2, \ldots, T \quad (VI.64)
\]

where

\[
x_2^o(t) = x_2(t) - x_1(t) \frac{1}{T} \sum_{t=1}^{T} \frac{x_2(t)}{x_1(t)} , \quad t = 1, 2, \ldots, T \quad (VI.65)
\]

and

\[
\eta_2^o(t) = \eta_2(t) + \bar{\beta}_2 x_1(t) \frac{1}{T} \sum_{t=1}^{T} \frac{x_2(t)}{x_1(t)} , \quad t = 1, 2, \ldots, T .
\]

\[
\ldots \quad (VI.66)
\]
It follows from (VI.61) that

\[ E \eta_2^o(t) = 0 \quad \text{for all } t \quad \ldots \quad (VI.67) \]

Thus if we define the estimator \( \tilde{\beta}_2^o \) in regression relation (VI.64) analogous to (VI.53) as

\[ \tilde{\beta}_2^o = \frac{1}{T} \sum_{t=1}^{T} \frac{y_0(t)}{x_2^o(t)} \quad \ldots \quad (VI.68) \]

then \( \tilde{\beta}_2 \) will be unbiased and consistent because the disturbances \( \eta_2^o(t) \)'s have expected value zero. Viz.

\[ E \tilde{\beta}_2^o = \frac{1}{T} \sum_{t=1}^{T} \frac{E y_0(t)}{x_2^o(t)} \quad \ldots \quad (VI.69) \]

\[ = \frac{1}{T} \sum_{t=1}^{T} \frac{E[y(t) - \tilde{\beta}_1 x_1(t)]}{x_2^o(t)} \]

\[ = \frac{1}{T} \sum_{t=1}^{T} \frac{\tilde{\beta}_1 x_1(t) + \tilde{\beta}_2 x_2(t) - \left( \tilde{\beta}_1 + \frac{1}{T} \tilde{\beta}_2 \sum_{t=1}^{T} \frac{x_2(t)}{x_1(t)} \right) x_1(t)}{x_2^o(t)} \]

\[ = \frac{1}{T} \sum_{t=1}^{T} \frac{\tilde{\beta}_2 \left( x_2(t) - x_1(t) \frac{1}{T} \sum_{t=1}^{T} \frac{x_2(t)}{x_1(t)} \right)}{x_2^o(t)} \]

\[ = \frac{1}{T} \sum_{t=1}^{T} \frac{\tilde{\beta}_2 x_2^o(t)}{x_2^o(t)} \]

\[ = \tilde{\beta}_2 \]

Similarly, it can be shown that \( \tilde{\beta}_2^o \) is consistent.
In (VI.65) $x_2^O(t)$ is defined as

$$x_2^O(t) = x_2(t) - x_1(t) \bar{P} \ldots \ldots \ (VI.70)$$

where

$$\bar{P} = \frac{1}{T} \sum_{t=1}^{T} \frac{x_2(t)}{x_1(t)} \ldots \ldots \ (VI.71)$$

i.e. $\bar{P}$ is the maximum likelihood estimator of the mean response $\bar{P}$ of the random coefficient $p(t)$ analogous to the MLE estimator (VI.11) in the auxilliary regression.

$$x_2(t) = p(t) x_1(t) \ , \ t = 1, 2, \ldots, T \ (VI.72)$$

where

$$p(t) = \bar{P} + \xi(t) \ldots \ldots \ (VI.73)$$

such that

$$E \xi(t) = 0 \ , \ \text{for all } t \ ; \ \text{Var} \ \xi(t) = \sigma^2 \xi \ \text{and} \ (VI.74)$$

$$\text{Cov} (\xi(t) , \xi(t')) = 0 , \text{if } t \neq t'$$

In other words $x_2^O(t)$ is the corrected $x_2(t)$ after adjusting for the regression relationship between two explanatory variables with random coefficient defined in (VI.72).

We may, then, define the estimator $\tilde{\sigma}_2^O$ for the model (VI.64) analogous to (VI.14) as

$$\tilde{\sigma}_2^O = \frac{1}{T} \sum_{t=1}^{T} \frac{[y^O(t) - \bar{P}^O x_2^O(t)]^2}{x_2^2(t)} \ldots \ldots \ (VI.75)$$

In order to show that the estimator $\tilde{\sigma}_2^O$ is consis-
tent, we must prove that

\[ \lim_{T \to \infty} \tilde{\sigma}_2^2 = \sigma_2^2 \quad \text{...} \quad (VI.76) \]

Taking the probability limit of \( \tilde{\sigma}_2^2 \) in (VI.75) we have

\[ \lim_{T \to \infty} \tilde{\sigma}_2^2 = \lim_{T \to \infty} \frac{1}{T} \sum_{t=1}^{T} \frac{[y^o(t) - x_2^o(t) \tilde{\beta}_2^o]^2}{x_2^o(t)} \quad \text{...} \quad (VI.77) \]

\[ = \lim_{T \to \infty} \frac{1}{T} \sum_{t=1}^{T} \frac{[y^o(t) - x_2^o(t) \tilde{\beta}_2^o]^2}{x_2^o(t)} \]

because

\[ \lim_{T \to \infty} \tilde{\beta}_2^o = \tilde{\beta}_2 \]

Furthermore,

\[ \lim_{T \to \infty} \tilde{\sigma}_2^2 = \lim_{T \to \infty} \frac{1}{T} \sum_{t=1}^{T} \frac{E[y^o(t) - x_2^o(t) \tilde{\beta}_2^o]^2}{x_2^o(t)} \quad \text{...} \quad (VI.78) \]

\[ = \lim_{T \to \infty} \frac{1}{T} \sum_{t=1}^{T} \frac{\text{Var} \, y^o(t)}{x_2^o(t)} \]

But

\[ y^o(t) = y(t) - \frac{1}{T} x_1(t) \sum_{t=1}^{T} \frac{y(t)}{x_1(t)} \quad \text{...} \quad (VI.79) \]

[""" (VI.56) holds]

\[ = [x_1(t) \tilde{\beta}_1 + x_2(t) \tilde{\beta}_2 + \eta(t)] - \frac{1}{T} x_1(t) \]

\[ = \sum_{t=1}^{T} \frac{[x_1(t) \tilde{\beta}_1 + x_2(t) \tilde{\beta}_2 + \eta(t)]}{x_1(t)} \]
\[ = x_1(t) \bar{\beta}_1 + x_2(t) \bar{\beta}_2 + \eta(t) - x_1(t) \bar{\beta}_1 \]

\[ - \frac{1}{T} \bar{\beta}_2 x_1(t) \sum_{t=1}^{T} \frac{x_2(t)}{x_1(t)} - \frac{1}{T} x_1(t) \sum_{t=1}^{T} \frac{\eta(t)}{x_1(t)} \]

\[ = \left[ x_2(t) - x_1(t) \frac{1}{T} \sum_{t=1}^{T} \frac{x_2(t)}{x_1(t)} \right] \bar{\beta}_2 \]

\[ + \left[ \eta(t) - x_1(t) \frac{1}{T} \sum_{t=1}^{T} \frac{\eta(t)}{x_1(t)} \right] \]

\[ = x_2^O(t) \bar{\beta}_2 + \left[ \eta(t) - x_1(t) \frac{1}{T} \sum_{t=1}^{T} \frac{\eta(t)}{x_1(t)} \right] \]

Therefore

\[ \text{Var } y^O(t) = \text{Var } (x_2^O(t) \bar{\beta}_2) + \text{Var } \left[ \eta(t) - x_1(t) \frac{1}{T} \sum_{t=1}^{T} \frac{\eta(t)}{x_1(t)} \right] \]

\[ + 2 \text{ Cov } \left[ x_2^O(t) \bar{\beta}_2, \eta(t) - x_1(t) \frac{1}{T} \sum_{t=1}^{T} \frac{\eta(t)}{x_1(t)} \right] \]

\[ \cdots \cdots \text{(VI.80)} \]

or

\[ \text{Var } y^O(t) = \text{Var } \left[ \eta(t) - x_1(t) \frac{1}{T} \sum_{t=1}^{T} \frac{\eta(t)}{x_1(t)} \right] \cdots \cdots \text{(VI.81)} \]
because \( \text{Var } x_2^O(t) \bar{x}_2 = 0 \) and

\[
\text{Cov} \left( x_2^O(t) \bar{x}_2, \eta(t) - x_1(t) \frac{1}{T} \sum_{t=1}^{T} \frac{\eta(t)}{x_1(t)} \right) = 0
\]

Further, (VI.81) can be written as

\[
\text{Var } y^O(t) = \text{Var} \left[ \eta(t) - x_1(t) \left( \frac{1}{T} \sum_{t=1}^{T} \frac{\eta(t)}{x_1(t)} + \ldots + \frac{\eta(t)}{x_1(t)} \right) \right.
\]

\[
+ \frac{\eta(T)}{x_1(T)} \right] \tag{VI.82}
\]

\[
= \text{Var} \left[ - x_1(t) \frac{1}{T} \sum_{t=1}^{T} \frac{1}{x_1(t)} + \ldots + \left( x_1(t) \frac{1}{T} \sum_{t=1}^{T} \frac{1}{x_1(t)} - 1 \right) \eta(t) - x_1(t) \frac{1}{T} \frac{\eta(T)}{x_1(T)} \right]
\]

\[
= \left[ x_1^2(t) \frac{1}{T} \sum_{t=1}^{T} \frac{\phi^2(t)}{x_1^2(t)} + \ldots + (x_1(t) \frac{1}{T} \sum_{t=1}^{T} \frac{1}{x_1(t)} - 1)^2 \right. 
\]

\[
\phi^2(t) + \ldots + x_1^2(t) \frac{1}{T} \sum_{t=1}^{T} \frac{\phi^2(t)}{x_1^2(t)} \right]
\]

because \( \text{Cov} [\eta(t), \eta(t')] = 0, \) if \( t \neq t' \)

and \( \text{Var } \eta(t) = \phi^2(t), \) \( t = 1, 2, \ldots, T. \)

Rearranging the terms in (VI.82), we get

\[
\text{Var } y^O(t) = x_1^2(t) \frac{1}{T} \sum_{t=1}^{T} \frac{\phi^2(t)}{x_1^2(t)} + \left( \frac{T-2}{T} \right) \phi^2(t) \tag{VI.83}
\]

Substituting the value of \( \text{Var } [y^O(t)] \) in (VI.78), we get
\[
\lim_{T \to \infty} \sigma_2^2 = \lim_{T \to \infty} \frac{1}{T} \sum_{t=1}^{T} \frac{x_1^2(t)}{x_{20}(t)} \left( \frac{1}{T} \sum_{t=1}^{T} \frac{\phi_2(t)}{x_1^2(t)} + \frac{(T - 2)}{T} \frac{\phi_2(t)}{x_{20}(t)} \right)
\]

\[
= \lim_{T \to \infty} \frac{1}{T} \left( \frac{1}{T} \sum_{t=1}^{T} \frac{\phi_2(t)}{x_1^2(t)} \frac{x_1^2(t)}{x_{20}(t)} \right)
\]

\[
+ \left( \frac{T - 2}{T} \right) \frac{T}{T} \frac{\phi_2(t)}{x_{20}(t)}
\]

\[
= \lim_{T \to \infty} \frac{1}{T} \left( \frac{1}{T} \sum_{t=1}^{T} \frac{\phi_2(t)}{x_1^2(t)} \frac{x_1^2(t)}{x_{20}(t)} \right)
\]

\[
+ \lim_{T \to \infty} \frac{1}{T} \sum_{t=1}^{T} \frac{\phi_2(t)}{x_{20}(t)}
\]

\[
- \lim_{T \to \infty} \frac{2}{T} \frac{1}{T} \sum_{t=1}^{T} \frac{\phi_2(t)}{x_{20}(t)}
\]

\[
= \lim_{T \to \infty} \frac{1}{T} \sum_{t=1}^{T} \frac{\phi_2(t)}{x_{20}(t)}
\] (because other terms approach zero limit)

\[
= \lim_{T \to \infty} \frac{1}{T} \sum_{t=1}^{T} \frac{x_1^2(t)}{x_{20}(t)} \frac{\sigma_1^2}{\sigma_2^2} + \frac{x_2^2(t)}{x_{20}(t)} \frac{\sigma_2^2}{\sigma_2^2}
\]

Therefore,

\[
\lim_{T \to \infty} \sigma_2^2 = \sigma_1^2 \lim_{T \to \infty} \frac{1}{T} \sum_{t=1}^{T} \frac{x_1^2(t)}{x_{20}(t)} + \sigma_2^2 \lim_{T \to \infty} \frac{1}{T} \sum_{t=1}^{T} \frac{x_2^2(t)}{x_{20}(t)}
\]

\[
\left( \frac{1}{T} \sum_{t=1}^{T} \frac{x_2^2(t)}{x_{20}(t)} \right) \neq \sigma_2^2
\]
i.e. $\hat{\sigma}_2^2$ is inconsistent estimator for $\sigma_2^2$.

The result in (VI.84) suggests that if we define an estimator $\hat{\sigma}_2^2$ as

$$\hat{\sigma}_2^2 = \frac{1}{T} \sum_{t=1}^{T} \frac{(y^o(t) - \bar{y}_2^o \cdot x_2^o(t))^2}{s_2 \cdot \sum_{t=1}^{T} \frac{x_2^2(t)}{x_2(t)}}$$

(VI.86)

where $s_1^2$ is a consistent estimator for $\sigma_1^2$ obtained by the HH method.

It is easy to show that $\hat{\sigma}_2^2$ will be consistent.

$$\text{Plim}_{T \to \infty} \hat{\sigma}_2^2 = \text{Plim}_{T \to \infty} \frac{1}{T} \sum_{t=1}^{T} \frac{(y^o(t) - \bar{y}_2^o \cdot x_2^o(t))^2}{x_2^2(t)}$$

$$- \text{Plim}_{T \to \infty} s_1^2 \cdot \sum_{t=1}^{T} \frac{x_1^2(t)}{x_2^2(t)}$$

(VI.87)

because $\text{Plim}_{T \to \infty} \bar{y}_2^o = \bar{y}_2$

or

$$\text{Plim}_{T \to \infty} \hat{\sigma}_2^2 = \text{Imt}_{T \to \infty} \frac{1}{T} \sum_{t=1}^{T} \frac{\text{Var}[y^o(t)]}{x_2^2(t)} - \sigma_1^2 \cdot \sum_{t=1}^{T} \frac{x_1^2(t)}{x_2^2(t)}$$

(VI.88)

---

*If the $s_1^2$ obtained by the HH method is negative we could reverse the process by choosing a positive estimate of, say, $\sigma_2^2$.***
Substituting the value of var \( y^o(t) \) from (VI.83) (VI.88)

we have,

\[
\lim_{T \to \infty} \sigma_2^2 = \lim_{T \to \infty} \frac{1}{T} \sum_{t=1}^{T} \left\{ \frac{x_1^2(t)}{T^2} \sum_{t=1}^{T} \frac{\phi^2(t)}{x_1^2(t)} + \frac{T - 2}{T} \phi^2(t) \right\} \tag{VI.89}
\]

- \( \sigma_1^2 \lim_{T \to \infty} \frac{1}{T} \sum_{t=1}^{T} \frac{x_1^2(t)}{x_2^2(t)} \)

\[
= \lim_{T \to \infty} \frac{1}{T} \left[ \frac{1}{T} \sum_{t=1}^{T} \frac{\phi^2(t)}{x_1^2(t)} \right] \left[ \frac{1}{T} \sum_{t=1}^{T} \frac{x_1^2(t)}{x_2^2(t)} \right] + \lim_{T \to \infty} \frac{1}{T} \left[ \frac{2}{T} \sum_{t=1}^{T} \frac{\phi^2(t)}{x_2^2(t)} \right]
\]

- \( \sigma_1^2 \lim_{T \to \infty} \frac{1}{T} \sum_{t=1}^{T} \frac{x_1^2(t)}{x_2^2(t)} \)

\[
= \lim_{T \to \infty} \frac{1}{T} \sum_{t=1}^{T} \frac{\phi^2(t)}{x_2^2(t)} - \sigma_1^2 \lim_{T \to \infty} \frac{1}{T} \sum_{t=1}^{T} \frac{x_1^2(t)}{x_2^2(t)}
\]

Substituting the value of \( \phi^2(t) \), and rearranging, we have

\[
\lim_{T \to \infty} \sigma_2^2 = \sigma_2^2 + \sigma_1^2 \lim_{T \to \infty} \frac{1}{T} \sum_{t=1}^{T} \frac{x_1^2(t)}{x_2^2(t)} \tag{VI.90}
\]

- \( \sigma_1^2 \lim_{T \to \infty} \frac{1}{T} \sum_{t=1}^{T} \frac{x_1^2(t)}{x_2^2(t)} \)

\[
= \sigma_2^2
\]
i.e. \( \hat{\sigma}^2 \) is a consistent estimator.\(^9\)

This estimator cannot be called the maximum likelihood estimator but it has two desirable properties:

(a) the estimate of variance is hopefully positive and
(b) the estimator is consistent.

This is hopefully an improvement over the methods discussed in Chapter III.\(^10\) However, a detailed comparative study in this direction is required.

Having obtained consistent positive estimates of
\( \sigma_j^2, j = 1, 2, \ldots \), we may estimate, \( \hat{\phi}^2(t) = \hat{s}_1^2 x_1^2(t) + \hat{\sigma}_2^2(t) \) and \( \hat{\phi} \). This may be used to estimate the mean response vector as
\[
\hat{\beta} = (\hat{\phi}^{-1} x)^{-1} \cdot \hat{\phi}^{-1} y, \quad \ldots \ldots \quad (VI.91)
\]
where

\[
y = \begin{bmatrix} y(1) \\ \vdots \\ y(T) \end{bmatrix}, \quad \hat{\beta} = \begin{bmatrix} \hat{\beta}_1 \\ \vdots \\ \hat{\beta}_2 \end{bmatrix}, \quad x = [x_1 : x_2] = \begin{bmatrix} x_1(1) & x_2(1) \\ \vdots & \vdots \\ x_1(T) & x_2(T) \end{bmatrix} \quad (VI.92)
\]

\(^9\)The analysis in this chapter can also be taken as an analysis of the specification error (of omitting a relevant variable) in the regression model with random coefficients.

\(^{10}\)It cannot be ruled out that estimator (VI.87) may be negative sometimes (though in couple of tests we did not find it to be so). However, we have not worked out the conditions under which the estimator (VI.87) will yield guaranteed positive estimates. These conditions need to be spelled out.
\[ \hat{\phi} = \begin{bmatrix} x_1^2(1) s_1^2 + x_2^2(1) \hat{\sigma}_2^2 & \cdots & 0 \\ \vdots & \ddots & \vdots \\ 0 & \cdots & x_1^2(T) s_1^2 + x_2^2(T) \hat{\sigma}_2^2 \end{bmatrix} \]  

(VI.93)
CHAPTER VII
SUMMARY AND EPILOGUE

In this thesis we discussed several aspects of the specification and the estimation in the linear regression models with random coefficients. In the course of development of the thesis we made several theoretical and empirical contributions, which are as follows:

1) We proposed an extension in the specification of the linear regression model random coefficient wherein we let the mean response be functionally related to the excluded and/or included variables. For example, the marginal propensity to consume may be interpreted as function of included variable like income or of excluded variable like rate of interest, ratio of non-human to human wealth like rate of interest as proposed by Friedman (1957). This idea is being explored further separately.

2) A new estimator and an extension of Theil's Weighted Least Squares (TWLS) estimator were proposed theoretically. The new estimator is called the Stepwise Aitken's Weighted Least Squares estimator (SALS). This work was jointly done with Professor A. L. Nagar.

3) A theoretical proof of the unbiasedness was developed for the Hildreth and Houch (HH) Estimator of the mean response coefficients. Similar proofs could be constructed
for the SALS and the TWLS estimators of the mean response coefficients.

4) The formula for the standard error of the conditional forecast was developed for the alternative estimators of the random coefficients regression models. Further, we used the forecasting efficiency as a criterion in choosing among alternative estimators in the sampling study.

5) The formula for the coefficient of multiple correlation (R) was developed for the alternative estimators of the random coefficients regression models. Further, we used the mean and the median values of R as a criterion in choosing among alternative estimators in the sampling study.

6) The problem of negative estimates of variances was discussed geometrically along with some ad-hoc solutions proposed in the literature. We proposed a Stepwise Least Squares approach to the estimation of the means and variances of the random coefficients regression model analogous to the Maximum Likelihood estimator. This approach enables us to obtain estimates of the variances, which are consistent and positive. Hopefully this is an improvement over other methods. Here we have developed only the theory.

7) The finite sample properties of four estimators of the mean response coefficients and three estimators of the variances of random coefficients were studied using the Monte Carlo technique. The study extends to three models (one of which has the property that it guarantees to give positive
estimates of variance i.e. Model I - a simple proportional constant Mean Response Model) for the sample sizes 10, 20 and 50 (only for Model III-Set I). In the Monte Carlo study we studied the performances of estimators both in terms of parametric and nonparametric statistics and the analysis has been carried out for more than one point in the parameter space.

The results of the sampling experimentation are:

**Estimation of the Mean Response Coefficients**

(i) All estimators of the mean response coefficients are emperically unbiased on the t-test at .05 level of significance but for one exception - the Ordinary Least Squares (OLS) estimator for sample size 10 in Models II and III is biased.

(ii) In the Model I with guaranteed positive estimates of variance the SALS estimator of mean response coefficient is the best choice.

(iii) In the models, II and III, which have the problem of negative estimates of variances, there are several conclusions.

(iii)a. For sample size 10 the OLS estimator of the mean response is the best choice.

(iii)b. For sample size 20 the SALS estimator is the best choice when parameters values are 'small' and the TWLS estimator is the best choice when parameter values are 'large'.
iii. For sample size 50 the OLS estimator of the mean response coefficients is once again the best choice (even though it does worse marginally than the SALS and the TWLS estimators of the mean response coefficients in terms of the efficiency of estimation and forecasting precision).

In proclaiming an estimator the 'best choice' we have taken into consideration the performance of the estimator for its estimation efficiency (bias combined with dispersion - root mean square error), forecasting precision, mean/median value of coefficient of multiple correlation, the bias of the standard errors of the estimates derived from asymptotic formulas and cost of the computation. Since there is no definite way to assign weights for each criterion our conclusions may appear subjective to some readers. Further, the conclusions are generally based on the parametric statistics. In some instances these results were different from the results of the non-parametric statistics. We decided however to suppress the conclusions on the non-parametric statistics in order to avoid the burden on the reader of a variety of conclusions. The interested reader may refer to Chapter V for the results of the sampling experiments on the non-parametric statistics. The results on biases of standard errors of estimates derived from the asymptotic formulas may also be read in the text.
Estimation of the Variances of the Random Coefficients

(i) All estimators of the variances of the random coefficients are empirically unbiased (conclusion based on the CMR Model I only as similar analysis on other model was not practical).

(ii) The SALS and the TWLS estimators of the variances of the random coefficients (with one exception) are more efficient than the HH estimator of variances in all models and all sample sizes. The efficiency for the CMR Model II and III have been measured in terms of the proportion of negative estimate of variances (see Fig. III.1).

8) The efficiency and convergence properties for three iterative estimators were investigated for sample size 20 using the Monte Carlo technique. The convergence of the mean response co-efficient was studied at the third iteration for the proportional CMR Model I, while for the CMR Models II and III convergence was studied at the fifth iteration. The results of samplings experiments are as follows:

Efficiency of the Iterative estimators of the Mean Response Coefficients

(i) In the CMR Model I there is no gain in iterating any of the HH, the TWLS and the SALS estimators of the mean response coefficients as can be expected theoretically.

(ii) In the CMR Models II and III iterating the SALS, the HH and the TWLS estimators does increase efficiency in several
instances but the gain is often marginal and hence we cannot justify iterating the estimators when increase in computing cost is taken into consideration. Sometimes there is loss in iterating the HH and the TWLS estimators.

**Efficiency of the Iterative Estimators of the Variances of the Random Coefficients**

(i) In the CMR Model I there is a definite gain in iterating the SALS and the TWLS estimators of variances. The gain is realised at the second stage of iterations. Further, there is loss in iterating the HH estimator of variance.

(ii) In the CMR Models II there is no gain in iterating the SALS, the TWLS and the HH estimators of variances of random coefficients. In Model III there is slight gain but cost consideration may outweigh this slight gain.

**Convergence of the Mean Response Coefficients**

(i) In the proportional CMR Model I with guaranteed positive estimates of variances, the convergence is achieved in 100 percent cases. In the CMR Models II and III wherein we have the problem of negative estimates of variances convergence is achieved in 80 to 90 percent cases within the domain of the convergence test applied by us (see footnote 40 Chapter V).

As is well known, the Monte Carlo results are only suggestive and not conclusive. We therefore caution the reader of the limitations of our conclusion. Further, we have presented the results as they were obtained, often not knowing why they occurred. With full theoretical explanation, there would, of course, be no need of the sampling experiments.
We conclude this chapter with a few suggestions for further research. In the text and in the footnotes at several places we pointed out the need for further research. We may again mention here a few areas requiring attention. There is a great deal of theoretical analyses required to be done in the estimation of random coefficient regression model. It is our hope that our work will stimulate research in this direction. Besides, we did not undertake the sampling study on the Maximum Likelihood Estimator, and the new estimator proposed by us in Chapter VI. Both of these need to be studied with the empirical tools. In addition several inconsistent but positive estimators of variances can be defined (refer discussion on Chapter VI) using stepwise regression technique whose properties need be studied for small samples. Further, there is need to study the properties of alternative estimators when the disturbances are not normal and may for example, follow a Cauchy or a lognormal distribution.

Another area which may prove interesting is to study estimation problems on dynamic equations, where, for example, theory suggests the lagged dependent variable in the regression as a causal variable.
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APPENDIX 1

THE COVARIANCE MATRIX OF THE DISTURBANCES IN THE REGRESSION (III.34).

In (III.45) we showed that

\[ E(\xi \xi') = E(\hat{\eta} \hat{\eta}') - E(\hat{\eta}) E(\hat{\eta}') \] .....

(Al.1)

where

\[ E\hat{\eta} = \hat{M}\hat{\xi}\hat{\xi}' \] .....

(Al.2)

as shown in (III.31) and thus to evaluate the covariance matrix of \( \xi \), we must evaluate \( E(\hat{\eta} \hat{\eta}') \)

From (III.29) we have

\[
\hat{\eta}_{T \times 1} = \begin{bmatrix}
\hat{\eta}_2(1) \\
\vdots \\
\hat{\eta}_2(T)
\end{bmatrix} = \begin{bmatrix}
\frac{T}{\sum_{t=1}^T m_{lt} \eta(t)}^2 \\
\vdots \\
\frac{T}{\sum_{t=1}^T m_{tt} \eta(t)}^2
\end{bmatrix} \] .....

(Al.3)

which may be written as

\[
\hat{\eta}_{T \times 1} = \begin{bmatrix}
\frac{T}{\sum_{t,t' = 1}^T m_{lt} m_{lt'} \eta(t) \eta(t')} \\
\vdots \\
\frac{T}{\sum_{t,t' = 1}^T m_{tt} m_{tt'} \eta(t) \eta(t')}
\end{bmatrix} \] .....

(Al.4)

where \( m_{tt'} \) is the element in the \( t \)-th row and \( t' \)-th column of the matrix \( M \) of order \( T \times T \) defined in (III.24) and \( \eta(t) \) is
the t-th element of η defined in (III.1).

The element in the k-th row and k'-th column (k, k' = 1, 2 ..., T) of Êη̂ may then be written as

\[ E\left( \sum_{t,t' = 1}^{T} m_{kt}^{m_{k't'}} \eta(t) w(t') \right) \left( \sum_{t'',t''' = 1}^{T} m_{k't''}^{m_{k't''}} \eta(t'') \eta(t''') \right) \]

\[ = \sum_{t,t',t'',t'''} m_{kt}^{m_{k't'}} m_{k't''}^{m_{k't''}} E[\eta(t) \eta(t') \eta(t'') \eta(t''')] \]

In order to evaluate the mathematical expectation in (Al.5) we may assume that η(t)'s are independently, normally distributed with means and variances defined in (III.2) - (III.4). This assumption simplifies the results drastically.

The terms in the summation in (Al.5) will be non zero only if either t,t',t'',t''' are pairwise equal or t=t'=t''=t'''.

In a typical former case the value of the summation is equal to

\[ \left( \sum_{t,t' = 1}^{T} m_{kt}^{2} m_{k't'}^{2} \phi^{2}(t) \phi^{2}(t') \right) - \sum_{t = 1}^{T} m_{kt}^{2} m_{k't}^{2} \phi^{4}(t) \ldots \] (Al.6)

In the latter case, however, the value of the summation is equal to

\[ 3 \sum_{t} m_{kt}^{2} m_{k't}^{2} \phi^{4}(t) \ldots \ldots \ldots \ldots \ldots \] (Al.7)

If we combine and rearrange the terms such as (Al.6) and (Al.7) we may write the element in k-th row and k'-th
column of $\hat{\hat{\xi}^t}$ as

$$\left[ \sum_{t=1}^{T} m_{k_t}^2 \phi^2(t) \right] \left[ \sum_{t'=1}^{T} m_{k_{t'}}^2 \phi^2(t') \right] + 2 \left[ \sum_{t=1}^{T} m_{k_t} m_{k_{t'}} \phi^2(t) \right]^2$$

Therefore,

$$\hat{\hat{\xi}^t} = E(\hat{\eta}) E(\hat{\eta})' + 2\hat{\psi}$$

where $E(\hat{\eta})$ is defined in (III.30) and $\hat{\psi}$ is the matrix of squared elements of TXT matrix.

$$\psi = M\Phi M', \ldots$$

$\Phi$ is the covariance matrix of disturbances $\eta$'s defined in (III.3).

It follows from (Al.1) and (Al.9) that

$$E\xi^t = 2\hat{\psi} \ldots$$
APPENDIX 2

A REPRESENTATIVE HISTOGRAM OF THE ESTIMATES OF $\sigma_1^2$ SHOWING THE POSSIBILITY OF NEGATIVE ESTIMATES (MODEL II-SET I; ESTIMATOR: TWLS, SAMPLE SIZE (10))

[Diagram showing a histogram with frequency distribution for various intervals of $\sigma_1^2$.]