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Abstract

In recent years, the popularization of
large language model (LLM) applications
such as ChatGPT has made it easy for
anyone to access new knowledge and
solve problems. However, these LLM
applications come with precaution; of-
ten, the LLMs powering these applica-
tions can provide misleading or entirely
incorrect answers referred to as hallucina-
tions. Hallucinations can occur for many
reasons, one of which is due to short-
comings in the dataset used to train the
LLM. In combatance to such events, re-
searchers have devised a new method of
response generation known as Retrieval-
Augmented Generation (RAG). However,
inadequate response quality emerges in the
system when handling complex multi-hop
queries, which require retrieving and rea-
soning over multiple pieces of supporting
evidence. In this paper, we will imple-
ment and benchmark a novel RAG system
called MultiHop-RAG designed to han-
dle multi-hop queries specifically. We
will provide an instructive procedure for
building the MultiHop-RAG system and
demonstrate its utility by deriving bench-
marks and comparing them against exist-
ing RAG systems.

1 Introduction

Large language model (LLM) applications have
become popularized due to their extensive knowl-
edge of various topics and specialized problem-
solving abilities. However, LLMs have a reputa-
tion for providing erroneous or illogical answers,
referred to as hallucinations. Many factors cause
hallucinations, including insufficient information

within the dataset used to train the LLM. In par-
ticular, insufficient information potentially refers
to outdated or missing data, resulting in outdated
or irrelevant responses to user queries. For in-
stance, if our query were, “Who is the current pres-
ident of the United States?” an outdated response
would be “Donald Trump;” similarly, an irrelevant
response due to missing data might return “The
sixteenth president of the United States was Abra-
ham Lincoln.” Thus, researchers have introduced
Retrieval-Augmented Generation (RAG) to miti-
gate hallucinations due to insufficient LLM pre-
trained datasets.

1.1 Retrieval Augmented Generation (RAG)

Ongoing developments in large language mod-
els (LLM) and natural language processing (NLP)
have given rise to innovations such as ChatGPT.
One innovation that has garnered significant at-
tention in the artificial intelligence community
is Retrieval-Augmented Generation (RAG). In its
current state, even the most sophisticated Large
language models have been known to provide en-
tirely incorrect or irrelevant answers labelled by
the community as hallucinations, plaguing their
credibility. Retrieval-Augmented Generation uti-
lizes an external knowledge base to optimize and
reinforce the output of large language models
(Borgeaud et al., 2022), mitigating the occurrence
of hallucinations and thus restoring the credibility
of responses (Gao et al., 2023). More accurately,
RAG systems utilize semantic similarity matching
between user queries and knowledge base to de-
rive relevant responses; however, semantic simi-
larity matching pales in comparison to analyzing
the underlying concepts within the external knowl-
edge base, a process used to answer multi-hop
queries.



1.2 Multi-Hop Query

Retrieval-Augmented Generation systems are
benchmarked by their response quality; however,
until recently, benchmarks only evaluated simple
queries where responses can be generated using
a singular piece of evidence. These benchmarks
must be revised in the face of multifaceted queries,
often requiring numerous pieces of evidence to de-
rive a response (Tang & Yang, 2024, p. 1). In re-
cent months, researchers have delved into bench-
marking the retrieval and reasoning capability of
LLMs for complex multifaceted queries, referred
to as multi-hop queries. A multi-hop query is de-
fined as a query which necessitates the retrieval
and ratiocination over various pieces of support-
ing evidence to derive an answer which yields
more optimal results in comparison to conven-
tional similarity search methods like cosine simi-
larity between query and chunk embeddings (Tang
& Yang, 2024, p. 3). The various pieces of ev-
idence, rn, retrieved as part of response deriva-
tion form a retrieval set, Rq, for a query, q, rep-
resented as Rq = {r1, r2, ..., rk}. For instance,
the multi-hop query, “Which G7 country has the
lowest inflation rate as of 2024?” requires retriev-
ing pieces of supporting evidence related to infla-
tion rates of each of the G7 countries, then deriv-
ing a response by comparing and reasoning over
the retrieved pieces of supporting evidence. Fur-
thermore, a multi-hop query can be categorized
as either inference, comparison, temporal, or null
(Tang & Yang, 2024, p. 3); categorizing multi-
hop queries allows for a more efficient method of
benchmarking a MultiHop-RAG implementation.

Inference query: For query q, an answer is de-
rived through reasoning from evidence in the re-
trieval set Rq. For example, an inference query
might be: “Which company has spent billions to
maintain its default search engine status on vari-
ous platforms?”

Comparison query: For query q, an answer is
derived by comparing evidence in the retrieval set
Rq. For instance, a comparison query might ask:
“Did Instagram or TikTok report a higher daily ac-
tive user count for 2023?”

Temporal query: For query q, an answer is
derived through analysis of time-related elements
from evidence in the retrieval set Rq. An example
of a temporal query would be: “Was Dave Grohl a
drummer for the band Nirvana before he became a
singer for the Foo Fighters?”

Null query: For query q, an answer cannot be
derived from the retrieval set Rq. Null queries
are used to assess hallucination issues in the
MultiHop-RAG system. For example, assuming
company XYZ does not exist, a null query might
ask: “When was the company XYZ founded?”

Figure 1: Multi-Hop Query Design (Tang & Yang,
2024, p. 1)

2 A Conceptual Breakdown:
MultiHop-RAG

The MultiHop-RAG system, in many ways, dif-
fers from conventional RAG systems; one of these
ways is in how the RAG dataset is formatted. We
begin by examining external documents the user
provides, extracting factual statements from each
document. For example, a factual statement ex-
tracted from a document could be: “On June 29th,
2007, the entire world beheld the release of Ap-
ple’s now decade-old and revolutionary product,
the iPhone.” Next, we prompt our large language
model to generate a claim for each factual state-
ment extracted from the documents. A claim is
a statement or assertion expressing a belief, opin-
ion, or fact, void of any ambiguous references to
any person, place, or thing; each claim should
have a topic and target, which act as bridges for
connecting similar claims (Tang & Yang, 2024, p.
4). For instance, a claim regarding the aforemen-
tioned factual statement might look like this: “Ap-
ple first released the iPhone on June 29th, 2007,
over a decade ago,” where “Release of the iPhone”
is the claim topic and “Apple” is the claim target.
Afterwards, we follow a similar process, gener-
ating bridge targets for the query inputted by the
user. Then, we search our dataset for claims simi-
lar to the query to form a retrieval set.



Evidence A plunge in global markets combined with rising Japanese interest rates and
crumbling tech stocks has created Japan’s worst market crash since 1987.

Claim The Japanese stock market experiences its worst crash since 1987.

Bridge-Topic Japanese Stock Market

Bridge-Target Market Crash

Table 1: An example of a claim with its bridge-target and bridge-topic. Evidence source: (Cooban et al.,
2024)

3 Implementing the MultiHop-RAG

Researchers at the Hong Kong University of Sci-
ence and Technology have leveraged the concept
of MultiHop queries to implement a dataset of
LLM-generated query, evidence and answer tuples
to analyze an LLM’s ability to ratiocinate over
a retrieval set of evidence (Tang & Yang, 2024,
p. 4). Our research intends to use the concepts
used for designing queries instead to implement
into an advanced Multihop-RAG system which
can answer any user query, including non-multi-
hop queries, using multi-hop retrieval and reason-
ing.
Step 1: Dataset Collection. The MultiHop-RAG
system is designed to work with any text-based
external documents. For our testing, we will uti-
lize a corpus dataset1 compiled by researchers at
the Hong Kong University of Science and Tech-
nology (Tang & Yang, 2024); the corpus consists
of news articles published from September 26th,
2023, to December 26th, 2023. Each news article
has a max token length of 1,024 and is paired with
its respective metadata: title, publish date, author,
category, URL, and news source.
Step 2: Evidence Extraction. With a trained
HuggingFace fact-or-opinion binary classifier
model2, we extract factual sentences from each
news article to be later processed into evidence to
populate the MultiHop-RAG dataset. News arti-
cles analogous in evidence with other news articles
are retained within the MultiHop-RAG dataset to
reinforce query responses because the evidence
used to derive these responses is drawn from nu-
merous sources.
Step 3: Claim, Bridge-Target, Bridge-Topic
Generation. Our MultiHop-RAG system intends
to have Mixtral-8x7B-Instruct (Jiang et al., 2024)
compile a retrieval set using the evidence extracted

1https://huggingface.co/datasets/yixuantt/MultiHopRAG
2https://huggingface.co/lighteternal/fact-or-opinion-

xlmr-el

from the previous step. However, the format of
the extracted evidence needs to be revised for re-
sponse generation due to inconsistencies in lin-
guistic structure. To circumvent these inconsisten-
cies, researchers have introduced the concept of a
“claim”: paraphrased evidence void of ambiguous
pronouns or entities (Tang & Yang, 2024, pp. 2-
4). We prompt Mixtral-8x7B-Instruct (Jiang et al.,
2024) to convert each piece of extracted evidence
into a claim and verify the consistency between
the evidence and claim using the UniEval (Zhong
et al., 2022) framework to ensure a precise conver-
sion.
Bridge-Target and Bridge-Topic: Each claim
is generated alongside a target and topic found
within the evidence. For example, if our claim is
“The Japanese stock market experiences its worst
crash since 1987,” the target would be “Japanese
Stock Market,” and the topic would be “market
crash.” Identifying a target and topic from each
claim allows the MultiHop-RAG system to link
claims together and append them to the retrieval
set for query answering; thus, we refer to them
as bridge-target and bridge-topic as they bridge
claims together (Tang & Yang, 2024, p. 4). We
prompt Mixtral-8x7B-Instruct (Jiang et al., 2024)
to identify a bridge-target and bridge-topic for
each claim.
Step 4: Prompt-Based Retrieval Set Genera-
tion. This step follows a similar process to the
previous step: from the user prompt, 2-4 bridge-
targets are extracted and used to retrieve n (where
n ≤ 8 ) claims and each of their relevant details
(bridge-targets and bridge-topics). We prompt
Mixtral-8x7B-Instruct (Jiang et al., 2024) to re-
generate 1-2 bridge targets for each claim to avoid
excluding secondary targets, which may be in-
fluential in linking claims. For instance, if our
claim was “Apple introduces Apple Intelligence,
a step towards challenging Nvidia’s artificial in-
telligence platform,” a bridge target might ini-



tially be “Apple,” excluding “Nvidia,” through this
more refined step, both targets are included with
the claim. Altogether, a maximum number of 20
bridge targets are generated (4 query and 16 claim
bridge targets); we then perform a cosine simi-
larity search on the MultiHop-RAG dataset to re-
trieve a claim for each bridge target (a maximum
number of 20 claims) to append to out retrieval set.

4 Benchmarks

In general, RAG-related tasks can be categorized
as either retrieval-related or generation-related.
Tasks focusing on retrieving relevant evidence
from the RAG knowledge base are retrieval-
related, while tasks focusing on response gener-
ation given the retrieved evidence are generation-
related (Tang & Yang, 2024, p. 6). Our bench-
marks will showcase the generation-related per-
formance of a conventional RAG system along-
side our implementation of the MultiHop-RAG
system; both fed the same text corpus mentioned
earlier in the paper.

For our experiment, we utilize the query and
answer pair generated from the MultiHop dataset
created by researchers from the Hong Kong Uni-
versity of Science and Technology (Tang & Yang,
2024). We set each answer as the ground truth for
its respective query. To create our embeddings,
we use the sentence embedding model, all-mpnet-
base-v23, from HuggingFace without the assis-
tance of a re-ranking model. When determining
if a generated answer matches a ground truth an-
swer, we prompt the respective LLM to output true
if matching and false otherwise; these results are
compiled to form an accuracy score of the model,
from 0% to 100%.

Query Type Count F1 Score

Inference 816 0.89

Comparison 856 0.76

Temporal 300 0.77

Null 583 0.73

Total 2555 0.79

Table 2: Query type count and F1 score.

Experiment Setup: For each query, we retrieve
the top-8 chunks to derive a response and include

3https://huggingface.co/sentence-transformers/all-mpnet-
base-v2

all four types of queries (inference, comparison,
temporal, and null) in our testing (refer to table
2). We leverage the existing accuracy scores of
the most robust LLMs, including GPT-4 (Ope-
nAI, 2023), GPT-3.5, Claude-2 (Anthropic, 2023),
Llama-2-70b-chat-hf (Touvron et al., 2023), and
Google-PaLM (Google, 2023) published by re-
searchers at the Hong Kong University of Science
and Technology (Tang & Yang, 2024, p. 7); these
accuracy scores are based on the MultiHop-RAG
implementation used in their paper, which we will
refer to as the “standard” implementation (a tradi-
tional RAG with MultiHop dataset). In Addition,
we score the accuracy of Llama-3.1-8B-Instruct
(Meta, 2024) and Mixtral-8x7B-Instruct (Jiang et
al., 2024) based on our MultiHop-RAG implemen-
tation, which we will refer to as the “advanced”
(adv) implementation.

Models Accuracy
St

an
da

rd

GPT-4 0.56
ChatGPT 0.44

Llama-2-70b-chat-hf 0.28

Mixtral-8x7B-Instruct 0.32
Claude-2.1 0.52

Google-PaLM 0.47

A
dv

. Llama-3.1-8B-Instruct 0.66
Mixtral-8x7B-Instruct 0.37

Table 3: Generation Accuracy of LLMs, Standard
vs Advanced. Standard Accuracy Source: (Tang
& Yang, 2024, p. 7)

Experiment Results: Table 3 displays the re-
sponse accuracy of the LLMs used. Most notably,
Llama-3.1-8B-Instruct (Meta, 2024) vastly outper-
forms GPT-4 (OpenAI, 2023) in terms of accuracy
by a margin of 10%, which is accredited mainly to
the difference in implantation; the advanced im-
plementation returns a greater top-accuracy score
of 66% compared to the top-accuracy score of
56% for the standard implementation. This de-
duction is further validated when comparing the
accuracy scores of Mixtral-8x7B-Instruct (Jiang
et al., 2024) used in both implementations; the
advanced implementation, scoring 37%, outper-
forms the standard implementation, scoring 32%,
by 5%. To make sure our system is robust in
selecting the relevant chunks using the knowl-
edge graph alone, we omit the use of any re-rank



model/algorithm. Our triumphant results were ex-
pected as the advanced implementation focuses on
the semantic meaning of the inputted data and tai-
lors its vector store to the query, thus pulling much
more relevant information.

Figure 2: Llama-3.1-8B-Instruct generation accu-
racy for different query types.

Figure 2 shows the detailed results of all four
query types for Llama-3.1-8B-Instruct (Meta,
2024). The model displays a consistently robust
performance across all query types, with accuracy
scores hovering in the 60% to 80% range. Further-
more, table 2 displays the F1 score of the model
for classifying all four query types, hovering be-
tween the 70% to 90% range with an overall F1
score of 79%, ensuring the model can soundly
identify correct performance for the correct class
of query. These findings further verify the supe-
riority of our advanced implementation over the
standard implementation, which displays strong
performance for null queries only (Tang & Yang,
2024). Although consistent, there is still room for
improvement with the advanced implementation,
especially temporal query responses, being accu-
rate only 58% of the time in our testing.

5 Conclusion

In this paper, we build upon the research of the
novel MultiHop-RAG system, suited for generat-
ing quality responses to multi-hop queries, which
require the retrieval and reasoning over multi-
ple pieces of supporting evidence and are fre-
quently encountered in real-world scenarios (Tang
& Yang, 2024, p. 1). Our research details the im-
plementation approach, consisting of evidence ex-
traction, claim generation, prompt handling, and
retrieval set, followed by its respective bench-

marks. We aim to provide a more instructive ap-
proach to implementing the MultiHop-Rag sys-
tem so that artificial intelligence communities can
leverage our findings to advance the effectiveness
of RAG systems.

Limitations

Our implementation of the MultiHop-RAG sys-
tem contains numerous limitations that could be
ameliorated in future research. Unlike a conven-
tional RAG system, MultiHop-RAG requires ex-
tensive preprocessing time to form its evidence
database.t For each chunk of evidence, the se-
lected LLM must generate a claim and its bridge-
target and bridge-topic, followed by verifying the
consistency between evidence and claim using an-
other LLM. Future work could consider homog-
enizing this two-step process for a more stream-
lined preprocessing procedure. Additionally, the
MultiHop-RAG system is limited to deriving its
evidence database from the documents provided
by the user, potentially compromising the RAG
database with outdated or incorrect information,
which contradicts our research goal of mitigating
insufficient information within a RAG database.
Future work could consider integrating a web
search component into the MultiHop-RAG sys-
tem, similar to a Corrective-RAG system, ensur-
ing the MultiHop-RAG database is constantly fed
accurate data.
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