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1 Introduction

We reconsider the efficiency bound for the semi-parametric Mixed Proportional Hazard (MPH) model with parametric baseline hazard and regression function. This bound was first derived by Hahn (1994). One of his results is that if the baseline hazard is Weibull, the efficiency bound is singular, even if the model is semi-parametrically identified1. This implies that neither the Weibull parameter nor the regression coefficients can be estimated at the $\sqrt{N}$ rate2 (Van der Vaart (1998), Theorem 25.32).

Hahn’s result has had an impact on the use of MPH models in empirical research. The singularity of the efficiency bound seems to confirm the results of simulation studies, see e.g. Baker and Melino (2000), that suggest that it is difficult to estimate both the baseline hazard and the distribution of the random effects (or unobserved heterogeneity) with a sufficient degree of accuracy with the sample sizes that one encounters in practice. Indeed Honoré’s (1990) estimator for the parameters of a semi-parametric Weibull MPH model converges at a rate that is (much) slower than $\sqrt{N}$. Altogether these results seem to imply that although the
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MPH model is semi- and even non-parametrically identified, the estimation of the parameters in a semi-parametric MPH model requires a larger dataset than usual.

In this note we show that this impression is false. In particular, we show that the efficiency bound is singular if and only if the parametric model of the (integrated) baseline hazard is closed under the power transformation. The Weibull baseline hazard is the most prominent member of this class of models. All models that are closed under the power transformation have a baseline hazard that is either 0 or $\infty$ in 0. The restriction that the baseline hazard in 0 is bounded away from 0 and $\infty$ rules out that the baseline hazard model is closed under the power transformation and this implies that the efficiency bound is nonsingular with this restriction.

We also show that the MPH model is semi-parametrically identified if we restrict the baseline hazard in 0 to be bounded away from 0 and $\infty$. Hence, there are (at least) two restrictions that are sufficient for semi-parametric identification: (i) the restriction that the mean of the unobserved random effect is finite (Elbers and Ridder (1982)$^3$), and (ii) the restriction that the baseline hazard in 0 is bounded from 0 and infinity. The first restriction does not preclude that the efficiency bound is singular, the second restriction does. Hence, estimators that impose the second restriction can be $\sqrt{N}$ consistent. Indeed, the rank estimator that has been proposed by Bijwaard and Ridder (2001) and the quantile censoring estimator of Ridder and Woutersen (2001) both are $\sqrt{N}$ consistent for the baseline hazard and regression parameters in the semiparametric MPH model with parametric baseline hazard and regression function. The finite mean assumption is not sufficient to obtain $\sqrt{N}$ consistent estimators in the semi-parametric MPH model. In particular, Ishwaran (1996) has shown that the rate of convergence approaches $\sqrt{N}$ if all moments of the distribution of the unobserved random effect are finite.

The plan of the paper is as follows. In section 2 we give the semi-parametric MPH model and its efficiency bound as obtained by Hahn (1994). We also give an example that shows that if we change the Weibull baseline hazard slightly so that it is bounded from 0 and $\infty$ in 0, then the information bound becomes nonsingular. Section 3 contains the main result and
section 4 concludes.

2 The Semi-parametric MPH Model: Identification and Efficiency Bound

2.1 The semi-parametric MPH model

We consider the semi-parametric MPH model for the conditional distribution of $T$ given a vector of nonconstant covariates $X$

\begin{equation}
\theta(t \mid X, \gamma) = \lambda(t, \alpha) e^{\beta'X} e^U
\end{equation}

with parametric baseline hazard $\lambda(t, \alpha)$ and regression function $e^{\beta'X}$ and $(\alpha, \beta)$ in a parameter space that is the product of a parameter space for $\alpha$, $A$, and a parameter space for $\beta$, $B$, both of which assumed to be open subsets of the Euclidean space. The following assumptions are sufficient for the efficiency bound as derived by Hahn (see Hahn (1994), p. 610)

(A1) $\lambda(t, \alpha)$ and $\Lambda(t, \alpha)$ are assumed to be continuously differentiable with respect to $\alpha$ on $A$.

(A2) $E(X'X) < \infty$ and there exist non-negative functions $\zeta_i(T, X), i = 1, 2, 3$ such that

\begin{align*}
\left| \frac{\partial \ln \lambda(T, \alpha)}{\partial \alpha} \right| & \leq \zeta_1(T) \\
\left| e^{\beta'X} \frac{\partial \ln \Lambda(T, \alpha)}{\partial \alpha} \right| & \leq \zeta_2(T, X) \\
\left| X e^{\beta'X} \Lambda(T, \alpha) \right| & \leq \zeta_3(T, X)
\end{align*}

with $E(\zeta_1(T)^2) < \infty$, $E(e^{2U} \zeta_i(T, X)^2) < \infty, i = 2, 3$.

The unobserved covariates are captured by the random effect $U$. Note that our notation deviates somewhat from that used by Hahn (1994): the parameter vector is $\gamma$ and the baseline hazard is $\lambda$ (and the integrated baseline hazard $\Lambda$). We also take the regression function to be loglinear in $X^4$.

If we define the unconditional integrated baseline hazard at the population values of the parameters as

\begin{equation}
S = \Lambda(T, \alpha_0) e^{\beta_0'X}
\end{equation}
then it is not difficult to show that

\begin{equation}
S \overset{d}{=} \frac{W}{e^{U}}
\end{equation}

with \(W\) a standard exponential random variable that is independent of \(U\) and \(\overset{d}{=}\) means that the random variables on both sides have the same distribution.

### 2.2 Semi-parametric identification

Elbers and Ridder (1982) have shown that this MPH model is semi-parametrically identified if the following assumptions hold.

(B1) \(\Lambda(t_0, \alpha_0) = 1\) for some \(t_0 > 0\), \(\Lambda(\infty, \alpha_0) = \infty\) with \(\Lambda(t, \alpha_0) = \int_0^t \lambda(s, \alpha_0) ds\).

(B2) \(U\) and \(X\) are independent and \(\text{E}(e^{U}) < \infty\).

(B3) There are \(x_1, x_2\) in the support of \(X\) with \(\beta_0 x_1 \neq \beta_0 x_2\).

(B4) If \(\lambda(t, \alpha_0) = \lambda(t, \tilde{\alpha}_0)\) for all \(t > 0\), then \(\alpha_0 = \tilde{\alpha}_0\), and if \(\beta_0 x = \tilde{\beta}_0 x\) for all \(x\) in the support of \(X\), then \(\beta_0 = \tilde{\beta}_0\).

Because we can multiply the baseline hazard by a positive constant and subtract the log of that constant from \(U\) without changing the model (the mean of \(U\) is arbitrary), the first part of assumption (B1) is a normalization. For the same reason, there is no constant in \(\beta X\). Assumption (B4) ensures parametric identification of \(\alpha_0, \beta_0\).

We propose an alternative set of assumptions that is sufficient for the semi-parametric identification of the MPH model.

(C1) \(\Lambda(t_0, \alpha_0) = 1\) for some \(t_0 > 0\), \(\Lambda(\infty, \alpha_0) = \infty\) with \(\Lambda(t, \alpha_0) = \int_0^t \lambda(s, \alpha_0) ds\). Moreover \(0 < \lim_{t \to 0} \lambda(t, \alpha_0) = \lambda(0, \alpha_0) < \infty\).

(C2) \(U\) and \(X\) are independent and \(\text{Pr}(U = -\infty) = \text{Pr}(U = \infty) = 0\).

(C3) There are \(x_1, x_2\) in the support of \(X\) with \(\beta_0 x_1 \neq \beta_0 x_2\).

(C4) If \(\lambda(t, \alpha_0) = \lambda(t, \tilde{\alpha}_0)\) for all \(t > 0\), then \(\alpha_0 = \tilde{\alpha}_0\), and if \(\beta_0 x = \tilde{\beta}_0 x\) for all \(x\) in the support of \(X\), then \(\beta_0 = \tilde{\beta}_0\).
The difference between these two sets of assumptions is that the finite mean assumption on the random individual effect $E(e^U) < \infty$ in (B2) is replaced by the assumption that the baseline hazard in 0 is bounded away from 0 and $\infty$ in (C1).

**Proposition 1**

If the conditional distribution of $T$ given $X$ has a distribution with a (conditional) hazard as in (1) and if assumptions (C1)-(C4) are satisfied, then $\alpha_0, \beta_0$ and the distribution of $U$ are identified, i.e. there are no observationally equivalent $\tilde{\alpha}_0, \tilde{\beta}_0$.

**Proof:** See Appendix A.

Although both sets of conditions ensure that the semi-parametric MPH model is identified, they have different implications for the information bound of this model. In particular, with the finite mean assumption the information bound can be singular, while with the assumption that the baseline hazard in 0 is bounded from 0 and $\infty$ this cannot be the case.

### 2.3 The information bound of the MPH model

Hahn (1994), Theorem 1 derives the efficient score of the MPH model. The variance matrix of the efficient score is the information bound. The efficient score is

$$ l = \begin{bmatrix} l_\alpha \\ l_\beta \end{bmatrix} = \begin{bmatrix} a_{11} - a_{12}S \cdot E[e^U|S] \\ a_{2} - a_{2}S \cdot E[e^U|S] \end{bmatrix}. $$

with

$$ a_{11} = \frac{\partial \ln \lambda(T, \alpha)}{\partial \alpha} - E \left[ \frac{\partial \ln \lambda(T, \alpha)}{\partial \alpha} | S \right] $$

$$ a_{12} = \frac{\partial \ln \Lambda(T, \alpha)}{\partial \alpha} - E \left[ \frac{\partial \ln \Lambda(T, \alpha)}{\partial \alpha} | S \right] $$

$$ a_{2} = X - E(X|S) = X - E(X). $$

Without loss of generality we assume that $E(X) = 0$.

For the Weibull baseline hazard $\lambda(t, \alpha) = \alpha t^{\alpha-1}$ we have

$$ a_{11} = a_{12} = \ln T - E(\ln T|S) $$
and by (2) \( T = \frac{\ln S - \beta_0 X}{\alpha_0} \) so that

(7) \[ a_{11} = a_{12} = -\frac{\beta_0}{\alpha_0} X. \]

Substitution in (4) yields

(8) \[ l = (1 - SE(e^U | S)) \left[ -\frac{\beta_0}{\alpha_0} X \right] \]

and because the first component of this vector is a linear combination of the other components with nonrandom coefficients, the distribution of the efficient score is singular as is its variance matrix. This is the argument given by Hahn (1994), p. 614.

Note that this argument is not restricted to the Weibull baseline hazard. It applies to all integrated baseline hazards of the form \( \lambda(t, \alpha) = h(t)^\alpha \) with \( h \) a known strictly increasing function of \( t \) with \( h(0) = 0 \). However, a small change in the Weibull baseline hazard gives a nonsingular information bound. In particular, consider the translated Weibull baseline hazard with integrated baseline hazard \( \Lambda_\varepsilon(t, \alpha) = (t + \varepsilon)^\alpha - \varepsilon^\alpha \) with \( \varepsilon > 0 \) a known constant. The component for \( \beta \) in the efficient score (4) is still equal to \( X \). The only change is in the component for \( \alpha \). To be specific for \( \alpha = \alpha_0 \)

(9) \[ a_{11} = \frac{1}{\alpha_0} \ln \left( e^{-\beta_0 X S + \varepsilon^{\alpha_0}} \right) - \frac{1}{\alpha_0} E_X \left[ \ln \left( e^{-\beta_0 X S + \varepsilon^{\alpha_0}} \right) \right] \]

(10) \[ a_{12} = \frac{e^{\beta_0 X}}{\alpha_0 S} \left( e^{-\beta_0 X S + \varepsilon^{\alpha_0}} \right) \ln \left( e^{-\beta_0 X S + \varepsilon^{\alpha_0}} \right) - \frac{e^{\beta_0 X} \varepsilon^{\alpha_0} \ln \varepsilon}{S} + E_X \left[ \frac{e^{\beta_0 X} \varepsilon^{\alpha_0} \ln \varepsilon}{S} \right]. \]

To see that the distribution of the efficient score is nonsingular, consider the special case \( U \equiv 0 \) so that \( E \left[ e^U | S \right] = 1 \). Then a necessary condition for singularity is that

(11) \[ a_{11} - a_{12} S = \frac{1}{\alpha_0} \ln \left( e^{-\beta_0 X S + \varepsilon^{\alpha_0}} \right) - \frac{1}{\alpha_0} E_X \left[ \ln \left( e^{-\beta_0 X S + \varepsilon^{\alpha_0}} \right) \right] - \]

6
\[-\frac{e^{\beta_0 X}}{\alpha_0} \left( e^{-\beta_0 X} S + e^{\alpha_0} \right) \ln \left( e^{-\beta_0 X} S + e^{\alpha_0} \right) +
\]
\[\text{Ex} \left[ \frac{e^{\beta_0 X}}{\alpha_0} \left( e^{-\beta_0 X} S + e^{\alpha_0} \right) \ln \left( e^{-\beta_0 X} S + e^{\alpha_0} \right) \right] +
\]
\[+ \frac{e^{\beta_0 X} e^{\alpha_0} \ln \varepsilon}{S} - \text{Ex} \left[ \frac{e^{\beta_0 X} e^{\alpha_0} \ln \varepsilon}{S} \right] \]

is constant in \( S \) for all \( x \) in the support of \( X \), and this is true if and only if \( \varepsilon = 0 \). We conclude that the efficiency bound for the \( \varepsilon \) translated Weibull baseline hazard is nonsingular. Note that this class of integrated baseline hazard models is not closed under the power transformation. Also the baseline hazard of this model is \( \lambda_\varepsilon(t, \alpha) = \alpha(t + \varepsilon)^{\alpha-1} \) with \( \lambda_\varepsilon(0, \alpha) = \varepsilon^{\alpha-1} \) which is bounded away from 0 and \( \infty \) if \( \varepsilon > 0 \).

### 3 Necessary and Sufficient Conditions for the Singularity of the Efficiency Bound

We first rewrite the efficient score in (4) and (5) to reflect the dependence on \( T, X, S \) and the parameters \( \alpha_0, \beta_0 \). For that purpose we denote \( \Lambda_0(t) = \Lambda(t, \alpha_0), \lambda_0(t) = \lambda(t, \alpha_0), \) and \( Z = \beta_0 X \) so that \( T = \Lambda_0^{-1}(Se^{-Z}) \). Also \( V = e^U \).

\[(12) \quad l = \begin{bmatrix} l_\alpha \\ l_\beta \end{bmatrix} = \begin{bmatrix} a_{11}(T, S, \alpha_0) - a_{12}(T, S, \alpha_0) H_V(S) \\ X(1 - H_V(S)) \end{bmatrix} \]

with \( H_V(S) = \text{SE}(V|S) = -\frac{S L_V^\prime(S)}{L_V(S)} \) and \( L_V(s) = \text{E}(e^{-sV}) \) the Laplace transform of \( V \). Note that \( H_V \) does not depend on the parameters. Because \( S \) and \( Z \) are independent we have

\[a_{11}(T, S, \alpha_0) = \frac{\partial \ln \lambda_0(T)}{\partial \alpha} - \text{E}_Z \left[ \frac{\partial \{ \ln \lambda_0(\Lambda_0^{-1}(Se^{-Z})) \}}{\partial \alpha} \right] \]
\[a_{12}(T, S, \alpha_0) = \frac{\partial \ln \Lambda_0(T)}{\partial \alpha} - \text{E}_Z \left[ \frac{\partial \{ \ln \lambda_0(\Lambda_0^{-1}(Se^{-Z})) \}}{\partial \alpha} \right]. \]

By (2) the variables are related by

\[(13) \quad \ln \Lambda_0(T) + Z = \ln S. \]
By assumptions (A1) and (A2) the information bound is continuous in $\alpha_0$. We first consider the case that $\alpha$ is a scalar. If the information bound has a rank equal to the number of regressors in $X$, i.e. one less than full rank, for some value of $\alpha_0$, then it has the same rank for population parameters in a small neighborhood of that value of $\alpha_0$ by continuity in $\alpha_0$. We keep $\beta_0$ fixed. Note that $T$ depends on $X$ only through $\beta_0'X$. Because of (B4) or (C4) the linear combination that makes the score singular must contain $l_\alpha$. Because $l_\alpha$ depends on $X$ only through $\beta_0'X$, loss of rank occurs if and only if $l_\alpha$ is proportional to $\beta_0'X$, i.e. there is a $c(\alpha_0) \neq 0$ such that

\begin{equation}
(14) \quad c(\alpha_0)a_{11}(T, S, \alpha_0) - c(\alpha_0)a_{12}(T, S, \alpha_0)H_V(S) = Z(1 - H_V(S))
\end{equation}

for all $\alpha_0$ in some open interval, $S \geq 0$ and $Z, T$ that satisfy (13). From (14) it follows that

\begin{equation}
(15) \quad a_{11}(t, s, \alpha_0) = a_{12}(t, s, \alpha_0)
\end{equation}

for if this equality does not hold for some $\alpha_0$, it does not hold on some open interval, because of (A1) and (A2). Moreover, there is a $t$ such that $a_{11}(t, s, \alpha_0), a_{12}(t, s, \alpha_0)$ are not constant in $\alpha_0$ on that interval by (B4) or (C4). Only if the equality holds we can find $c(\alpha_0)$ such that the left-hand side does not depend on $\alpha_0$.

Substitution in (15) gives that for all $\alpha_0$ in some open interval and for $s \geq 0$ and $t$ that satisfies (13) for some $z$ in the support of $Z$

\begin{equation}
(16) \quad \frac{\partial \ln \lambda(t, \alpha_0)}{\partial \alpha} - E_Z \left[ \frac{\partial \ln \Lambda_0^{-1}(se^{-z}), \alpha_0}{\partial \alpha} \right] - \frac{\partial \ln \Lambda_0(t, \alpha_0)}{\partial \alpha} - E_Z \left[ \frac{\partial \ln \Lambda_0^{-1}(se^{-z}), \alpha_0}{\partial \alpha} \right] = 0.
\end{equation}

Note that both $a_{11}$ and $a_{12}$ are identically equal to 0 if $Z$ takes only one value. If $Z$ takes two (or more) values, then (16) holds if and only if for $\alpha_0$ in some open interval and $t > 0$

\begin{equation}
(17) \quad \frac{\partial \ln \lambda(t, \alpha_0)}{\partial \alpha} - \frac{\partial \ln \Lambda(t, \alpha_0)}{\partial \alpha} = e(\alpha_0).
\end{equation}

Integration with respect to $\alpha_0$ and $t$ gives (using $\Lambda(t_0, \alpha_0) = 1$)

\begin{equation}
(18) \quad \ln \Lambda(t, \alpha_0) = e^{f(\alpha_0) \int_{t_0}^{t} e^{k(s)} ds}
\end{equation}
with $\int_0^t e^{k(s)}ds = -\infty$ and $\int_t^\infty e^{k(s)}ds = \infty$. If we define $\ln h(t) = \int_0^t e^{k(s)}ds$ and $d(\alpha_0) = e^{\theta(\alpha_0)} > 0$, we find

(19) \quad \Lambda_0(t, \alpha_0) = h(t)^{d(\alpha_0)}$

with $h$ an increasing function with $h(0) = 0$ and $h(\infty) = \infty$.

We have proved the following proposition.

**Proposition 2**

If the assumptions (A1), (A2) and (C1)-(C4) hold except for the assumption that the baseline hazard is bounded from 0 and $\infty$ in 0, then the information bound is singular if and only if the integrated baseline hazard is of the form (19) for some strictly increasing continuous function $h$ with $h(0) = 0$, $h(\infty) = \infty$ and $d(\alpha_0) > 0$.

Proposition 2 is for the case that the baseline hazard depends on one parameter $\alpha_0$. If $\alpha_0$ is a vector, (17) becomes

(20) \quad c(\alpha_0)\partial \ln \lambda(t, \alpha_0) - c(\alpha_0)\partial \ln \Lambda(t, \alpha_0) = e(\alpha_0)

for some vector $c(\alpha_0)$. Consider the case that $\alpha_0$ has two parameters. Then from (20)

(21) \quad \frac{\partial \ln \lambda(t, \alpha_0)}{\partial \alpha_1} - \frac{\partial \ln \Lambda(t, \alpha_0)}{\partial \alpha_1} = \frac{e(\alpha_0)}{c_1(\alpha_0)} = \frac{c_2(\alpha_0)}{c_1(\alpha_0)} \left( \frac{\partial \ln \lambda(t, \alpha_0)}{\partial \alpha_2} - \frac{\partial \ln \Lambda(t, \alpha_0)}{\partial \alpha_2} \right).

Integration with respect to $\alpha_1$ and and $t$ yields the representation

(22) \quad \Lambda_0(t, \alpha_0) = h(t, \alpha_0)^{d(\alpha_0)}

with $d(\alpha_0) = e^{\int \frac{e(\alpha_0)}{c_1(\alpha_0)}d\alpha_1}$ and $\ln h(t, \alpha_0) = \int_0^t e^{\theta(s, \alpha_1) - \frac{c_2(\alpha_0)}{c_1(\alpha_0)}\left( \frac{\partial \ln \lambda(s, \alpha_0)}{\partial \alpha_2} - \frac{\partial \ln \Lambda(s, \alpha_0)}{\partial \alpha_2} \right)}ds$

so that Proposition 2 still holds with an obvious modification.

The baseline hazard that corresponds to (19) is

(23) \quad \lambda(t, \alpha_0) = d(\alpha_0)h(t)^{d(\alpha_0) - 1}h'(t).

Note that the proposition only restricts $d(\alpha_0)$ to be positive. In particular, it can be either smaller or larger than 1. If $d(\alpha_0) < 1$, then by (23) $\lambda(0, \alpha_0) = \infty$. If $d(\alpha_0) > 1$, then
\( \lambda(0, \alpha_0) = 0 \). Only if \( d(\alpha_0) = 1 \), in which case the baseline hazard is known, the baseline hazard in \( 0 \) can be bounded from \( 0 \) and \( \infty \). Hence we have

**Theorem**

If the assumptions for Proposition 2 hold, then \( 0 < \lambda(0, \alpha_0) < \infty \) implies that the efficiency bound of the semi-parametric MPH model in (1) is nonsingular.

4 Conclusion

By Proposition 1 the condition that the baseline hazard in \( 0 \) is bounded away from \( 0 \) and \( \infty \) is sufficient for semi-parametric identification. This condition is also sufficient for a nonsingular efficiency bound. Hence, there may be (regular) estimators in the semi-parametric MPH model with parametric baseline hazard and regression function that are \( \sqrt{N} \) consistent.

Appendix A: Proof of Proposition 1

By (2) and (3) we have for all \( t > 0 \)

\[
\text{Pr}(T \leq t|X) = F_V \left( \Lambda(t, \alpha_0)e^{\beta_0X} \right)
\]

where \( V = \frac{W}{\alpha} \hat{\nu} \) is distributed as a mixture of exponential distributions and hence has a strictly increasing cdf \( F_V \). Without loss of generality we can assume that \( \Lambda(t, \alpha_0) \) is strictly increasing in \( t \). If \( \tilde{\alpha}_0, \tilde{\beta}_0, \tilde{\nu} \) are observationally equivalent, then for all \( t > 0 \)

\[
F_V \left( \Lambda(t, \alpha_0)e^{\beta_0X} \right) = F_{\tilde{V}} \left( \Lambda(t, \tilde{\alpha}_0)e^{\tilde{\beta}_0X} \right)
\]

We denote \( \Lambda(t, \alpha_0) = \Lambda(t), \Lambda(t, \tilde{\alpha}_0) = \tilde{\Lambda}(t), e^{-\beta_0x_1} = \phi_1, e^{-\beta_0x_2} = \phi_2, e^{-\tilde{\beta}_0x_1} = \tilde{\phi}_1, e^{-\tilde{\beta}_0x_2} = \tilde{\phi}_2 \) with \( x_1, x_2 \) as in (B3) and without loss of generality \( 1 = \phi_1 > \phi_2, 1 = \tilde{\phi}_1 > \tilde{\phi}_2 \).

Because \( M \) is strictly increasing its inverse \( M^{-1} \) exists and from (25) for all \( t > 0 \)
(26) \[ F_V \left( \Lambda \left( \hat{A}^{-1}(t\tilde{\phi}_2) \right) \frac{1}{\phi_2} \right) = F_V(t) = F_V \left( \Lambda \left( \hat{A}^{-1}(t) \right) \right) \]

If we denote \( K = \Lambda \left( \hat{A}^{-1}(t) \right) \) with \( K \) is strictly increasing and \( K(0) = 0 \), then (26) implies that

(27) \[ K(t\tilde{\phi}_2) = \phi_2 K(t) \]

and by iteration for all \( n \geq 1 \)

(28) \[ K(t\tilde{\phi}_2^n) = \phi_2^n K(t) \]

If we take the derivative of (27) we obtain

(29) \[ \frac{\phi_2}{\tilde{\phi}_2} K'(t) = K'(\tilde{\phi}_2 t) \]

and by iteration for all \( n \geq 1 \)

(30) \[ \left( \frac{\phi_2}{\tilde{\phi}_2} \right)^n K'(t) = K'(\tilde{\phi}_2 t) \]

Taking the ratio of (30) and (28) we obtain because \( K'(t) = \frac{\lambda(\hat{A}^{-1}(t))}{\lambda(\hat{A}^{-1}(\tilde{\phi}_2 t))} \) with \( \lambda(t) = \lambda(t, \alpha_0) \), \( \hat{\lambda}(t) = \hat{\lambda}(t, \hat{\alpha}_0) \)

(31) \[ \frac{K'(t)}{K(t)} = \frac{1}{t} \lim_{n \to \infty} \frac{K'(\tilde{\phi}_2^n t)}{K(\tilde{\phi}_2^n t)} = \frac{1}{t} \frac{\lambda(\hat{A}^{-1}(\tilde{\phi}_2^n t))}{\lambda(\hat{A}^{-1}(\tilde{\phi}_2^n t))} = \frac{1}{t} \]

by assumption (B1). Because \( K(0) = 0 \) this implies that \( K(t) = t \) and hence \( \lambda(t, \alpha_0) = \lambda(t, \hat{\alpha}_0) \) for all \( t > 0 \) so that \( \alpha_0 = \hat{\alpha}_0 \) by (B4). By (27) \( \beta_0 x_2 = \tilde{\beta}_0, x_2 \) for all \( x_2 \) in the support of \( X \) and hence \( \beta_0 = \tilde{\beta}_0 \) by (B4).
5 References


Notes

1The singularity holds if we have single-spell duration data. Hahn shows that the efficiency bound is nonsingular, if we have two or more spells for the same individual provided that the individual random effect is the same for both spells.

2That is by a regular estimator sequence (for a definition see Van der Vaart (1998), p. 115).

3See also Jewell (1982) and Heckman and Singer(1984) who consider an alternative identifying assumption that allows for an infinite mean, but assumes that the power transformation is fixed.

4The class of loglinear regression functions is closed under the power transformation. The semi-parametric MPH model can be identified by choosing a class of parametric regression functions that is not closed under the power transformation. However, this is identification by arbitrary functional form assumptions. The loglinear specification imposes no (identifying) restrictions.

5If not then there are intervals that have zero probability. These intervals can be omitted and by redefining $T$ accordingly we have that $\lambda(t, \alpha_0) > 0$ for $t > 0$.  
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