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Abstract

Time histories of wind speed and direction from 394 surfdageovation stations were ob-
tained to calculate synoptic 50-year return period wincegigdor 11 countries in Europe.
Preliminary investigation indicated wind speeffeliences along national borders were suc-
cessfully reduced by application of a simple consistentimddlogy to wind speed data.
This study considers the ideal methodology for calculasygoptic 50-year return period

wind speeds.

Wind speed data requires standardisation through qualiyral measures, exposure cor-
rection and adjustment for disjunct sampling. A qualityttohalgorithm was successfully
applied to identify shifts of monthly mean wind speeds an danversion issues. Three
exposure correction models were evaluated and two-layelelaavere found to perform
better than internal boundary layer models. Thi&edéences arise as a result of how the
models adapt to an upstream change of roughness. Furtheeraroempirical model was

formed to correct observations at stations which were ratrcBng measurements hourly.

Extreme value analyses were carried out using a robust &stirto fit the extreme value
distribution type | to storm and yearly maxima. The lattes@und to provide more con-
sistent results. Comparison of the resulting 50-year nepa@riod wind speeds to existing
literature found that several regions were in good agregnwénmile other regions exhib-
ited similar spatial variation but greater magnitudes. dHEerences in magnitude were
partially related to exposure correction methods, thusdifen support to the importance
of a single consistent methodology. Directional factorsenealculated and subsequently

grouped into six regions exhibiting similar directionabchcteristics.

Background wind fields were calculated from mean sea-leesiqure data using the geostrophic

approximation and consideration of other improved appnations, however, variations in



the pressure field led to a breakdown of the methodology. Adracind 50-year return pe-
riod wind field calculated from upper-level wind fields wagrsficantly lower than surface
wind speed estimates due to spatial and temporal smootkinglly, assimilation of the
50-year return period wind speeds from surface obsena#iod the background wind field
was explored using the Bratseth scheme for statisticalpotation. The Bratseth scheme

provided an overall 50-year return period wind speed map.

Keywords: 50-year return period wind speeds, homogenising wind @afagsure correc-
tion, boundary layer, extreme value analysis, outlierst&th, synoptic winds, European

wind map
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Chapter 1

Introduction

1.1 Overview

One of the primary concerns in the field of wind engineeringpésdesign and response of
structures subjected to strong winds in the atmospheriadany layer (ABL). The ABL

is the region of the atmosphere in contact with, and infludriyg the surface of the earth.
Due to the interaction of the atmosphere with the surfacacttres contained within the
ABL are subjected to both mean and fluctuating wifig¢es. In engineering design codes
for structures, the pressure and associated loading ddplignese structures is inherently
derived from a 50-year return period wind speed at 10 m haémgbpen-country exposure
(e.g. National Building Code of Canada, NBCC; Eurocode)dbtate diferences in wind
speed can resultin greatly varying wind loads due to thereguralationship between wind
speed and pressure. A logical conclusion is that accuréteasn of the 50-year return
period wind speed is crucial to all wind susceptible streesiand structural elements. To
appropriately consider thefects of wind action on structures, not only the 50-year retur

period wind speed, but also the wind climate, requires ctamation. The wind climate
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provides additional information about important factasstsas direction, duration, spatial
variation and storm mechanisms. Arguably the wind climatgtiil as significant today as
it was when defined as the ‘critical link’ in the wind loadingain by Davenport (1983,

1999).

50-year return period wind speeds are typically calculdtech historical surface wind
speed records which may have been corrected forfteets of non-standard anemometer
heights and upstream changes of surface roughness and,térean statistically analysed
using an appropriate extreme value distribution. Sinceetiidy years of wind engineer-
ing, various methodologies have existed to calculate wpeds for design purposes. At
the inaugural Wind Hects on Structures and Buildings conference in the UnitawyKi
dom (UK), which would later become the International Coefee on Wind Engineering
(ICWE), Davenport (1963) presented a gradient level Britisnd speed map and Shel-
lard (1963) presented a second British wind speed map basedrtace-level gust wind
speed measurements. The complexity of the problem has greanthe last 50 years as
alternative methods now exist for each step in the procesalofilating 50-year return pe-
riod wind speeds. The consequences are clearly illustthtedgh the attempt to create a
unified 50-year return period wind speed map of Europe footiginal Eurocode. Along
national borders, severe discontinuities exist betweegead return period wind speeds
for neighbouring countries. Although recent work has iatkc a possible reduction of the
largest diferences by modifying the underlying methodology (Satr&. 2007), accurate
estimation of wind speeds used for design has been showrctdibal. The discontinuities
can be significant and they explicitly define the underlyinglaglem in wind engineering
design: the various techniques used bffedent nations can often result in significantly

different 50-year return period wind speeds.

In this work, the theory that a consistent methodology vetuce observed fierences is

considered and the ideal process of determining 50-yaamrperiod wind speeds resulting
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from synoptic-scale events, events on the order of hundoetisusands of kilometres such
as pressure systems, is explored. The former can be exatmnie use of a simplified
technique provided itis consistently applied. The lattewvever, requires the investigation
of multiple techniques, several of which remain largely dor@ssed within the wind en-
gineering community. A number of the issues discussed swork include the type and
quality of data, surface corrections, disjunct samplinggaionality, extreme value anal-
ysis, outliers and data assimilation. The methods availédi considering each of these
aspects contribute fierently to the final prediction of 50-year return period wspkeds.
In instances where multiple accepted options have beehlissiad within the wind engi-
neering or meteorological communities, the provided asedycompare the feasibility and
performance of each approach. Alternatively, where exgstiechniques are lacking, new
methods are proposed by means of empirical models usingrdwlata or by the exten-
sion of existing models. The purpose is to establish a ctamgisind ideal methodology
for analysing extreme synoptic winds, and to apply this rmétthogy to generate a unified
synoptic 50-year return period wind speed map of Europe. réh®inder of the current
chapter identifies the objectives of the study based on awesf the methodologies cur-
rently employed to calculate synoptic 50-year return geviend speeds. The review pro-
vides a necessary framework through which discontinuigtets/een current and suggested

practices will be identified and examined.

1.2 Obijectives

Many current design codes throughout the world remain basemhalyses carried out in
the 1990’s, prompting researchers in recent years to expkmous improved methods of
developing 50-year return period wind speeds. The UnitateStwhile greatly improving

the methods for mixed climates, notably the estimation ofdrgpeeds for design in hurri-
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cane prone regions, have left the remainder of the countayively unchanged in ASCE
7-10. Concerns remain regarding the methodology in whiaticsts were amalgamated
when forming superstations, and a lack of a proper reprasentof the varied extreme
wind climate throughout the central regions of the coun8ymu et al., 2003). Despite
these concerns, the majority of the country is governed byngles 3-second gust wind
speed of 40 s in ASCE 7-10 (Vickeryet al., 2010) which originates from Peterka and
Shahid (1998) for ASCE 7-98. Similarly, the NBCC has had nossantial review of the
process for estimating 50-year return period wind speet®sio95 (Yip and Auld, 1993;
Yip et al, 1995). Recently An and Pandey (2007) examined 50-yearrgieriod wind
speeds in the province of Ontario and have recommended vagrstatistical methods
for updating the 50-year return period wind speed maps witie NBCC. However, the
50-year return period wind speeds published in NBCC 19%5esist in original form in
NBCC 2005.

Europe presents a unique opportunity to further this rebgeas recognition of the dis-
continuities between national borders in Europe has spumenewal of interest towards
the improvement of existing 50-year return period wind speaps for both Europe and
its individual nations. The extreme wind climate in centiad northwestern Europe is
dominated by the passage of extratropical cyclones (ET&sjepressions. Depressions
typically originate near the Icelandic Low, the northerrgoof the North Atlantic Oscil-
lation, and track northeast across central Europe. In tharser months, thunderstorms
occur throughout Europe with activity typically peaking t@ntral and northern Europe in
July (Boucher, 2005). Gomes and Vickery (1978) recommeisegdrating extreme wind
climates for individual analysis, which is still considdran essential requirement for cal-
culating wind speeds for design (Holmetsal,, 2005; Kasperski, 2009). As the focus of the
current study is on synoptic 50-year return period wind dpemethods for detecting and

extracting thunderstorms are discussed in Section 3.1ith the exception of Kasperski
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(2002), separation of wind climates has rarely been caoigdn national wind mapping

studies in Europe.

Individual stations within an observation network are nfebject to potentially erroneous
measurements, varying temporal frequency of measureraadtare influenced by phys-
ical surroundings such as land cover. Thegtedénces must be corrected for in order to
create a consistent wind speed map; this process is hefeimee to as the standardisa-
tion of surface wind speed data. A crucial step in the prooésstimating 50-year return
period wind speeds is the initial removal of spurious obsgowns which often result in
greatly overestimated, and potentially unrealistic, giesequirements. Surprisingly, de-
spite the obvious importance of detecting such recordi tv no discussion is provided
by the majority of researchers on whether such observatvens detected or even sought.
Two exceptions are Sacet al. (2007) and Burton and Allsop (2009b), where the former
implement a detection technique used by Météo-Francelfioratic parameters and the
latter provide details of an identification process. Aualdaquality control methods are

further addressed in Section 3.1.

In contrast to the lack of documentation of quality contr@thods, the correction of wind
speed measurements for exposure to an open-country esutii@tjuite common. The dif-
ficulty of selecting an appropriate exposure correction @hgdn arise as there are several
different methods available. Millet al. (2001) and Burton and Allsop (2009a) use an in-
ternal boundary layer model, while Kristensetral. (2000) and Sacrét al. (2007) use the
commercially available software Wind Atlas Analysis andphgation Program (WASP).
Others such as George (2006) use the geostrophic drag lpwealty within a two-layer
boundary layer model. As several options are presentlyabiaito appropriately correct
wind speed measurements for both site and upstream suolagleness, each approach will
provide diferent corrections for a single location depending on theosading roughness

and fetch. Thus, the available models require comparisondar to identify the most ap-
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propriate method. Section 3.3 provides these necessargarsans to improve upon the

existing models.

Throughout the operational lifetime of an observationigtatt is not uncommon for a
change to occur in the temporal frequency of measuremewts, mtably with the switch
from manual to automated observation systems. Disjuncpbaghhas only been ac-
counted for by Frank (2001) and Larsén and Mann (2009),emeiinaining unaddressed
by the majority of the wind engineering community. A new engal model is derived
in Section 3.4 and is subsequently compared to existingnaltiees, despite its absence
from discussion in the literature. General charactesstegarding the duration of wind
storms and the relative intensity of hours adjacent the peakerred from the results of

the proposed disjunct sampling model.

The methodology for the statistical analysis of extremedaabservations is covered in
Chapter 4. A summary of the types of datasets and extreme vatlnniques currently
used in calculating 50-year return period wind speeds isiged in Table 1.1. It is clear

that both the type of sampling and extreme value distrilowary among studies. Holmes

Author Region Sampling Distribution  Directional
Yip et al. (1995) Canada Annual Gumbel No
Zurahski and Jaspinska (1996) Poland Annual Gumbel Yes
Peterka and Shahid (1998) us Annual Gumbel No
Kristenseret al. (2000) Denmark Two Months Gumbel Yes
Frank (2001) Denmark Annual Gumbel No
Miller et al. (2001) UK Storm Gumbel Yes
Kasperski (2002) Germany Storm GEV(III) Yes
Sacré (2002) France Annual Gumbel No
Miller (2003) Northern Europe Storm GPD No
George (2006) UK Annual Gumbel No
An and Pandey (2007) Canada Storm, r-LOSS Gumbel No
Sacréet al. (2007) France Storm Gumbel, GPD No
Burton and Allsop (2009a) Ireland Annual, Storm Gumbel Yes
Larsén and Mann (2009) Multiple Annual Gumbel Yes

Table 1.1: Statistical methods used in wind engineeringnadyse extreme winds
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et al. (2005) do not recommend the use of annual extremes onlyhas significant wind

events are often not represented. When considering anraxahma, the Gumbel extreme
value distribution, a special form of the generalised ewtrevalue distribution (GEVD),

has typically been selected as the appropriate statistiodel. To increase the number of
wind events considered for statistical analysis, the GE&D &lso been applied to other
block maxima such as independent storms. Alternative nastivhich researchers have
utilised in an attempt to increase the number of events densd for statistical analysis
are r-largest ordered statistics (r-LOSS) and the gesedhPareto distribution (GPD). In
conjunction with increased extreme sampling, Kasperstti@aurts (2005) and Kasperski
(2009) suggest the focus should shift to the considerati@ioom duration and the mag-
nitude of wind speeds in hours adjacent the peak. The assd@tatistical field of study

is titled ‘dependant extremes’ and its full analysis is b&ythe scope of the current work.

(e.g. Fawcett and Walshaw, 2008).

Synoptic 50-year return period wind speeds have histdyibaken calculated using a single
source of data, such as, time histories of surface wind spkservations, upper-air wind
speed measurements obtained from radiosonde, or windspeakxlated from mean sea-
level pressure (MSLP) fields. Most analyses utilise surfeicel measurements or MSLP
fields as radiosonde are not typically released in severeragtwind conditions. Wind
speeds calculated from MSLP fields are typically based om$seamption of geostrophic
balance, thus frictionless flow occurs between straightalfeh isobars and is assumed
to be representative of a wind field fBaiently far from the &ects of the surface. The
geostrophic drag law is utilised to calculate an estimate@&ssociated surface wind speed
from the geostrophic wind components (Miller, 2003; Lars@d Mann, 2009). A review
and analysis of the various methods for deriving uppertiened fields from available

re-analysis data is covered in Chapter 5.

Data assimilation techniques allow data obtained fromiplelsources to be appropriately
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merged. As previous studies have considered 50-year rnpéurod wind speeds calculated
exclusively from surface observations or MSLP fields, aytutique approach is consid-
ered in Chapter 6. The possibility of utilising the 50-yeaturn period wind field derived
from upper-air measurements in Chapter 5 to supplementGhear return period wind
speeds calculated from surface measurements in Chapteds43isexplored in Chapter 6.

Lastly, the conclusions of the study are presented in Ch@pte



Chapter 2

Background

2.1 Preliminary Study

A preliminary study was carried out to investigate whetheseyved dierences between
50-year return period wind speeds along national bordeEunope could be reduced by
applying a simple, yet consistent, methodology and wasigdd by Gatey and Miller
(2007). Five examples of regions in Europe whelféedences exist between national bor-
ders are identified in Figure 2.1, with each region shown taitie Figure 2.2. The plot of
each region has two portions; the left panel representsrpemwed 50-year return period
wind speeds which have been published in conjunction wemtethodology, and the right
panel contains a comparison of the latest national buildodgs or national annexes (NAS)
to Eurocode. Sources of the various 50-year return period gpeed values shown in Fig-
ure 2.2 are summarised in Table 2.1. All 50-year return penmd speeds are 10-minute
mean wind speeds at 10 m height for a roughness length of 0\ @&mthe exception of
the values for the UK. Both Milleet al. (2001) and BS6399-2 (based on Cook and Prior,

1987) provide hourly-mean wind speeds at 10 m height for ghinass length of 0.03 m,
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Figure 2.1: Regions of interest in Europe for the prelimynstudy

however, the combined correction from hourly-mean to 1@utg mean wind speed and a
roughness length of 0.03 m to 0.05 m is generally taken ag.Wigual inspection suggests
the German NA is based on Kasperski (2002) and the valuelsddtrench NA are possibly
based on the methodology described by Satrél. (2007) who cite a reduced value (26
my/s) for a station on the French coast near the Belgian bordahwhatches the French

NA. Several discrepancies are noted here:

e 50-year return period wind speeds in France have been @abig reduced.

e The existing French values provided a better match to thaiSlpaode along the
France-Spain border. Since the border between France amifSjows the Pyrenées,
a true diference between wind speeds may exist.

¢ Differences have been reduced between the UK and France, hptheveris still a
considerable dierence between the UK and both France and Belgium.

¢ Differences have been reduced along the border between FrahGeanany, how-

ever the values lack continuity which is likely a result offdiences in contouring.
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(a) Section I: France-Spain border
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(c) Section lll: English Channel (East)

Figure 2.2: Comparison of European 50-year return periodiwpeed maps, published
(left) and National Annexesifiht), continued on next page
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(e) Section V: Denmark-Germany border

Figure 2.2: Comparison of European 50-year return periodiwpeed maps, published
(left) and National Annexesight)

Country Published Code

Spain - DB SE-AE 2009
France Sacré (2002) NF EN 1991-1-4 NA
UK Miller et al.(2001) BS6399-2
Belgium - NBN EN 1991-1-4 NA
Netherlands — NEN EN 1991-1-4 NA
Germany Kasperski (2002) DIN EN 1991-1-4 NA

Denmark Kristensent al. (2000) DK EN 1991-1-4 NA

Table 2.1: Sources of 50-year return period wind speeds bigitop
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e Large ditferences continue to exist between Denmark and Germany{fpe&0return

period wind speeds.

The majority of the NAs were unavailable or incomplete at ¢inset of the preliminary
study, thus the study sought to reduce the discrepanciesbetthe published values in
Sections Il through V. The NA values will provide additior@mparison for the current
study despite a lack of documentation regarding the unihgylsnethodology for several

nations.

Global surface summary of the day data was obtained from gti@hal Climatic Data Cen-
ter (NCDC), a division of the National Oceanic and Atmosphadministration (NOAA).
Basic quality control checks found that multiple years ofagat several stations, had to
be omitted as a result of errors stemming from improper umilversion. The data was
processed using a basic traditional methodology for catmg 50-year return period wind
speeds. Corrections were applied for anemometer heightrenslurface roughness rep-
resentative of the site, thereby neglecting upstrefects, using the Deaves and Harris
model (further discussed in Section 3.3.3). Annual maxireeevextracted for each station
and estimates with probability of exceedance of 0.02 weleutated using the Gumbel
distribution (defined in Section 4.1). One of the major reotandations arising from the
extreme value analysis in the preliminary study was for reiinvestigations to consider
methods for statistically identifying outliers, eithensius or relating to a longer return
period. A method for statistically identifying outliersagaring in a dataset is presented in

Section 4.3.

The conclusions for the study included improved correfafgross the English Channel
and along the France-Germany border.ff@®ences along the border between Denmark
and Germany were less than those resulting from Kasper8ki2j2and Kristensent al.

(2000), but still displayed notable discrepancies. OvVetfad unified process found better
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correlation across borders than various complex procedoeéng used individually by
each nation. By identifying an ideal methodology for cadtimng 50-year return period
wind speeds, estimates from the current study can be diresthpared to Figure 2.2 to
evaluate whether discrepancies arise from over- or urstenation by a single nation or if

a compromise can be established between existing values.

2.2 Surface Data

The dataset obtained for the current work consists of glbbally and synoptic observa-
tions from the Integrated Surface Database (ISD), digitaaset DS-3505, managed by
the NCDC. The ISD contains two fixed length and three variddigth sections. The for-
mer two are the control and mandatory data sections andttiee three are the additional
data, remarks data and element quality data sections. Tderwations of interest are the
mean wind speed and wind direction (mandatory data secpo@jent weather identifiers
and supplementary wind observations (additional datasgand observer comments (re-

marks section). Full ISD documentation can be found in NCRTL0).

The present weather identifiers and supplementary windredisens are recorded with
varying temporal frequency. For example, the latter corsténe recorded gust wind speed
andor gust wind direction, which are typically only recordedemhthe velocity exceeds
a predetermined threshold (which may also vary temporally)lsome instances the gust
wind speeds may not be recorded at all. The remarks sectmasimnally contains addi-
tional mean wind speed or gust wind speed measurements)laaswemments regarding
thunderstorms or other relevant meteorological obsemati Many of the remarks con-

tained within the section follow the practices outlined iI@NA (2005).

Mean wind speeds may also vary in sampling duration; commeasmrements include
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hourly, continuous 10-minute mean, 10-minute mean bef@&our and a 2-minute mean.
Similarly, gust wind speeds may be block or continuous megsents. The directive of
the World Meteorological Organization (WMO) mandates tdramometers should be lo-
cated in open-country exposure and standard averaging tiri)-minutes and 3-seconds
should be used for the mean and gust wind speeds respe¢iivlp, 2008). As such, the
mean and gust wind speeds documented in the ISD have beeneassube a 10-minute
mean wind speed recorded during the 10-minute period poiting hour and a nominal
3-second gust wind speed observed throughout the hour. ulegghe 10-minute mean
exclusively on the hour neglects 50-minutes of availablegibservations. Continuous 10-
minute mean wind speeds are thereby preferable, howevenidite mean wind speeds
measured during the 10-minute period prior to the hour aadable for the longest peri-
ods. Observation networks such as the Automated Surfacer@hg System (ASOS) have
now been recording continuously since 1998 and in the necdadiewill provide enough
data to improve estimates of the true continuous 10-minwamwind speeds in the US.
Many stations currently report two times per hour, in thestances the observation near-
est the hour is selected to maintain consistency througiheutecord. When analysing a
wind event it is important to consider the averaging timealitwill best represent the type
of system or storm. Giving consideration to the charadiesf the European synoptic
wind climate, the 10-minute mean wind speed is selectedeaddta type which best rep-
resents the synoptic events of the region. The mean winaisped¢so the most commonly

available wind measurement thereby ensuringaent data for analysis.

In addition to the errors identified by Gatey and Miller (2purton and Allsop (2009b)
found that annual extremes extracted from a NCDC datasebtldirectly match values
obtained from records provided by local authorities. Thabpm may arise from mixing of
recorded mean and gust wind data, the data from the locabaiiis may be of a dierent

averaging time, or an observation may have simply beeniactly transcribed. Identifi-
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cation of these observations, and treating them in a camgistanner, is an important step

in the overall methodology and is discussed further in $acil.

2.3 Station Selection

The countries of interest located within Europe are Potiu$jgain, France, Ireland, UK,
Belgium, Netherlands, Germany, Denmark, Czech RepublicRoiand. For each WMO
station present within the ISD, an inventory is availablechndicates the available num-
ber of observations per month on a annual basis. As a praimiassification, all WMO
stations within the countries of interest are queried amgsified as primary, secondary
or tertiary based on the number of complete years and nunfldrservations per month.
For the latter criteria, thresholds of 500 and 200 obseyaatper month are selected as
the minimum number of observations as they correspond tmappately a 28 day month
containing 18 and 8 observations per day respectively. Tiheria for the three classifi-
cations are identified in Table 2.2. The inventory was oalijnparsed for observations
commencing January 1970, however, few stations were fauhewe records in the period
1970-1972. As such, a consistent start date of 1973 wasteéleStations were mapped
and hand-selected to ensure adequate spatial coverage edalable, with preference
given to stations of higher classification. The resulting 38lected stations are shown in
Figure 2.3 and a listing is provided in Appendix A. The entlega record is obtained from
the ISD for each selected station and the relevant obsengtiiscussed in Section 2.2 are

extracted for analysis.

Classification Criteria
Primary (I)  Minimum 25 years of data and 500 observatiommsth
Secondary (II) Minimum 25 years of data and 200 observatoosth
Tertiary (Ill)  Minimum 15 years of data and 200 observatjomsnth

Table 2.2: Classifications and associated criteria forostaelection
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Figure 2.3: Map of selected WMO stations
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Chapter 3

Standardisation of Wind Speed Data

50-year return period wind speeds are to be representdtivend speeds recorded at 10
m height in open-country exposure. Standardising wind cple¢a provides a consistent
framework for engineers to adjust standardised valuesttertmuit the conditions at a spe-
cific location. In the current work, standardisation is matrout in two steps. First, wind

speed data is assessed by quality control algorithms, froiohaerroneous measurements
and discontinuities in time histories are identified in asistent manner. Second, wind
speed measurements are modified to allow observationfetadit locations to be directly

compared irrespective of site characteristics or samgtieguency. The latter process is
commonly referred to as homogenisation. The following isest address quality con-

trol algorithms, atmospheric boundary layer models, sifeure corrections and disjunct

sampling.

18
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3.1 Quality Control Measures

3.1.1 Background

When carrying out a statistical analysis of extremes, ifdefietected spurious observations
can greatly &ect 50-year return period wind speed estimates. Methodddatifying such
observations require attention, particularly for the eatrwork where a subset of maxima
is sought and errors are known to exist within the ISD. Quaidntrol measures can also
aid in determining if annual mean wind speeds are consistattthe entire data record
or if considerable discontinuities exist. Identificatiohaoshift may indicate changes of

instrument location, height or local surroundings.

Throughout the operational lifetime of a synoptic weathatisn, it is not uncommon for
the height or location of the anemometer to change, or farinsentation to be upgraded.
Quite often a meteorological agency will upgrade all instemtation for a given date, al-
though in practice it may be several months before the uggrade operational at every
location. Each of the possible changes will have a spedifeceon the measured wind
speed. A change of anemometer height will be most apparemt & shift of the mean
wind speed for all directions, however, a change of anemenhatation can be much more
complex. If the old and new site have very similar exposuoesafl directions, a change
may not be detectable unless otherwise documented. Cehyeasew location where the
exposure dters directionally from the prior location will experiendeanges of mean wind
speed and gustiness in thi#egcted directions. The gustiness at a site can be reprednted
the gust factor, the ratio of the gust wind speed to mean wiedd. Lastly, a change of the
anemometer or chart recorder should not be apparent froméhe wind speed records, as
any changes to the response length or gust averaging tinnéddbe filtered out over a suf-

ficient averaging period. The change will most likelfezt measurements of the gustiness.
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Documentation is occasionally available from meteoralabagencies identifying dates of
location or instrumentation changes, if unavailable, itiportant to identify these changes

to at least be aware that they exist.

At present, only two 50-year return period wind speed stdientify the methods cho-
sen to pre-process meteorological data. Sated. (2007) implement a detection method
called PRODIGE which is described by Caussinus and Mes@@4(2and used by Météo-
France. The PRODIGE algorithm is applied to annual meanfdata stations assumed to
be influenced by the same climatic conditions. Each seri@ssgsmed to be a combination
of a climate &ect, station fect and random white noise (Caussinus and Mestre, 2004).
In performing the analysis across multiple stations, tiatic efect should be spatially
redundant, thus allowing fierences due to statiorffects to be identified. A penalised
log-likelihood procedure of Caussinus and Lyazrhi (1987)sed to detect change-points
and outliers, and least-square estimates of the climatstatidn éfects are used to correct
the data. To vastly reduce the number of hypotheses and ¢atignal time, a prelimi-
nary stage consisting of pairwise comparisons of the stagoord with those from neigh-
bouring locations is required. Thesdfdrence series, in conjunction with the penalised
log-likelihood procedure and manual synthesis, are usegréselection of change-points
and outliers in monthly or annual mean data. A procedure vban be automated with-
out requiring a pre-selection stage is preferred for thelmemof stations considered here.
In addition, the resulting ‘corrected’ data may not be appaie for wind observations
particularly those exhibiting significant directional \aron. For an anemometer sited in
relatively open terrain, a change of height will likely haae isotropic influence on the
wind speeds, in this situation a single statidieet will be appropriate for all wind speeds
measured at the location. However, if the location of an amaater has changed, then
differences in surface roughness may only occur for certainulzsntherefore, the true

station é€fect may exhibit anisotropy. Caussinus and Mestre (2004 tied@ PRODIGE
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model requires better detection of gradual changes andeatkbrwhen the shift of the

mean is less than the standard deviation.

Burton and Allsop (2009a) pre-process wind speed data ittampt to identify individual
observations for removal. Mean wind speeds greater than/2@na three times greater
than both adjacent mean hourly observations are classgiedars or thunderstorms, both
of which are excluded from a synoptic climate analysis. Founmber of regions in Europe
of interest in the current work, the 50-year return perioddvspeed is less than 27/sn
as was shown in Figure 2.2. A representative set of annuainmaawill likely contain a
subset of extremes which are less than 26, therefore, the maxima contained within the
subset are not necessarily validated e.g. an annual maxwohd® nys is not considered
by the pre-processing scheme. Such a situation is likelyise aparticularly when eval-
uating directional extremes where maxima occurring from-dominant wind directions
are, in general, substantially lower than dominant windations. A lower threshold of 15
m/s suggested by Burton and Allsop (2009b) is likely more appate. Ideally, a method
which can be applied to ensure the quality of every hourlydrhservation is desired. The
data can then be used to accurately derive the parent disbribif desired and, more im-

portantly, ensures the validation of maxima regardlesk®f&trength of the wind climate.

A combination of the aforementioned quality control measiare required. Quality con-
trol measures are divided into two levels for the currentlkyvgtobal or high-level quality
control measures and localised or low-level quality cdntneasures. The global quality
control measures include physical limits checks based d@ae&ano (1997) and a ho-
mogenisation algorithm by Domonkos (2011). Localised igpalontrol measures are
based on the wind speed variability checks established lyatano (1997) for hourly
surface measurements and are expanded to consider adbititormation relevant to the
current analysis. Additional quality control measuresdoange of meteorological param-

eters are discussed by Graybetal. (2004).
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3.1.2 Global Quality Control Measures

Several global quality control measures of ranging compjlexe considered. The most
basic checks are for observations flagged as suspect owgfétile ISD quality control de-
scribed by Lott (2004). Other minor tests include physigaitichecks identified by De-
Gaetano (1997). The checks ensure the mean wind speed tkdesthe gust wind speed,
the wind direction is a multiple of 10 and that measuremehbtained during calm periods

are properly transcribed.

The majority of observations within the ISD are reported lo@ hour, 10-minutes prior
or 10-minutes after. Observations are prioritised in thdeo and, where multiple records
exist, the highest ranking observation is selected regyiti a single observation for each
hour. After culling the redundant observations, each @tais tested against the tertiary
classification outlined in Table 2.2 to ensure all statioegtthe stated basic requirements.
If a year of observations fail to meet this criterion, the rysaremoved from the record
to ensure stlicient temporal resolution of observations throughout teary Insdficient
observations may be due to downtime associated with aneteofieEmage, measurement
system replacement, freezing, or a site change. For seweadurement stations in Ger-
many, there are years where no records are reported at thetegpeporting times, instead
reporting was performed at 44 minutes past the hour. Thasydar is to be omitted due
to insuficient measurements at the expected reporting times, aquoeé implemented
to scan the previously parsed observations to evaluatenehtftere is a specific reporting

minute which satisfies the minimum observation criterion.

A method for identifying shifts in the annual mean wind speby Caussinus and Mestre
(2004) was discussed in Section 3.1.1. Although the reguttorrected time histories may
not be appropriate for wind speed data, the detection ofgdgoints and outliers is of

interest. An automatic homogenisation procedure basedeoRRODIGE method is given
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by Domonkos (2011). The method, an adapted Caussinus-&/gwrithm for networks
of temperature series, is herein referred to as ACMANT. TROBIGE and ACMANT
methods are both recommended based on standardised bektastsicarried out by Ven-
emaet al. (2011). The ACMANT method contains two detection schemes,main de-
tection is based on annual means and summer-winfiareinces and secondary detection
is used to identify short-term inhomogeneities. Domonk&ixl () notes that the radiation
intensity dfects temperature measurement and as a result, anomalie=ebdime series
during the summer naturally exhibit larger inhomogensitfen during the winter. Thus,
the secondary detection scheme is based on monthly meass\aid includes a harmonic
annual cycle to account for the seasonal variation of inhgeneity size. Theoretically,
a similar cycle potentially exists for mean wind speed obesgons at mid- and upper-
latitude locations as a result of the seasonal variatiorugase roughness. In the winter
months, deciduous plant species will shed their foliagethagurface is typically covered
by snow. Under such conditions, wind speeds likely exhilebger spatial correlation, re-
ducing anomalies between time series, than during summethmarhen anemometers are
affected by varying types and degrees of local vegetation. dtrelation between monthly
mean wind speeds as a function of month is shown for Bournémdport, Hurn, UK
and Caen-Carpiquet Airport, Carpiquet, FR in Figure 3.1 iaditates the assumption is

appropriate.

The ACMANT method was carried out on six overlapping regiohgapproximately 100
stations as shown in Figure 3.2. For stations in overlappggns, the detected change-
points were found to be consistent between runs since the MCMmethod bases in-
homogeneity detection onftitrences between stations whose series are well correlated.

Figure 3.3 shows a typical time series and the identificatfaretected shifts by year.

To evaluate the impact of the previous assumption regattimgariation of inhomogeneity

size by month, the monthly mean wind speeds for stationsmitie zone encompassing
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Figure 3.1: Correlation of monthly mean wind speeds betvemmrnemouth Airport, UK
(WMO 03862) and Caen-Carpiquet Airport, FR (WMO 07027)

the UK and Ireland was shifted by six months and the ACMANT hodtwas carried
out a second time. Between the original and modified timeesegdpproximately 75 per-
cent of the change-points were common within a couple mdmthseen the two datasets.
Analysis of the change-points detected for winter and sunmasiths between the two sets
indicates a dierence of only six percent, thus, even in a severe case Wieanhual cycle
is assumed out of phase, the algorithm does not greatly intipacetected change-points

for the current data.

Detected change-points were compared to what limited deatetion on location, height
and instrumentation changes could be found from the websitesarious meteorologi-
cal agencies, particularly MdEireann, Koninklijk Nederlands Meteorologisch Instituut
(KNMI) and Deutscher Wetterdienst (DWD); publications ppalan and Jorgensen (1999),
Traup and Kruse (1996) and Verkaik (2001); and other avi@ledsources. Shifts verified
to be related to a change of location or height are furthesicened in Section 3.3 for

exposure correction.

Gatey and Miller (2007) showed that there were data cormersisues in the ISD for
several stations based on mean wind speed data and fluowatidhe associated gust

factor. In examining the detected change-points by couhtmas found that for several
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Country  Number of Stations Period

Belgium 12 of 13 1996-1997
Germany 250f 81 1999-2000
Ireland 10 of 12 1996-1998
Netherlands 16 of 16 1996-1997
Portugal 50f6 1997-2000

Table 3.1: Summary of conversion errors by country

exhibiting possible conversion related errors are liste@able 3.1.

3.1.3 Localised Quality Control Measures

The localised quality control algorithm is based on the sste wind speed variability
checks described by DeGaetano (1997). The general preeélto extract a subset of
data centred about an observation of interest and comparm#ximum two hour wind
speed diterence in the subset, to thefdrence between the current observed wind speed
and all other observations in the subset. Several criteedabe met to identify a wind

speed as suspect, including:

e The diference between the current observation and all obsergaimothe subset
must be greater than the maximum two houfetdience in the subset.

e The diference between the current observation and all obsergaitiothe subset,
neglecting the hour prior and after, must be greater tham/{15 kt).

e The current wind speed must be at least 3/4 (6 kt) greater than the neighbouring

hours.

In addition, if a strong shower or thunderstorm is preserhattime of measurement, or
occurred in the previous or following hour, then the windexpés accepted as a valid

measurement.
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PW Identifier Type Localised Quality Control Thunderstorm
AU[1 - 9] Automated 2,3 2
AW[1 - 4] Automated 18, 26, 42, 44, 46, 48, 58, 636, 90: 97
66, 68, 73, 76, 80: 97
AY[1 - 2] Manual 8,9 9
AZ[1l - 2] Automated 8,9 9
MV[1 - 7] Manual 1,2 1
MWI[1 - 7] Manual 17, 18, 19, 25, 26, 27, 29, 5917, 19, 29, 91: 98
64, 65, 67, 69, 74, 75, 80: 98

Table 3.2: Present weather and thunderstorm identifiers

Several identifiers exist within the additional data sectbthe ISD which summarise the
weather at the time of observation. The relevant presenthee@ W) indicators for values
related to strong showers and thunderstorms are shown Ia Bah The remarks section
of the ISD often contains additional comments indicating pinesence of thunderstorms.
NOAA (2005) indicates a standard reporting style of T®Beewhereb ande represent
the hour relating to the start and end of a thunderstorm.hEuihvestigation found that
it is more common for a shorthand form of ‘thunderstorm’ torbported. In general,
the following word segments are capable of identifying therthand entries: STORM,
THUN, T/ST, TSTO, TSTR. If an observation meets all rejection datesnd one of the

mentioned weather phenomena did not occur, the obseniatremoved.

The remarks section of the ISD often contains manual entte#ifying the wind direc-
tion, wind speed and, occasionally, gust wind speed meamnts. Several of the entry
formats follow those outlined in NOAA (2005), while othemfoats have been identified
manually. Overall, eight dierent entries have been identified. Representing the wind
direction, wind speed and gust wind speeddasv and g respectively, the formats are:
dddwwggKT, dddwwGggKT, dddwwviKT, dddwviKT, ddwwKT, MAX ggKT, MAX ggkT
andwwKT. If an observation is rejected by the localised qualitytrol algorithm, and an
alternative value exists in the remarks section in one obtt@ve formats, the alternative

value is selected and the quality control check is repeatethé associated time step.



CHAPTER 3. SIANDARDISATION OF WIND SPEED DaAta 28

The quality control algorithms by DeGaetano (1997) werended for complete hourly
wind records, however, recommendations for applicatica tfaree-hour sampling interval
were provided. In the current work, three assumptions ckggrthe average number of
observations per day, calculated by month, have been madethslwhere a median of
18 observations per day or greater exist, are treated inaime snanner as those having
24 hourly observations. A median 0f-917 observations per day typically indicated ob-
servations were being recorded during the daily operattiomars of a site. Lastly, a three
hour sampling interval was assumed if the median number sémhations per day was
between & and 9. Table 3.3 contains the temporal interval considieréide local qual-
ity control subset, the corresponding subset size and thermam number of observations
in the subset required for the localised quality controloht® be applied to the current
observation. The subset interval for hourly and three-Isanmnpling intervals are provided
by DeGaetano (1997). The minimum subset size is considezaeltb ensure sficient
measurements are present to adequately evaluate thetoolbssrvation. The criteria for
measurements occurring throughout operational hoursfisatkin relation to the criteria

for the hourly and three-hour sampling intervals.

The current procedure relies on accurate and completede@drPW identifiers. In the
instance where the PW identifiers are incomplete, a shosdtiduar high-intensity wind
(HIW) event may be rejected if it was not recorded that an @ased incident, such as
a thunderstorm, was present. Given the focus on synoptidsyithe potential rejection of
a measurement associated with a HIW event is not of greaecoras the events are typ-

ically driven by convective mechanisms. In addition, it aspible for two closely spaced

Median ObgDay Subset Interval Max. Subset Size Min. Subset Size

18< -115to+125 hours 24 16
9-17 -185t0+215 hours 14-39 14
65-9 -185to+215 hours 14 11

Table 3.3: Localised quality control criteria
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Figure 3.4: Distribution of observations failing local djiacontrol checks

erroneous measurements to shelter one another from idatibfh as shown by DeGaetano
(1997). Overall, it was found that the average number ottegeobservations per station
was 9 with a maximum of 52 for Sniezka, Poland. The distrdoutf rejected observations
per station is shown in Figure 3.4. The localised qualityte@dmmethod described here
to validate individual wind speed measurements is an inapbrinalysis used to identify
spurious observations. The method can be applied to aredintie history or to a set of

extracted maxima, provided the required temporally adjaobservations are available.

3.1.4 Thunderstorm ldentification

The quality control algorithms discussed in Sections Jah@3.1.3 focus on validating the
obtained wind records. Since the focus of the current wodnisynoptic winds, thunder-
storm observations require removal from the dataset. Geestorms are typically short
duration events with single cell thunderstorms lastingrapimately 30 minutes (Holton,

2004). Lombardo et al. (2009) show that approximately 9Ttqarof the recorded thun-

derstorms at a location in the US had a duration of 2 hoursss. I®epending on when



CHAPTER 3. SIANDARDISATION OF WIND SPEED DaAta 30

a thunderstorm ended during an observation hour, a one keut eould #ect the local

wind climate, and associated measurements, for up to twiaree thours prior or after the
recorded observation. Thus, the adjacent two hours, bdtnédand after a reported thun-
derstorm hour are extracted as contaminated synoptic\digms and archived for future
investigation. The weather indicators relevant to strittunderstorms are listed in Table

3.2.

The criteria for reporting a thunderstorm will often varytween national meteorological
organisations. A thunderstorm classification may be baseldearing thunder or seeing
lightning, however, there is no guarantee that the windgpeeorded is representative of
a thunderstorm wind. Future algorithms to identify thurstiemms could benefit by giving

consideration to the temperature and the ratio of gust tonnrm@ad speed at a location,

provided all three measurements are available withicsent temporal resolution. Such
a scheme would allow thunderstorms to be detected in thenabsaf present weather

identifiers and to verify the reverse.

3.2 Atmospheric Boundary Layer

3.2.1 Background

In extreme synoptic wind events, convection is negligilsid enechanical turbulence pro-
duction due to wind shear and surface roughness governserluth conditions, the
assumption of a neutral or near-neutral atmosphere is taddep Modelling of the wind
profile of the ABL for engineering application, where winé#bng is a concern, is conve-
niently simplified by the assumption of atmospheric neuyrallhe lowest portion of the

ABL is known as the surface layer, which is defined by the lawhefwall. Within the
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surface layer, the law of the wall indicates that the velosttales as a function of height
and surface roughness, which holds for approximately th®iml10 percent of the ABL
(Simiu and Scanlan, 1996). The upper or outer layer of the ABdlefined by the veloc-
ity defect law which is a function of the velocity at the toptbé boundary layer and the
height of the boundary layer. An intermediate layer betwi#ensurface and outer lay-
ers is assumed to exist in which both layers overlap. Blagkadd Tennekes (1968) use
asymptotic similarity theory (AST) to equate these two tayfieom which the log-law and
geostrophic drag law equations are derived. The log-laméutrally stable conditions is

commonly expressed as

U2 = %m (%) (3.1)

near the surface, whet#z) is the mean velocity at height u, is the friction velocityx is
the von Karman constant amzglis the roughness length. The geostrophic wind sp&gd (

is calculated from the geostrophic drag law as

=2 [ol)-

where f is the Coriolis parameter, and, A and B are generally treatedimensionless

2
+ B2 (3.2)

parameters, although they have been identified as funatifostability and boundary layer
height (Zilitinkevich and Esau, 2002). A summary of valuetested by researchers to

represent the two parameters in Equation 3.2 is providediltinKevich (1989)

In the field of wind engineering, the power-law was origigalted to model the mean wind
profile within the ABL due to its simplicity and improved esiates away from the surface.

The power-law is expressed as

U(2) = Urer (Zri)w (3.3)

ef
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whereues is a wind speed at reference height anda is an empirically derived exponent
dependant upon exposure. The Engineering Sciences DatéE$idU) standard for over
30 years is a semi-empirical boundary layer model propogdddaves and Harris (1978).
The model is based on the assumption of neutral steady<tatitions and AST. Em-
pirical estimates are used to determine four theoretiagdiyved constants which yield a
parabolic profile for a majority of the boundary layer. Theamevind profile of the Deaves

and Harris model is expressed as
u z z z\? z\® z\*
u@=— lln (—) + 5.75(—) —~ 1.878(—) —~ 1.333(—) + 0.25(—) l (3.4)
K L Zy Z Z Z

wherez, is the height of the boundary layer. Despite its widespreadgtance in the wind
engineering community, the model has never gained popylarother fields due to a lack

of publishing in peer-reviewed journals outside of the camity.

Gryninget al. (2007) recently proposed a boundary layer model which hes talidated
using data obtained from several tall towers. The modelainsthree separate wind pro-
files corresponding to the neutral, stable or unstable ¢omdi In addition, the model
considers length scales appropriate for the surface, mdlll upper layers of the bound-
ary layer. The model was validated against 160 m and 250 mrsolye Gryninget al.
(2007) and, a 300 m tower and the Leipzig, Germany wind prafiléo 900 m by Peia
et al.(2010).

Observations from the Leipzig wind profile as re-examined.bftau (1950), along with
wind profile fits from the aforementioned models, are showRigure 3.5. The fits are
calculated usingl, = 0.65 nys from Lettau (1950) ang, = 0.1 m as determined by Pefna

et al. (2010). The exponent for the power-law is estimated from

1

“ = In(10/2) 59



CHAPTER 3. SIANDARDISATION OF WIND SPEED DaAta 33

where the wind speed at 850 m is used as the reference valugiati&n 3.3. Considering
the uncertainty associated with the measurements obtamadhe 28 pilot balloons used
to form the Leipzig wind profile, the majority of ABL models herm quite well with the

exception of the log-law which, as given by Equation 3.1,n$/ovalid near the surface.
Due to the more extensive and transparent validation tgdesi performed by Gryning
et al. (2007) and Peiat al. (2010), and the flexibility of the model to allow for poterntia
consideration of stable and unstable boundary layers, tuehproposed by Gryninet al.

(2007) is selected for modelling the mean wind profile in theent work.

3.2.2 Gryning ABL Model

The ABL profile model proposed by Grynirgal.(2007), herein referred to as the Gryning
ABL model, is based on the assumption that there are thre@aoemts which contribute
to the length scale, one each for the surface, middle andrugyers of the ABL. Length
scales in the surface layer appropriately scale with heighile those in the middle layer
are assumed to be dependant on stability. The influence déiigth scale in the upper
layer is thought to be relatively unknown and as a result|¢hgth scale is assumed to
decrease to zero as a function of the distance from the topedboundary layer, similar
to scaling in the surface layer. The mean wind profile undetraéconditions is given by

Gryninget al. (2007) as

u@ = “;0 [m (%) ; i - % (ﬁ)] (3.6)

wherely, is the length scale in the middle layer of the ABL. Length esah the middle

layer were parametrised by equating Equations 3.2 and 3. approximation for the
length scale in the middle layer under neutral conditions determined empirically based

on the dependence betweep/ fz, andu,q/ f Ly from the data obtained at the two towers
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Figure 3.5: Fits of various wind profiles to the Leipzig winfile

analysed by Gryningt al. (2007) and is expressed as

U.o _ U.o
= 2|n(fzo)+55. 3.7)

The boundary layer height can be approximated from the Belskintgomery formula,

given as
Z, ~ CU,o/ f (3.8)

wherec is a constant (Rossby and Montgomery, 1935). Grymihgl. (2007) suggest a
value ofc = 0.1, however, Pefnat al. (2010) found a constant value ofl® provided
the best fit to the Leipzig wind profile. A similar value was iged by Pehnaet al. (2010)

assuming the dimensionless paramétevas equal to 1.7.
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3.3 Heterogeneous Exposure Correction

3.3.1 Background

The majority of stations providing the greatest temporahatian of measurements are typ-
ically located on airfields. Anemometers located on airfiedde generally sited in near
open-country exposure, however, after initial placemeaall disturbances may arise due

to the expansion of airport facilities or hangers. In addhifiairfields are typically placed
suficiently far from urban or suburban centres, although uripaavel may result in reduced
fetch between the two regions. Correction of observed waeeds () to standardised val-

ues (Ig) allows for the direct comparison of final predicted windege The ratio of the
observed to corrected value is referred to as the corretictor. For the current work,
observed values are standardised to the WMO standard l§g@igyht) and open-country ex-
posure & = 0.05 m). The &ects of heterogeneous exposure can be corrected to standard

open-country exposure by severdfdient approaches of ranging complexity.

The combined fects of upstream heterogeneous exposure can be summartsechs of

an dfective roughness length at the site. THieetive roughness length can be calculated
from the wind profile, turbulence intensity of the wind, orsgjuess at a site. Barthelmie
et al. (1993) compared several of these methods, including déetation of the roughness
length from aerial photographs, and concluded that thehoegs lengths derived from
aerial images gave acceptable results while gustinesstusibdlence-derived roughness
lengths resulted in underestimated wind speeds. The sthddsiation method produced
the greatest errors, however, Vega (2008) notes that thdatz deviation method was ap-
plied to observations further from the surfase34 m) for a threshold wind speed intended
for measurements at 10 m. The measurements used for thetadeViation method are

likely a result of combined mechanical and thermal mixingadidition, a single factor was
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selected to represent the ratio of the standard deviatitimeofvind to the friction velocity
which likely requires additional consideration of the imapaf the transfer functions of the

measurement instruments on the wind spectrum.

By deriving roughness lengths from wind measurements, anesasily evaluate changes
of roughness over time or identify periods potentialfieated by local sheltering. Wind
profile-derived roughness lengths are ideal, however,aotmre the availability of such in-
formation is limited to locations where towers are instruee at multiple heights. Rough-
ness lengths derived from the standard deviation of the wainirbulence intensity, require
measurements obtained with a sampling frequency which shrgeeater than the hourly
measurements obtained for the current work. Stations witicgent data to perform such
an analysis are available from ASOS for the US, whereas apeunode equivalent is cur-
rently unavailable. Roughness lengths can be derived fugstirgess if sfficient gust wind
speed data is available for a specified location using msthozposed by Wieringa (1973,
1976) and Beljaars (1987). Application of the latter to AS@%a is discussed by Masters
et al.(2010).

The gustiness-derived roughness length method is prdféareéhe current work as it does
not require knowledge of the exact anemometer locatioutfirout the operational lifetime
of the station. The method requires knowledge of the gusbrffachich, when calculated

for each wind azimuth, requires the assumption that thewgunst speed is from the same,
or very nearly same, direction as the mean wind speed. Theasgsulting gust factor is
representative of exposure and terrain conditions in treeyaend azimuth. Verkaik (2000)
compared the two methods and found Wieringa’s gustinesehtogroduce larger correc-
tion factors than Beljaars’ model. For a mean averaging oi&0-minutes, Wieringa’s

model produced correction factors approximately 3 to 1@qmrlarger than Beljaar’s
model. Neither of the models were able to fully account foharge in the measuring

chain. Overall, the study identified thefldirences between the two models but was unable
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to evaluate the accuracy.

Preliminary investigation found that the majority of staus in the current work provide
insuficient gust wind speed observations at high mean wind speetthe inon-dominant
wind directions. In addition, documentation defining tharettteristics of existing measur-
ing chains is largely unavailable. Thus, to maintain theidgy that a consistent method-
ology is an important factor in the estimation of 50-yeauretperiod wind speeds, the
only alternative for the current work is to calculate a coti@n factor based on land use
land cover (LULC) information. A simple approach to corregtexposure at a site to the
reference height and roughness length considers only tighthef the anemometer and
roughness length at the site. However, it is known that ceamgupstream roughness can
have a significant impact on the wind profile. Letchfetdcal. (2001) have shown that up-
stream roughnesstects can be significant, thus, correcting by both directimhdistance
is desirable. More sophisticated models exist which cateuthe &ects of non-uniform

surface roughness on the boundary layer by both distancdisetdion.

Two approaches which model th&exts of non-uniform surface roughness are: internal
boundary layer (IBL) models and two-layer (TL) models. IBlodels assume that follow-
ing a change of roughness, a new internal boundary layefonit that is in local equilib-
rium with the new exposure. Above this layer the wind profmains in equilibrium with
the upstream roughness. Between these two profiles exisamsition region where the
wind profiles from above and below are assumed to blend sryod#¥ith knowledge of
the model equations, surrounding roughness and anemoh®aggt, it is possible to cal-
culate the &ect of these changes of roughness on the wind profile at aplartiocation.

A model accounting for upstream roughnefigees was proposed by Deaves (1981) based
on the Deaves and Harris ABL model described in Section 3¢bk@1985) proposed a
series of correction factors which account for various etsp@fluencing a site and is here

referred to as the Deaves and Harris IBL model. The DeavedHands IBL model was
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shown by Cook (1997) to greatly reduce the directional vex@ain comparison to assum-
ing uniform exposure; reductions in variance were not asiogint for sites fected by

topography.

TL models focus on two regions, a lower surface layer and geulayer. The height at
which these two regions meet is identified as the mesolevalemding height (Wieringa,
1976, 1986). TL models consider thgexts of the local roughness within the surface layer
and the mesoscale roughness, which is representative afex legion, within the upper
or macrolevel. Through consideration of these roughnffiests, model equations, and a

given height, the resulting wind speed at a particular locatan be determined.

The TL model of Wieringa (1986) can be used to predict the wmekd profile over multi-
ple changes of roughness. An approximation to the arearwithich the roughness length
contributes to the surface flux was incorporated into theehbg Verkaik (2003). The
combination of the TL model proposed by Wieringa (1986) drelfbotprint approxima-
tion of Verkaik (2003) is here referred to as the Hydra TL mo¥erkaik (2003) reported
relative errors in wind speed predictions of 10 to 15 perbeihexpected better results after
revision of the model. Many of the stations for which meadwed estimated wind speeds
were compared, were located on the coast and some largaatistdand. The model was
validated by using observations from multiple locationsatzulate a macrolevel windfield,
then interpolating the wind speed to a separate site and@ongpthe estimate to recorded

data.

Over large changes of roughness, Verkaik (2003) found IBide®tend to predict more
abrupt adjustments to wind speeds within short distaness, than two kilometres, than
TL models. In a separate investigation by Letchfetdl. (2001), wind records from two
hurricanes were compared for two anemometers on the safigédaiil he records showed

similar readings until changes in the wind direction ocedrrDiscrepancies in the records,
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due to the change in wind direction, were related to fifects of nearby woodland. Simu-
lating this change of roughness using the Deaves and Haodelnletchforcet al. (2001)
found that the model typically overestimated the speed spaated with a change from a

rough to smooth surface, predominantly with mean wind spesdpposed to gusts.

In this section, the Deaves and Harris IBL and the Hydra TL et®ds proposed by Cook
(1985) and Verkaik (2003), respectively, are summarisesflipr An alternative model is
proposed which combines the concept of the TL model with thenidg ABL wind pro-

file. For several stations in the Netherlands, correctictofs are calculated for 30-degree
sectors from gustiness- and LULC-deriveteetive roughness length estimates using each
of the three correction methods. Théfdrences between the gustiness- and LULC-derived

correction factors are calculated and compared acroshithe mmodels.

3.3.2 Methodology

Correction factors are calculated for the three exposurection models based on gustiness-
derived dfective roughness lengths and compared to the respectrerton factors calcu-
lated by the three models based on LULC-derived roughnag#is for a subset of stations
in the Netherlands. For stations in the KNMI observatiorwoek, documentation of the
individual station histories, including site, anemomeied chart recorder changes are pro-
vided by Verkaik (2001). Beljaars’ gustiness model is sel@do estimate thefkective
roughness lengths for several reasons. Since the metlovdsdibr selection of the input
wind spectrum, the transfer functions for the anemometdrchart recorder are easily ap-
plied directly to the wind spectrum prior to application bétgustiness model. Accounting
for the transfer functions in this way allows continuous @scdetely sampled observa-
tions to be considered through application of the apprégptransfer function. Conversely,

Wieringa'’s gustiness model is not applicable for discyes@impled data, which comprises
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the majority of the KNMI observation network since convegtto automatic weather sta-
tions in the 1990’'s (Verkaik, 2000). Through applicationB#ljaars’ gustiness model to
the observations at 13 stationfigetive roughness lengths are calculated by direction. The
effective roughness lengths are calculated for 30-degreersdtaving a minimum of 30
gust factor values with a minimum mean wind speed of 16.ror each wind direction
satisfying this criterion, the log-average of the estirdagéective roughness lengths for
the sector is calculated. This method provides a sinfjeeve roughness length for each
direction and is applied for each measurement chain idedtdt the location. If dier-

ent measurement chains were consecutively employed atsastemt mast location, then
the weighted average of th&ective roughness length determined from the measurement
chains was calculated. This final step ensures a sitftgetere roughness length is evalu-

ated for each direction and mast location at the station.

To calculate the LULC-derived correction factors, a geppgrainformation systems (GIS)
tool has been developed to sample a LULC database by disamalcdirection from a site

of interest. The Coordinate Information on the Environm@®RINE) LULC database

is a Europe-wide 44 class LULC raster database developéeaeburopean Environment
Agency (EEA) and is selected for the current work. The dagalveas created by compil-
ing LULC databases from individual countries using a comrnmamework. In theory, the

common framework should provide fairly consistent resulise version of the CORINE

database used in this study has a pixel resolution of 100 n@@yriwhere each pixel con-
tains an integer value representing one of the 44 LULC ctasEaking into consideration
both the various land cover nomenclature set out by the CERIdbtumentation (Bossard
et al, 2000) and a review of roughness lengths by Wieringa (19898ghness lengths are
assigned to the 44 LULC classes as shown in Table 3.4. Gatbyldler (2007) and Sacré

et al. (2007) also use the CORINE LULC database to assign rougheegths. A few

variations exist in the assignment of roughness lengthsdest the studies, however, the
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Zo[m] CORINE LULC Classes

0.003 331, 332, 335,511, 512,521, 522, 523
0.005 333,422,423

0.010 412,421

0.034 142,231

0.05 124,213,321, 322, 334,411

0.06 211,212

0.10 121,132

0.15 211,222,223, 241, 242, 243

0.25 131,133,323

0.3 244
0.5 122,123, 141, 324
0.6 112

1.0 111,331,312,313

Table 3.4: LULC roughness assignments

values overall show good agreement. The selected CORINdbase is for the year 2000,
which is the only version to include the UK. Given the dat&hasepresentative of a single

year, the current analysis will not account for any chandesughness over time.

Due to the coarseness of the CORINE LULC pixels, radial bafdbe sampling grid
have a minimum thickness of 0.2 km. Bands nearest the sitenaaéler, while outer bands
are much thicker. The sampling grid extends to a distancé & and bands range in
thickness from 0.2 km to 2.5 km. Twelve 30-degree sectorsansidered for which the
logarithms of the roughness lengths are area-averageddbrsegment of the band within
a sector. The process provides a singlective roughness length representing the cell,
which has been shown to be an adequate estimate offéwiee roughness length by Tay-
lor (1987). An example of the sampling grid and underlyingRB®E LULC raster for
Den Helder Airport, De Kooy, NL is shown in Figure 3.6. Thel@eling sections provide

brief summaries of the equations for each of the models dssmlihere.
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Figure 3.6: CORINE LULC and sampling grid (meso- and loaals) for Den Helger
Airport, De Kooy, NL (WMO 06235)

3.3.3 Deaves and Harris IBL Model

Parameters known as S-factors are utilized to account f@rakaspects including height
(Sz), site exposureSg) and fetch §x). It is the net &ect of these factors which allows
for manipulation of wind speed data. The mean wind speedleslated using the Deaves

and Harris S-Factors is given by the equation

U = Sxin-mj---Sx{c-b) Sx{b-a}Sz{a} SE(aUs (3.9)

whereu is the mean wind speed at anemometer hemyhk is the basic wind speed at
heightzg for roughness length, g, n denotes the furthest upstream roughness gaadhe
site roughness. The S-factors as given by Cook (1985) aezrdited from the following
expressions

Height Factor

_ In@/20) +5.75@/70) — 1.875@/20) — 4(2/%0)°/3 + (2/20)" /4

Sz In(10/20)

(3.10)
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wherez, is the height of the ABL for roughness length

Exposure Factor

_ [In(Zh’B/ZO’B + 279] In(lO/Zo)
& = IN@no/z0 + 2.79]IN(10/ 20,5

wherez, g is the height of ABL for the basic roughness.

Fetch Factor

SX{j—)i} — [1 ln(ZOJ/ZO,I) ] In(lO/ZOJ) SE,j

042+ Inmy | In(10/z;) S;

43

(3.11)

(3.12)

where j andi denote the upstream and downstream profiles respectivelynais calcu-

lated as

Mo = 0.32X/ [2g;(In Mo — 1)]

whereX refers to the distance of the site downstream of the changaughness.

(3.13)

The height of the ABL is calculated through iteration of thietfon velocity and the mean

velocity profile. One final calculation is necessary to daiae which IBL is controlling

the wind speed. A simple approach assumes that the transggion between IBLs has

zero thickness. For smooth to rough transitions, the wireedpgs determined from the

smallest value of the profiles as calculated by Equation &, for a rough to smooth

transition, the largest value.
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3.3.4 Hydra TL Model

Prior to the calculation of wind speeds, the Hydra model gtroximates a local and

mesoscale footprint. For each cell, the dragfioent is calculated from

K

= - @ 3.14
N/ Zoe D) (3-14)

Cq

wherezy, is the blending height chosen by Wieringa (1986) to be 60 mzgpd is the
log-averaged féective roughness length of the cell. The average draficmat for each

30-degree sector is then expressed as

,  TW(x/D)Cq

4= WD) (3.15)

where weighted averages are calculated based on the disibacell from the site as
W(x, D) = exp(x/D) (3.16)

wherex is the distance from the site amlis given by Verkaik (2003) to be 600 m and

3000 m for local and meso-scale footprints respectively.

Two differences exist between the calculation of thiective roughness lengths in the cur-

rent work and the Hydra model:

o Verkaik (2003) proposed 5-degree wide sectors for wi@¢hs smoothed using a
weighted moving average considering three sectors orreitthe of the centre sector.
In the current work, all sectors are 30-degrees and are nmthred as the resolution
of the LULC grid is significantly more coarse.

e Verkaik (2003) used the Charnock relation to account focifag relation for water,

whereas a single fixed value has been assumed here.



CHAPTER 3. SIANDARDISATION OF WIND SPEED DaAta 45

Once an #ective drag cofficient has been calculated for the local and mesoscale foot-
prints, the &ective roughness lengths are solved for. From the loffactve surface

roughness, the mesolevel wind is calculated as

In(Zon/ %,s)] (3.17)

In(z/z,,)

Umeso= U X [

whereu is the surface wind speed at anemometer hezginid z, ; is the local &ective
roughness length. Incorporating the mesoscéiéetve roughness lengtlz(,)) the friction

velocity is given by
U, m = KUmesd |n(th/Z;,m) (3.18)

Once the friction velocity is known, the macroscale wind barcalculated as

Umacro = (U./) [ln ( f;:m) - A] (3.19)

whereA = 1.9 andB = 4.5 for neutral conditions. By reversing this process andragsyl
thatz,,, = z,s = 0.05 m andz = 10 m, the basic wind speed can be calculated and an

appropriate correction factor determined.

3.3.5 TL Model: Gryning ABL

The dfective local and meso-scale roughness lengths are cadulathe same manner
as in the Hydra model. In place of extrapolating the measwiad speed using the log-
law and geostrophic drag law in Equations 3.17 and 3.19, tlyaisg ABL wind profile
is utilised. The boundary layer height is calculated iieedy based on the observed wind
speed and thefiective local roughness length using the equations outlim&ection 3.2.2.

The velocity at the blending height can then be calculatedth@ boundary layer height is
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once again determined iteratively using the mesoscalehreess length. Once the bound-
ary layer height is known, the velocity at the top of the baamydayer is calculated, and
is assumed to the be representative of the gradient windisgé® boundary layer height
for the base roughness length is then calculated itergtagduming an equivalent gradient
wind speed. Once the boundary layer height has been deetntine equivalent 10 m

wind speed and related correction factor are calculated

3.3.6 Beljaar's Gustiness Model

Given mean wind speag the gust wind speeddcan be written as

O=0+(0-0) (3.20)

from which the gust factor is defined by

g (3.21)
u u _
_ 14 QU (3.22)
u oy
—1+ g% (3.23)

whereg is the peak factor or normalised gust amg/u is the turbulence intensity. The

mean value of the peak factor is equal to

g=2InvT)Y2+05772(2InvT) /2 (3.24)

whereT is the averaging period of the mean wind speed ansl the zero-crossing or

cycling rate defined as
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f £2S(f) df
2 _ JO
4

i j:OS(f)df

whereS(f) is the wind spectrum andlis the frequency. For the current work, the Kaimal

(3.25)

(1978) wind spectrum is selected since Beljaars (1987) stdawat at a height of 10 m,
the Kaimal spectrum fit the available data from the Cabauwetdvetter than the wind
spectrum of Hgjstrup (1982). The Kaimal spectrum contaigh lfrequency, transition
and low frequency regions. The high frequency region soalés height, while the low

frequency region instead scales with the height of the bapnidyer (Verkaik, 2000). The

Kaimal wind spectrum is a function of normalised frequenag & given as

z,|\?/3 No 3z
12+ 05/ ) _ v a2
( LI/ 1+31m"° 2z
fSy(f) z|?3 3z 1
= — -p —_ — 2
m (1 +0.755 )0.48(21) 5% <N<3 (3.26)
z 2/3 /3 1
(1+ 0'75E )O.3n n> >
wheren = fz/u, n, = fz,/uand
_ (12 + 0.5|z,/L))%*3 (nb)
p=In [0.44 17 0.75z/L73 In 3 (3.27)

The dimensionless Obukhov length scatél{ is equal to zero for the neutral condition.
The resulting wind spectrum is characterised by the obdemied spectrum and the net
effect of the transfer functions of the anemometer, chart dsrand averaging time. The

transfer functions of the anemometer and chart recorder are

Tanen(f) = [1 + (erd/a)z]_l (328)
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Trec(f) = [1 + (2rftied?] (3.29)

whered is the response length of the anemometertagds the response time of the chart
recorder. For an analogue running-average filter, the biperates on a continuous signal

and averages oftasecond gust duratiory(sy, the transfer function of which is

ﬂ'ftgust

Tav(f) = ( (3.30)

A discrete running-average filter averages oMeconsecutive samples with a sampling

period ofA giving

Tav(f) = (3.31)

i sintfAN)?
N2\ sinafA | °

The final wind spectrum can be written as a combination of theral wind spectrum and

the net &ects of the transfer functions giving
S(f) = Taner‘r{f)Trec(f)Tavg(f)Su(f) (332)

The properties of the anemometers and the chart recordeadyshe KNMI can be found
in Verkaik (2000) and Verkaik (2001). The turbulence intgng Equation 3.23 can be
rewritten as a function of the low-law and the integral of kemal wind spectrum which

equals

_ Tul (3.33)

[ reres) ] «
_Uo [ df] [In(z/zo)] (3.34)

By substituting Equations 3.24 and 3.34 into Equation 3r&Bansidering the ratio of the

observed gust to mean wind speeds, tiieative roughness length can be solved directly.
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3.3.7 Results

Correction factors are calculated for 13 stations usingetaxposure correction methods
based on gustiness- and LULC-derived roughness lengthsmtoage the performance of

each model. The percent error for each model is calculated as

_ |C I:Iulc - CFgustinesJ;
C Fgustiness

(3.35)

whereCFy,c andCFysinessare the LULC- and gustiness-derived correction factonsees
tively. The mean percent error for the tested models alotigtive 10" and 90" percentiles
are summarised in Table 3.5. The TL models provide lower npegicent error than the
Deaves and Harris IBL model and do not exhibit nearly as lagtgtive errors at the 90

percentile.

A radial plot of the correction factors as calculated by tmeé models compared to the
correction factors determined from the gustiness moddD&m Helder Airport, De Kooy,
NL is shown in Figure 3.7. The correction factors from thetmess-derived roughness
lengths for the three exposure models were nearly identloalargest dference between
the maximum and minimum correction for a sector being 0.02e dverage of the three
gustiness-derived correction factors is shown and coreiidée observed correction factor.
The Deaves and Harris IBL model quite clearly over-predibts correction factors for
the sectors of 210 to 270-degrees by approximately 0.1. Plseream exposure in the

corresponding wind directions is open-country for the majoof a 5 km fetch before

Model Mean Error (%) 10 Percentile (%) 99 Percentile (%)
Deaves and Harris IBL 9.5 1.0 21.3
Hydra TL 6.5 0.9 13.7
Gryning TL 7.5 1.2 14.9

Table 3.5: Comparison of the relative error from IBL and TLdwbcorrection factors
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180°

Figure 3.7: Directional exposure correction factors fonBelger Airport, De Kooy, NL
(WMO 06235)

reaching the North Sea. Thus, the over-prediction of theection factor corresponds to
an under-prediction of the slowdown associated with a smtmtough transition. The
gustiness-derived correction factors from all three me@eld the TL model correction
factors calculated from LULC, indicate that at 10 m heiglatwind speed in the boundary
layer is nearly in equilibrium with the local open-countypesure. A correction factor
of 1.1 calculated from the Deaves and Harris IBL model based WL C indicates the
model has not achieved equilibrium with the local exposuré & still afected by the
North Sea. The model indicates the wind speed is 10 perceategrthan the wind speed
observed once equilibrium with the local exposure is addevThe diference between
correction factors from the TL and IBL models with increagfatch for a smooth to rough
transition is shown in Figure 3.8. The correction factors ealculated for an idealised
smooth to rough transition where the smooth exposure is-o@ger ¢, = 0.003 m) and
the rough exposure is open-countgy £ 0.05 m). The TL model clearly experiences rapid
adjustment to the downstream exposure as the correctitor f@aches unity within 10 km

for wind observations at 10 m height. The IBL model expergsnmuch slower adjustment
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Figure 3.8: Comparison of correction factors for a smoottot@h transition

to the downstream roughness after 1 km, in fact at 55 km therf®idel has reached a
correction factor of 1.04. The Deaves and Harris IBL moded baen shown by Cook
(1985) to require fetches in excess of 100 km to achieve iequin with a downstream
homogeneous exposure. Correction factors for sectors ¢d 320-degrees show much
better agreement as the upstream open-water exposurersxapately 1.0 km, which

falls in the region where the models exhibit similar con@us.

Due to similarities between the Deaves and Harris ABL andhidiy ABL models shown
in Section 3.2 for wind profile fits to the Leipzig wind datagtdifferences between the
IBL and TL exposure correction models arise entirely frora way the models consider
the upstream roughness and fetch. Based on the simildrétesgeen the two ABL models,
application of the TL model framework incorporating the Besiand Harris ABL model

would likely produce similar results to the Gryning TL model

Between the two TL models, the Hydra TL model performs slighetter than the Gryning
TL model, however, the Hydra TL model exhibits a much smaléerge of correction
factors than the Gryning TL and Deaves and Harris IBL modedalance both the range

of correction factors and relative error, the Gryning TL rabib selected to correct for
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heterogeneous exposure. The Gryning TL model exhibitsivelarror statistics similar to
those of the Hydra TL model and a range of correction factondar to the Deaves and

Harris IBL model.

For the current work, correction factors are calculatedalbstations by direction using
the Gryning TL model. Correction factors are calculated applied accordingly for ad-
ditional measuring heights and mast locations throughwibperational lifetime of each
station. Where no information was known regarding the m@aguneight at a location,
the anemometer height was assumed to be 10 m. Correctiormsed on the periods
and changes identified by the ACMANT algorithm of Section.3.ib conjunction with
the available documentation. As previously mentionedy#rsion of the CORINE LULC
database is for the year 2000, thus, the assumption is egijthat corrections based on
the LULC at existing mast locations are representative efsike conditions at the time.
The distribution of correction factors for all stations aticections is shown in Figure 3.9.
The majority of stations have a correction factor near unibych is consistent with the

assumption that anemometers should be sited in open-gaexgosure.

For both the LULC- and gustiness-derived correction factbere are considerable sources
of uncertainty. The gustiness-derived corrections aredas a gust factor which is vari-
able and wind observations which are susceptible to Idtates from neighbouring struc-
tures. The LULC-derived corrections are based on genehlit)LC classifications and a
single roughness length for each class. Many of the anensosnate located on airports
which are assigned a single roughness length despiteivasdietween airports concern-
ing the length of grass and proportion of runways and strestuLastly, the 100 m grid
resolution provides indticient spatial resolution to identify the localiseffieets which will
contribute to the gustiness-derived corrections. Comisigehe numerous sources of un-
certainty, relative mean error estimates of 6 to 10 percenbbdth TL and IBL models

are not unreasonable. However, it has been shown that fuerdahditerences do exist
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Figure 3.9: Distribution of correction factors

between TL and IBL models at moderate fetches for large meg$ changes. The inade-
guacy of performing a simple correction, which only conssdée site exposure, is clearly

shown by the variation of the correction factors with directin Figure 3.7.

3.4 Disjunct Sampling Correction

3.4.1 Background

Disjunct sampling concerns observation stations whicmatesampling hourly. Depend-
ing on the sampling frequency, a gap of several hours may legigeen consecutive mea-
surements. When carrying out statistical predictions ¢fezme wind events, the maxima
of representative subsets are required. The extractionaafma from a time history of
hourly observations may yield larger maxima than obseswatrecorded every three hours
since peak wind speeds may have occurred during interimshducorrection is therefore
required to adjust maxima from stations which are not reogréiourly. A similar argu-

ment is valid for adjusting a 10-minute mean in the 10-mimpeégod prior to the hour to



CHAPTER 3. SIANDARDISATION OF WIND SPEED DaAta 54

a continuous 10-minute mean, however, given the resoluidhe data available for the

current work, the additional correction is unattainable.

A simple approach to accounting for disjunct sampling waglaned by Frank (2001).
Three months of continuous data were extracted and 10-enme&an wind speeds were
calculated from measurements at heights of 44, 77 and 125 subAet of observations
taken at six-hour intervals was extracted and the maximundwpeed from the subset
was compared to the true maximum wind speed. The maximumeosi#ihour interval

measurements was found to be approximately 89 percent arfudaenaximum.

Two methods which account for disjunct sampling, one thiszakand one empirical were
suggested by Larsén and Mann (2006). Both methods are leapidieing applied omni-
directionally or sector-wise. The methods provide an est@nof the ratio of the mean
annual extreme extracted frontighour sampling interval to the true mean annual extreme.
For the current work, fitting and estimation of the integrale scale from the measured
spectra for every station is not ideal. Since the empiricgthmd was shown to provide good
estimates of the theoretical method for the omni-direci@ase, the method is described

here. The ratio of the mean annual extremes is calculated as

Uﬂ’max = b - a(log(s))? (3.36)

umax

where s is the sectoral frequency. The empirically derived values fanctions of the

sampling interval and equal

a = 0.0209¢y — 1/6)%46%’ (3.37a)

b=1-0.0342¢; — 1/6)>>3% (3.37b)

Practical consideration of disjunct sampling and a symoptnd climate suggests an ap-
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propriate correction factor is dependant upon samplirgrwat and will likely exhibit wind
speed dependency. High wind speeds associated with stepmgssions are generally sus-
tained for prolonged periods depending on the severity@&tbrm. In this situation, it is
reasonable to assume that for increasing wind speed thgreaser correlation between

recorded maximums regardless of sampling interval.

The correction models of Frank (2001) and Larsén and Ma@@gRdo not allow changes
in sampling interval, which occur throughout the year, toaceounted for. In the situ-
ation where years exhibit mixed sampling intervals, cdroes should be based on the
largestty-hour sampling period. Alternatively, a method which cdess monthly maxima
recorded at a specific sampling interval and separated by speed is preferred. Appli-
cation of the process to each month allows the annual maxitoupe determined from
the adjusted monthly maximums. Carrying out the processdmytimallows all years to be
utilised regardless of changes to the sampling intervalutjinout the year. To investigate
the influence of disjunct sampling on extracted maxima, apiecal model is derived in

the following section.

3.4.2 Methodology

Monthly maxima are extracted from all stations for monthsakthave greater than 22

observations per day. The extracted monthly maxima aremetontinuous maxima, thus

the corrections presented here are in relation to 10-mimetn wind speeds recorded dur-
ing the 10-minute period prior the hour. For each of the tesyl74273 months, maxima

are extracted for two-, three-, four-, and six-hour sangpiirtervals and daytime observa-
tions only. The extracted disjunct maxima are sorted by$wind speed increments and
sampling interval. The mean ratio of the disjunct maximurtih&‘true’ monthly maximum

are calculated across each wind speed bin and samplingaht&iird-order polynomials
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are fit to the ratios across all wind speed bins to form cowadactors which are a function

of wind speed.

3.4.3 Results

The resulting correction factors from the analysis are showFigure 3.10 and the cor-
responding equations are presented in Table 3.6. For casoparthe empirical model
provided by Larsén and Mann (2006), given by Equation 3d@&He irrespective of di-
rection case, yields correction factors of 0.953, 0.94930.and 0.912 for two-, three-,
four-, and six-hour sampling intervals. These values apwad well with the six-hour
sampling interval correction from Frank (2001) and the entrcorrections at 12.5 fs
Direct comparison of the correction factors should be peréa with caution as the values
provided by the model of Larsén and Mann (2006) are meardfpfication to the mean
annual maximum and the corrections provided here are apigimonthly maxima. Since
the correction factors determined by Larsén and Mann (RA@fich with the lower wind

speed estimates considered here, application of the tomdactors from Equation 3.36
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Figure 3.10: Disjunct sampling correction factors
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Sampling Interval Correction Factor
2 7.02-10°u3, - 5.13- 10U, + 1.31- 10 “Ugps + 8.66- 1071
3 155-10°u3, — 1.12- 1073U2, .+ 2.79- 10 2Ugps + 7.35- 107"
4 108-107°u3, - 8.01- 107*U2, .+ 2.17- 10 2Ugps + 7.59- 107"
6 148-10°u3 - 1.12- 1073u2, .+ 3.11- 10 2Ugps + 6.58- 107"
Daytime —2.93-10°u3 + 1.71- 102 - 1.56- 10 3ugps+ 9.70- 107

Table 3.6: Disjunct sampling correction factor equations

appear to be conservative for strong winds. THeéedénces may not be as large if an addi-
tional factor is applied to the current results to accountfie adjustment from hourly to

continuous sampling.

The correction factors shown in Figure 3.10 approach uniti wmcreasing wind speed
across all sampling intervals. Given the correction faegproaches unity for high wind
speeds, the results indicate that wind observations dihiege events are representative
of the true maximum regardless of sampling interval. Thtmnger wind events likely
exhibit wind speeds sustained for increased durations. ekample, when sampling at
6-hour intervals the greatest possible duration betweermdmum wind speed and an
observation is 3 hours. Kasperski (2007) similarly founat tstrong frontal depressions
lasted on average three hours with the second and third beens exhibiting wind speed
ratios of approximately 0.97 and 0.93 the maximum event vgijpeled. The results here
suggest that for up to 3 hours adjacent an event maximum,iibereed wind speeds are
nearly as strong as the maximum wind speed when the maximgneager than 25 ys.
High wind speed events which exhibit sustained wind spessldiréked to several ETCs
affecting Europe including the Great Storm of 87 (October,7)9&e Burns’ Day Storm
(January, 1990) and Anatol (December, 1999).



Chapter 4

Statistical Methods for the Estimation of

Extreme Winds

50-year return period wind speeds are representative addralatdised wind speed with
annual probability of exceedance of 0.02. fiRuent observations are rarely available to
determine wind speeds at high probabilities of exceedamcgiiring statistical methods
to extrapolate the relationship between exceedance pitpamnd wind speed. The tra-
ditional approach to extreme value analysis in the wind me@giing community is to base
predictions on annual maxima and extrapolate using the @uexireme value distribu-
tion, a case of the generalised extreme value distribute#MD). Current methodologies
have utilised larger datasets by considering storm maximpaak-over threshold methods
(Kasperski, 2002; Miller, 2003; Sackdt al., 2007). The following chapter provides an
overview of the statistical methods traditionally used gy wind engineering community,

and proposes the use of advancements available from th@fieldreme value statistics.

58
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4.1 Classical Extreme Value Theory

Given a sequence of observed wind data {x,, ..., X,}, measured with consistent tem-
poral frequency, the series is traditionally assumed todeatically distributed random
observations of the Weibull distribution, a generalisatd the Rayleigh and Exponential
distributions. The series may also satisfy independenperaéng on the sampling inter-
val of the observations and the scale of local meteorolbgiceesses. Classical extreme
value theory aims to estimate the behaviour of the uppeotafiie parent distribution. In
general, maxima of a representative subset are assumedrtiddpendent and identically
distributed random observations, although a site subgeet tmixture of meteorological
processes may violate the latter. By defining and fitting atiing distribution to extracted
maxima, estimates for various probabilities of exceeda@aoebe calculated. In the field of

engineering, the probability of exceedance is often carsidlin terms of the return period.

The most common statistical distributions used to modekexé values of synoptic winds
by the wind engineering community are the Gumbel distrdoutor extreme value distri-
bution (EVD) type |, and to lesser extents, the EVD type llitl@eneralised Pareto distri-
bution (GPD). The EVD types | and Ill are part of the GEVD fagnathich is traditionally
applied to annual maxima, although the distribution haslzgplied to other block max-
ima. Application of the GEVD to annual maxima discards adaagnount of potentially
useful wind data for a single value each year. Alternatiyerepches have been proposed
which utilise a much greater percentage of the data by cenagl storm maxima (Cook,

1982; Harris, 1999, 2009) wrlargest order statistics (An and Pandey, 2007).

The GPD is a threshold method which makes use of all data ow#oaen threshold,
allowing more data to be utilised than a block-maxima apgnoaThe selection of an
appropriate threshold can often be challenging. Mean waside plots of extreme wind

data rarely exhibit clear linear behaviour, resulting ie 8election of a threshold which
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proves to be intractable in many cases. The proper seleatiarthreshold for the GPD
requires a somewhat more extensive process. Stability pfatach parameter over a range
of thresholds with 95% confidence limits should be produd&ehinning with the largest
potential threshold on the stability plot, fit a straighi#iwith zero slope through as many
consecutive thresholds as possible. The last value whictessfully fits the line should
provide an ideal threshold. Alternatively, more sophaiéd methods exist. One such
method developed by Dupuis (1998), incorporates the usgaoft estimators for assessing
threshold selection. Unfortunately few, if any, of the gireld selection methods are easily
automated to facilitate the number of locations considergde current work. In addition,
the use of the GPD is still widely debated in the wind engimgecommunity, see Holmes
and Moriarty (1999), Cook and Harris (2001), and Harris @00For these reasons the

GEVD is selected for modelling extreme synoptic winds.

4.1.1 Generalised Extreme Value Distribution

The basis of the GEVD was established by Dodd (1923) who iiteshta relationship

between the asymptotic growth of the maximum of a set of ieddpnt and identically
distributed random variables and the rate at which the tali@® parent probability density
distribution approaches zero. Fisher and Tippet (1928tlcoied that the behaviour of a
series of identically distributed extreme values appreadhat of one of three families,
EVD types |, Il and IlI, referred to as Gumbel, Fréchet andiW# respectively. The three
distributions were later formed into a parametric model by Wises (1936) where the
cumulative distribution function, given parameter ve@on parameter spad® (6 € 0),

is written as

Fo(X) = exp{— [1 ; g(X?T“)]_M} for x: 1+ &(X—pu)/o-> 0ando > 0 (4.1)
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wheref = [u o £]" and the parameters are the location, scale, and shapetieslyedhe
value of the shape parameter determines the associatelg farmoh that EVD types I, I,
and Il correspond to the casés= 0, ¢ > 0 and¢ < O respectively. The EVD type I
is typically considered inappropriate for predicting exre winds as it results in a lower
bound and rapid growth with decreasing exceedance pratyalbiarris (2004) argues the
EVD type lll should be abandoned as significance tests iteliteat a null hypothesis of
the shape parameter equalling zero is accepted and therappeaf a EVD type lll is the

result of a poorly converged EVD type | due to ifistient data.

The Gumbel distribution (EVD type 1) is a special case of tHe&B and is defined as the

limiting form of Equation 4.1 as the shape parameter appreszero{ — 0) such that

Fo(X) = exp{— exp[— (X%‘_'u)]} (4.2)

is defined for alix and@ = [u o]". Several methods and estimators exist for fitting the un-
known parameters to a given dataset and are covered in 84c20oThe equations defining
additional statistical properties such as the probabdépsity function of the GEVD are

provided in Appendix B.1.

4.2 Estimators

Several classical estimators exist which appropriatefynege unknown parameters of a
distribution, either graphically or numerically, for a sffec dataset. An estimator is a
function of the observed data which is utilised to estimé&i tnknown parameters or
estimands. Graphical or least-square methods have beenidadly preferred in the field

of wind engineering over numerical methods. One of the ag=bahen using these methods

is the selection of an appropriate plotting position. Thigioal plotting position given by



CHAPTER 4. SratisticAL METHODS FOR THE ESTIMATION OF EXTREME WINDS 62

Gumbel (1958) as

i
N+1

F(x) = (4.3)

has been considered biased and is often replaced by theglpdisition given by Gringorten

(1963) as

i—044

F) = o

(4.4)

The debate of the appropriate plotting position has beesnticrevisited and is ongoing,
see Makkonen (2006), Makkonen (2008), and Cook (2011). &ly¢he methods typi-
cally applied by the wind engineering community to calcaildite fitted parameters of the
extreme value distribution are outdated when one consitiergfficient numerical esti-
mators utilised by statisticians. The plotting positiomat is extraneous considering the

statistical techniques which are available to directlys@stimands (de Haan, 2007).

In the field of extreme value statistics, the method of mosé@toM), maximum likeli-
hood estimators (MLE), and probability weighted momenW®) are established estima-
tors. Despite the general disregard for such methods by ithe @ngineering community,
in the field of statistical modelling of extremes, the methagde considered classic when
one considers current research. Updated methods includeabgias-robust estimators

(OBRE) and Bayesian methods.

Parameter estimation using MoM is carried out by solvinggbpulation moments (e.qg.
mean, variance) using the sample moments. The estimatasily diased as calculation
of the sample mean can be sensitive to outliers for small Eampes. An alternative to
MoM which is less sensitive to outliers is PWM. PWM belonghe family of L-estimates
introduced by Greenwooet al. (1979) and further developed by Landwaedtral. (1979)

and Hoskinget al. (1985). L-estimators tend to be less sensitive to outliees tother
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classical estimators as they are calculated from lineastioms of the data, rather than the
individual values (Hosking, 1990). The estimatdifelis from conventional moments since
the estimates are calculated from linear combinationsadre@d data. Hoskingt al.(1985)
show that PWM have reduced bias, which often provides ardjgtte observed data than
MLE. Alternatively, Dupuis and Field (1998b) found PWM camlased by a single large
event, thus, the authors suggest the use of OBRE. OBRE aifguatrextension of MLE
which produce similar parameter estimates as PWM and peoatttiitional information

describing the quality of the fit to each observation.

4.2.1 Maximum Likelihood Estimators

MLE were introduced by Fisher (1912, 1922) and were appbdte¢ GEVD by Jenkinson
(1969). Huber (1964) proposed a generalisation of the MLE blass of estimators called
M-estimators which provides the basis of OBRE discussecenti@& 4.2.2. The formu-
lation of the MLE is summarised here in the context of M-estions, the general form of

which is given by Huber (1964) as

min >" p(x; 6) (4.5)
i=1

wherep is an appropriate function. An estimate of the parametensmising Equation 4.5

are calculated by setting the derivativecoexpressed as

Y(x 0) = %p(x, 6), (4.6)

equal to zero and solving the resulting implicit equation

> w(x:6) = 0. (4.7)
i=1
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In the case of the MLE, the general form of the M-estimatongveritten as a maximum

by taking the negative value of the functiprgiving

maxz —p(x;, 6). (4.8)
i=1

The parameters which will maximise the likelihood functidefined as

L(0; X) = fo(Xq, ..., Xl6) (4.9)
- 1—[ fo(x) (4.10)
i=1

are then sought. Equation 4.9 can be written in the form dyelBquation 4.10 providex
satisfies independence. By taking the logarithm, a monotoansformation, of Equation

4.10 the log-likelihood is written as

logL(@; x) = Zn: log fa(X). (4.11)

i=1
Thus, the function described in the general form of the Mrestiors is equal to
o(X;0) = —log fe(X). (4.12)
and its derivative, defined by Equation 4.6, equals
0
Y% 6) = -5 109 fo(X; 6) (4.13)

which is commonly referred to as the maximum likelihood ssdunctions(x;; #) (Hampel

et al, 1986). The score functions for the GEVD are derived in Aplpe.1.



CHAPTER 4. SratisticAL METHODS FOR THE ESTIMATION OF EXTREME WINDS 65

4.2.2 Optimal Bias-Robust Estimators

The most significant shortcoming of the classical estinsitothe lack of robustness. De-
pending on the number of observations, small deviations fiite underlying model can
greatly dfect the estimands if the influence function (IF) is unboun@gpuis and Field,
1998b). By bounding the IF of an estimator, small contanmmet in the data will not
largely dfect the outcome of the estimator. The influence functiondrgéneral form is
provided in Appendix B.2.1. To mitigate the influence of @ans from the assumed
model, robust estimators are based on the data that are tsllthe model. Observations
not well fit by the assumed model are therefore weighted |ahem those fit well by the
model. OBRE have been successfully applied to environrherteemes such as temper-
ature (Dupuis and Field, 1998b) and wind measurementsraatdrom buoys moored in

the Pacific Ocean (Dupuis and Field, 2004).

The M-estimators discussed in Section 4.2.1 form a stapwoigt for OBRE. The IF of
MLE is unbounded as a result of the score function, given byafiqn 4.13, being un-
bounded inx (Dupuis and Field, 1998b). An overview of the IF for MLE is pided in
Appendix B.2.2. To construct a bounded influence functionife MLE, a bounded version
of Equation 4.6 is required which is as similar to Equatiob34the maximum likelihood
scores function, as possible. To bound the influence of gasens not well fit by the
model, the Huber function forms the basis of a weighting fiomc The Huber function
maps values of functiom which are outside the bounds bf(2) to the nearest value on
h.(2) (z — h¢(2), thus reducing the influence of the furthest values (Hdrepal, 1986).

The multidimensional Huber function is given by

he(@) = ZW(2) = zmin(l, ”—‘Z:”) (4.14)

whereW; is the weighting functiong is the robustness constant ajhd || denotes the
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Euclidean norm. When the robustness constant in Equatignetjuals infinity, the MLE is
achieved sinc®V,(x, 8) = 1 for all observations and parameters. The complete denvat
the estimator is provided by Hampstial. (1986) and Dupuis and Field (1998b), while the
resulting bounded estimator and associated algorithnmn&OBRE procedure are provided
in Appendix B.3. The OBRE algorithm provides estimates effitted parameters and the

weight applied to each observation.

4.3 OQutlier Identification

A relatively simple extension of the OBRE algorithm was deped by Dupuis and Field
(2004) to identify observations which are not well fit by ttesamed distribution for wind
data recorded at moored buoys in the Pacific Ocean. The OBRititaim will inherently
downweight poorly fitted observations, however, a procdssinwcan identify and evaluate
the likelihood of such events has additional benefits. Invithnel engineering community,
there has been little discussion regarding how to handlgeoait Designers may choose
to leave a questionable observation in the dataset, whileretmay arbitrarily remove
such an observation. Gatey and Miller (2007) identified &tations where sets of annual
maxima were contaminated by a potential outlier. The rerok#he potential outlier,
and inclusion of the subsequent maximum wind speed obséovdlte year, resulted in an
average reduction of the 50-year return period wind spe&dofrys which changed from
the EVD type Il to EVD type Il and 1.2 yis for the EVD type I. The outliers were not
necessarily errors. In several instances observatiors inded to significant depressions,
such as the Burns’ Day Storm which influenced northwesterofigion January 25, 1990.
Wind measurements from strong depressions may be assbaiditidonger return periods,

such as 100- or 200-year return period events.

The weight applied to an observation by the OBRE algorithra measure of how well
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the observation is fit by the model. Conceptually, the praceddentifies potential outliers
based on the weights of the same ordered point in a seriemofations of the fitted model.

The procedure identified by Dupuis and Field (2004) is oatlibelow:

1. Fit the observed data using the OBRE method to the sel&d&] obtaining esti-
mates of the fitted parameters and weights applied to ea@nai®on.

2. Using the fitted parameters, simulate a dataset equatenasithe observed dataset
from the model distribution.

3. Fit the simulated dataset using the OBRE method, and ctanpeights for each
observation.

4. Repeat Steps 2 and 3 for 1000 simulations.

For a potential outlier in the observed dataset, the weigptied to the observation is
compared to the weights of the simulated data for the cooredipg ordered data point.
That s, the weight of thgh highest observation is compared to the weight oftinbighest
data point within each simulation. By forming an empiricaitdbution of the weights from
the corresponding ordered point, an approximaiealue for the observed weight can be
calculated. If thep-value of the weight is smaller than the fifth percentile rthieere is

statistical evidence that the observation is an outlier.

Once an outlier is identified, caution is required when drgygonclusions from the results.
The detection scheme identifies points that are not fit wethbymodelled distribution and
provides statistical evidence that an observation is inda®utlier. The analysis does not
identify, or omit the possibility, that the data point is au of measurement error, alterna-
tive meteorological mechanism, from a longer return peaoahcorrect choice of model.
Additional sources of information such as neighbouringtamns or historical records may

require examination to aid in identifying the underlyingisa of an outlier.



CHAPTER 4. SratisticAL METHODS FOR THE ESTIMATION OF EXTREME WINDS 68

4.4 Results

4.4.1 Annual Maxima

The OBRE procedure discussed in this chapter is appliedttefiEVD type | to the surface
observation data obtained from the ISD. For each measutestaion, the distribution is
fit to the annual maximum wind speeds. The maxima are exttaaarly based on a full
seasonal cycle, from 1 May to 30 April, to ensure a singlengfneind season (winter) is
not divided between two annual blocks. In addition, a mimmaf 72 hours is required
between maxima to ensure independence. The fitted EVD typehgeters are used to ex-
trapolate wind speeds at various probability of exceedgrezdculate confidence intervals

and check for outliers.

The dfect of the bounded influence function of the OBRE is shown Imgarison to MLE

fits in Figure 4.1. Wind speeds are plotted versus reducadtedY) equal to

Y = —log(-log(Fy(x))) (4.15)
- (4.16)
for the EVD type |. Figure 4.1(a) exemplifies thetdrence in predictions from OBRE and
MLE, and the ability of the OBRE algorithm to identify and igdte the impact of annual
maxima which may be much larger or smaller than the majofith@data. For the second
case shown in Figure 4.1(b), the outlier has little impacthenMLE fit. The single outlier,
although exhibiting large magnitude, is unable to skew tatistical fit as a result of the
32 years of data considered. Although use of OBRE resultedghgible diferences to
the statistical fit of the dataset, the outlier algorithmnitieed a wind speed was present

which was extremely unlikely given the fitted distributioithe weight assigned by the
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Figure 4.1: EVD type I fit to annual maxima with potential oerl

OBRE process to the potential outlier is 0.62. From the satoh procedure, comparison
of the weight to the respective weights of the correspondmuigred data point across all
simulations results in @-value of 0.013. Thus, only 1.3 percent of the simulatioresdr
a wind speed which was assigned such a low weight by the dstimadicating that the
wind speed is likely an outlier. Manual investigation of thelier indicates the observation
is an error which could not be removed by the localised quabintrol algorithm due to
insuficient neighbouring observations to form a proper assedgsnwerthis situation the
outlier is removed and replaced with the appropriate anmaiimum since the outlier
is considered an erroneous observation. In the case whereuthier is deemed to be a
real observation, the decision is required whether to rembe outlier and replace the
observation with the second largest wind speed in the ydaw she OBRE algorithm
to mitigate the influence of the observation, or assign fudight to the observation for
complete consideration. A typical good quality fit to annoexima is shown in Figure

4.2 for Valley, UK. A comparison of bootstrap and asymptatiervals for the GEVD by
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Dupuis and Field (1998a) found bootstrap intervals did resfggm as well as asymptotic
intervals. Thus, asymptotic confidence intervals are coostd for the quantiles of the

EVD type I.

4.4.2 Storm Maxima

The station selection criteria described in Section 2.3i@ssthat the temporal resolution
of measurements at the selected stations is a minimum oféwdigons per day, however,
the majority of selected locations measure 24 observapenslay. The large quantity of
data allows a comparison of predictions based on storm amdahmaxima to be carried
out. Independent storms are defined as the periods occleimgeen lulls, identified here

in a similar method as the one described by Cook (1982).

The storm threshold is selected using the Beaufort windefegale. Beaufort wind force
number 9 corresponds to a strong gale and is classified byienommwind speed of 20.8
m/s in open-water conditions. Applying a correction factardpen-water to open-country
exposure of approximately 1.3, based on the Gryning TL madethe minimum wind
speed, provides an open-country threshold of 1& mhe maximum wind speed observed
within the temporal bounds of the storm is extracted, andexhout for each storm identi-
fied in the time history. A minimum of 72 hours is required beémn consecutive maxima to
satisfy independence. Selection of an appropriate ural/stsrm threshold can befficult.

A threshold set too low may not reflect the behaviour of theanpgl of the observations as
shown in Figure 4.3, and if set too high may result in an flisient number of observations

for analysis.

The use of storm maxima requires the probability of exceeelém be adjusted to account
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for the mean annual frequency of stormssguch that

1

il 417
50s ( )

1- FO(X < Xref) =

for the equivalent 50-year return period estimate. Due ¢oinicreasing density of obser-
vations with decreasing wind speed, fits based on storm neaaim biased by the low
wind speed values. To avoid the impact of the low wind speddega Kasperski (2002)
fits over the range of probability of non-exceedances grélasm 0.3 for the EVD type Il
Similarly, Harris (2009) shows the minimum usable reducadate is approximately -1.8
for measurements in the UK. Fitting over a selected rangeoieraasily achieved when
graphical or least-squares techniques are utilised tmaggithe parameters, which is likely
a significant reason why the methods are still common in e&ging. The application of
such modifications to classical numerical estimators sadilsE and PWM is analytically
intractable. However, since the OBRE procedure assignsghiwi® each observation, the
weighting function is modified such that observations inlthveer region are assigned a
negligible weight of 0.01. Storm maxima less than the Bedudassification for a storm,
wind force number 10, are assigned a negligible weight. Hse@ated wind speed for a
Beaufort classification of storm in open-country expossarEd.8 nis. The influence of the

downweighting is shown in Figure 4.4.

The influence of a single outlier when greater than 30 yeamnotial observations are
available has been shown to be negligible. Thus, due to the lmumber of storm maxima,
the influence of a single observation was found to have mininmpact on the associated
EVD type | fit. A good quality fit of storm maxima is shown for \&y, UK in Figure 4.5.
The strength of the extreme wind climate will vary spatiathaking it dificult to success-
fully apply a single criterion to the number of stations ddesed here. For stations located
in regions where the synoptic extreme wind climate is reddyiweak, defined here as loca-

tions having less than 16 observations greater than or égjtle¢ downweighting threshold
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(18.8 ys), a reduced storm threshold was applied. The storm thickgtreviously 16 rys,
was reduced to the maximum of either the lowest annual maximiund speed or 13.3 18,
the open-country exposure wind speed of the Beaufort wincefaumber 8, classified as
a gale. If the storm threshold criterion was reduced, therde®ighting threshold was ad-
justed to assign negligible weights to observations lems hBeaufort wind force number

of 9.

50-year return period wind speed estimates extrapolabeddgtatistical fits to storm and an-
nual maxima exhibit strong correlation. Comparison of thedspeed estimates indicates
76 percent of 50-year return period wind speeds calculaited the two types of maxima
differ by less than 2 ys. Of the remaining stationsfti&ring by greater than 2 fs, 34
percent (8 percent overall)ftier by greater than 3 /e and less than 6 percent (1.5 percent
overall) difter by more than 5 ps. The distribution of the dlierence between the 50-year
return period wind speeds predicted from yearly and stormime (Vsoyearly — Vsostorm)

is shown in Figure 4.6. The resultingfiirences indicate that the yearly maxima tend to
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Figure 4.5: Typical good-quality EVD type I fit to storm maxamValley, UK
(WMO 03302)

produce estimates which are on average/4 gneater than the storm estimates.

In cases where appreciablgfdrences exist between 50-year return period wind speed es-
timates from storm and annual maxima, fits based on annualnmaawere consistently
better than those based on storm maxima, providéitgnt years of data were available.
The diferences are not necessarily due to an inadequacy of usimg staxima to esti-
mate 50-year return period wind speeds. The higher numhswarty fit datasets is rather

a shortcoming of the attempt to use a set of predefined eiterselect storm and down-
weighting thresholds for a significant number of stationa large spatial region. For this
reason the 50-year return period wind speeds computed fnomah maxima are selected

for mapping.
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Figure 4.6: Distribution of 50-year return period wind spekterences

4.4.3 Mapping

Prior to mapping the 50-year return period wind speeds ddrikom annual maxima, the
goodness-of-fit of the model to the observed maxima was atedwsing the the Anderson-
Darling (A-D) test statistic. The A-D test statistic proegla measure of whether a dataset
is from a specified probability distribution (Anderson andrliihg, 1952). The simple test

statistic, as given by Anderson and Darling (1954), is daled as

W= n-3 <2i —[log Fy(x) +log(1.- Fa(xn+1_i))]> (4.18)
i=1

wherex; are the observations in the dataseis the length of the dataset aRg(X;) is the
cumulative distribution given in Equation 4.2. A modifiedttstatistic which accounts for

the weight assigned to each observation by the OBRE is pedvity Dupuis and Field
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(2004) as

n—

1
nWe = Z (W(Xi) [—Fo(Xi+1) + Fo(x)] + W(x)(i/n)?[log Fe(Xi1) — log Fg(x)]
i=1

~ W(x)(/n - 1% (l0g [1 - Fy(.2)] - log [1 - Fo(x)]} )

+W(Xn) (=1 + Fg(Xn) — 10g Fg(Xn)) - (4.19)

wherew(x;) is the corresponding weight of observatiofqs

Asymptotic significance points have been given for A-D téstshe GEVD, however, due
to the downweighting of observations, a quantitative appinas taken here. The A-D test
statistic is computed for all parameter estimates and wagens. Based on the empirical
distribution of test statistics shown in Figure 4.7, fitsite tlata whose A-D test statistic was
above the 98 percentile ¢ 0.04) were examined manually. Further investigation revkale
that fits to the data were found to be quite poor for fits exhigitan A-D test statistic
greater than 0.05, or a percentile of®8Thus, an A-D test statistic threshold of 0.05 was
applied to the 50-year return period wind speed estimagssiting in the removal of six

values.
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Figure 4.7: Distribution of the A-D test statistic
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The 50-year return period wind speeds derived from stedisfits of independent annual
maxima for Europe were converted to gridded estimates ubmgimple inverse distance
weighted interpolation described by Shepard (1968), ahdeyuently low-pass filtered.
The gridded estimates are mapped into/8 mones shown in Figure 4.8. For codification
purposes, the boundary of each zone would ideally be adjustillow municipal, state

or national divisions (Holmest al., 2005). Since wind speeds are designated into zones,
the specified 50-year return period wind speed for each zmiedtes the upper limit of

the individual 50-year return period wind speeds withinzbee.

For proper comparison to the summary of published and cddf@®year return period
wind speeds for the five regions of Europe discussed in Se2tib, the interpolated wind
speeds are recalculated into zones or contours which pomédgo the intervals presented
by the codified 50-year return period wind speeds as showrniwthie right panels of Figure

2.2. Use of the original mapping intervals to compare thg&éxreturn period wind speeds
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Figure 4.8: 50-year return period wind speed zones (annagima)
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for the five regions in Europe allows for better examinatibdifferences which arise due to
mapping and those which arise due tfieliences in wind speed predictions. A comparison
of the codified 50-year return period wind speeds to the Z0-yeturn period wind speeds
derived in the current work using mapping techniques cpoeding to the codified values
is shown in Figure 4.9. Several observations can be made wbm@paring the current

results to the codified values:

e Section I: France-Spain border

— Wind speeds for France are greater than the codified essmake presented
50-year return period wind speeds correlate better wittotlgenal findings of
Sacré (2002), shown in Figure 2.2(a, left panel).

— Wind speeds exhibit similar magnitudes in Spain, howehergd are dterences
in the contouring. Peaks and pits which appear in the comguare the result
of the low spatial resolution of high-quality stations ins8p

— Differences along the border through the Pyrenées mountaja,ratentifiable
in the topographic map shown in Figure 4.10, are greatlycedu

e Section II: English Channel (West)

— Predictions for the UK exhibit a similar spatial pattern tmied values and
those from Milleret al. (2001). However, the presented 50-year return period
wind speeds are 5 fmgreater throughout the region.

— Values in France along the English Channel are approximnatdl nys greater
which falls between the current codified values and thosa facré (2002).

— A difference of up to 1-2 ys exists between proposed 50-year return period
wind speeds across the English Channel.

e Section lll: English Channel (East)

— 50-year return period wind speeds are approximatelysigreater than those
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Figure 4.9: Comparisons of European 50-year return periad speed maps, National
Annexes left) and current workr{ght), continued on next page
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S

(e) Section V: Denmark-Germany border

Figure 4.9: Comparisons of European 50-year return periad speed maps, National
Annexes left) and current workright)

cited in the Belgian NA due to an unusual 3@smwind speed band penetrating
inland along the France-Belgium border.

— Coastal wind speeds for the Netherlands are similar to eatalues, however,
the wind speed zones penetrate further inland.

— Similar to Section Il, France and the UK both exhibit gred&iéryear return
period wind speeds. Berences across the English Channel, vary from 1-3

mys.
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e Section IV: France-Germany border
— Estimates through the Rhine valley along the southern lbsrofeFrance and
Germany exhibit low values and match well with the respeativde estimates.
The stations in the region are likely sheltered from stromyd# from the west
as a result of the nortbouth orientation of the valley as shown in Figure 4.10.
— 50-year return period wind speeds have similar magnitudessa the border
in both cases, thus, the lack of continuity is due theting zone intervals, as
suggested in Section 2.1.
e Section V: Denmark-Germany border
— 50-year return period wind speeds are consistent and similaagnitude in
both maps across the Netherlands-Germany border.
— Coastal wind speed estimates for northern Germany arelataderelatively

well with the codified values.
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Figure 4.10: Elevation: USGS GTOPO30
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— Danish NA 50-year return period wind speeds are 3 to/4 lower than esti-
mates from the current work and the codified values, whiatsiteon smoothly
from northern Germany to Denmark.

e General observations from Figure 4.8

— The 50-year return period wind speeds match the results dbBand Allsop
(2009a) for eastern Ireland if the contours are grouped2mgs increments,
while estimates for western Ireland are 1-Aarger.

— Despite diferences in magnitude for the UK, the current work and Cook and
Prior (1987) similarly indicate a region of reduced 50-yesurn period wind
speeds in northern UK.

— The 30 njis 50-year return period wind speed band following the nadhern
border of Germany penetrates much further inland than atdecby the Ger-

man NA and Kasperski (2002).

Differences between the 50-year return period wind speeddataldun the current work
and those from national and published 50-year return pe&vind speed maps are not unex-
pected. Discrepancies will arise based on the number o$ st@psidered in standardising
the observed wind speeds and the methods undertaken téatalsuch corrections, each of
which will vary from study to study. By using a consistent hwtology, diferences were
largely reduced in Sections I, Il, and V due to changes in ntade of the 50-year return
period wind speeds, while Sections Il and IV are thoughtispldy additional dferences
primarily due to mapping. By considering a common zonindesys we seek to further re-
duce diferences in Sections I, I, and V and show that tifedences in Sections Ill and IV
are related to zoning. The five regions above are re-exanimedmparing the computed
50-year return period wind speeds mapped with zones camespy to each national code,
to the consistent 2 fa zoning system presented in Figure 4.8. The mappifigrdnces are

shown for each of the five regions in Figure 4.11. For regitisdn increase in continuity
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Figure 4.11: Comparisons of European 50-year return pevind speed maps based on
the current work, code-based mappiteft] and consistent zoningi¢ht), continued on
next page
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(e) Section V: Denmark-Germany border

Figure 4.11: Comparisons of European 50-year return pevind speed maps based on
the current work, code-based mappiteft] and consistent zoningight)

of 50-year return period wind speeds across borders is eppand shows that fierences
up to 2 mis can appear strictly as a result of contouring or zoning. drilg exception is

region | which indicates a natural shift may occur acrosPyenées.

The greatest dierence between the 50-year return period wind speeds cethputhe
current work and previously published or codified valuesuosdor the UK. The appro-
priateness of the 5 fa increase in 50-year return period wind speeds requireisicual

discussion. In the preliminary study by Gatey and Miller2pdiscussed in Section 2.1,
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50-year return period wind speeds along the English Chamest not corrected for up-
stream exposure. The wind speeds for each site were catffectsvo different irrespective
of direction, or circular, cases. The first case was basedeagsumption that the upstream
exposure was equal to the roughness length at the siteatlypéirport exposure. The sec-
ond case was based on the assumption that, depending ondihdréen the station to the
English Channel, the observations may be representatiopai-water exposure. In the-
ory, the true exposure correction factor accounting foitrgasn dfects likely falls within
these limits, depending on the distance from the coast. ¢astal stations along the south-
ern UK, 50-year return period wind speed ranges for PlymaunthSt. Catherine’s Point
were found to be 23.4 - 33.3/mand 27.9 - 35.1 ys respectively. The estimates along
the northern coast of France were 22.1 - 31/4,183.5 - 26.4 s and 21.4 - 24.0 ys for
Brehat, Guernsey and Jersey respectively. Based on thentaoning system, Figure 4.8
indicates a 50-year return period wind speed of 28 with a nearby region of 26 /&1 The
zonal wind speed of 28 f& would suggest that the individual calculated wind speed pr
dictions in the region are approximately 26 - 2@nwhich correlates well with the limits

identified by Gatey and Miller (2007).

The 50-year return period wind speeds of Milidral. (2001) for the UK were corrected
for exposure using the Deaves and Harris IBL model. The tiegub0-year return period
wind speeds along the English Channel range from240nys as shown in Figure 2.2(b,c).
Recalling the comparison of correction factors calculdtedn three diterent exposure
correction models for Den Helder Airport, De Kooy, NL shownFigure 3.7, the Deaves
and Harris IBL model was found to over-predict the slowdowsaiated with a transition
from smooth to rough exposure. Based on exposure correalore, the 50-year return
period wind speeds calculated by the existing study coulti(apercent greater if one of

the TL models discussed in Sections 3.3.4 and 3.3.5 wemnatieely selected.

Overall, diferences between national 50-year return period wind speeds reduced
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through a consistent methodology for calculating 50-ye#urn period wind speeds and
a consistent zoning system. Based on the preliminary stii@atey and Miller (2007) and
differences in exposure correction, a Bnmcrease in 50-year return period wind speeds
for the UK is plausible. Lastly, Figure 4.8 indicates there still several regions which
are locally d@ected by a single station. Sharp changes in these regisesdue to an in-
ability to correct for every factor influencing a site andgertain regions, a lack of spatial

resolution of stations. These issues are addressed in€&@k&pand 6.

4.4.4 Directionality

A climatic or directional factor in building codes allowssigners to reduce the 50-year
return period wind speeds for non-dominant wind directioben considering direction-
ality, it is important to avoid directional masking (Mortgrand Templeton, 1983). Direc-
tional masking occurs when a maximum wind speed for a sextaotirecorded as a result
of a greater wind speed being observed inféedent sector. Cook (1982, 1983) calculated
a climatic factor based on the ratio of the extrapolatedsattwind speed prediction to the
irrespective of direction prediction. These values wesntadjusted to account for corre-
lation by considering a series kffactors. An alternative approach proposed by Melbourne
(1984) extrapolates sectoral wind speed estimates to snexiteedance probabilities than
the irrespective of direction prediction. The adjustedeextance probabilities are a func-
tion of the number of sectors over which storms are expeaeghtticipate. The two
methods were compared by Vega (2008) and it was found thdindledirectional factors

were similar between the two methods when normalised byattge$t directional factor.

Coles and Walshaw (1994) suggest resolving wind speed aadtidn observations into
components and calculating the magnitude of the wind spweghth azimuth. The method

alleviates the concern of directional masking as a tim@hyss constructed for each sector.



CHAPTER 4. SratisticAL METHODS FOR THE ESTIMATION OF EXTREME WINDS 87

Correlation across wind directions will exist as a resultatulating the wind components
for adjacent directions and secondly as a result of fluainatin direction during a wind
event. After calculation of individual time histories faa@h azimuth, if independence is as-
sumed across directions then separate distributions chttdaefor each directional sector
(Coles and Walshaw, 1994). The resulting distributions)cabe used to directly calculate
the joint probability across multiple sectors without het consideration of the correlation
across wind directions (Coles and Walshaw, 1994; Paluékaf, 1999). Independent pre-
dictions for each wind sector will $iice for the current work since the joint probability

across multiple sectors is not required.

For each station, the time histories of wind speed and dimeeire used to resolve the ob-
servations into wind components at each azimuth. The asdtysns 37 time histories for
each station, one for the original irrespective of diratitase and one for each 10-degree
sector. The directional time histories are combined imuethistories for 30-degree sec-
tors by selecting the largest annual maximum from the thoggributing directions, e.g.
for each storm, the 30-degree sector centred at O-degressstof the greatest annual
maxima from the 350-, 0- and 10-degree azimuths. 50-yeanrgieriod wind speed esti-
mates are calculated for each 30-degree azimuth and needdly the sector containing
the largest estimate. For each nation, the normalised vdtiwesach sector are averaged
across all stations to provide a directional factor repredere of the region. Nations with
greater spatial coverage, such as France and Germany,katwidad into regions which
are thought to exhibit dierent directionality based on typical storm tracks of neatst
travelling ETCs. The resulting directional factors arewhan Figure 4.12. Further inves-
tigation suggests that the directional factors can be coetbinto six climates based on

similarities between neighbouring nations:

e | - Portugal, Spain

e |l - France (Atlantic), France (Interior)
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e |l - Ireland, United Kingdom, France (English Channel)
¢ |V - Germany (South), Belgium, Netherlands

e V - Germany (North), Denmark

e VI - Czech Republic, Poland

The directional factors for the UK shown in Figure 4.12(eYchavery well with the results
of Cook and Prior (1987) and Milleet al. (2001). Burton and Allsop (2009a) recommend
the use of the directional factors applied in the UK for Inela A comparison of the di-
rectional plots of Ireland and the UK shown in Figures 4.1&)despectively, suggest that
Ireland is susceptible to stronger winds from the south thanJK. The directional vari-
ations indicate that ETCs approaching from the south andngd&ndfall in the UK are
weaker after crossing France than those which make laridftie south of Ireland. The
use of the UK factors in Ireland may not be appropriate. Ifdinectional factors of Ireland
and the UK are to be combined as suggested here, the largasiahal factor for each di-
rection should be adopted. The distributions of climatatdas for the six regions support
the underlying assumption of grouping nations based oroitegtibn relative to the typical

storm tracks of ETCs.

180°

(a) Portugal (b) Spain

Figure 4.12: Directional factors by natiozgntinued on next page
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(c) France (Atlantic) (d) Ireland
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Figure 4.12: Directional factors by natiotgntinued on next page
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Figure 4.12: Directional factors by nation



Chapter 5

Background Wind Field

50-year return period wind speeds have historically bedcutzded from a time history
of surface wind speed observations, upper-air wind speegsunements obtained from
radiosondes, or wind speeds calculated from pressure .fidltst analyses utilise sur-
face wind measurements, as in Chapter 4, or wind fields @tiffrom pressure fields.
Radiosonde data is not ideal for the current work since teuments are not typically
released in severe wind conditions. Wind speeds calcufabed pressure fields are typ-
ically based on the assumption of geostrophic balance, thagonless flow occurs be-
tween straight, parallel isobars. The geostrophic dragisamtilised to calculate the as-
sociated surface wind speed from the geostrophic wind coemts (Miller, 2003; Larsén
and Mann, 2009). Wind fields which are assumed to be reprasenof upper-level wind
fields, such as geostrophic wind fields, will ideally be lestuenced by surface rough-
ness and topography. Therefore, an extreme value analiygigd fields derived from
the upper-level wind fields should neglect localised s@fdtects and depict the overall
spatial variability of extreme wind speeds. The followirgsons provide analyses of vari-
ous methods used for deriving upper-level wind fields to farbackground 50-year return

period wind speed map.
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5.1 Background

The assumption of geostrophic balance allows calculatfomimd components, assumed
to be representative of the upper-level wind field, direfrttyn the balance of the Coriolis
force and pressure gradient. Watstial.(2001) used mean sea-level pressure (MSLP) data
obtained from the US National Centers for Environmentatieteon (NCEP) for a 13-year
period (1985-1997) at 6-hour intervals. After interpadatiof the MSLP data from a 2.5-
degree to 0.5-degree grid, the geostrophic wind field wasutsted for each pressure field.
The geostrophic balance is based on the underlying assumgitstraight parallel isobars,
thus, for strong ETCs experienced in northern Europe, themaption will not likely hold.
Kristensen and Jensen (1999) found that the gradient wieeldspetter represented upper-

air wind speeds, particularly in instances where isobangxstrong curvature.

Watsonet al. (2001) validate the assumption of geostrophic balance bypeoing the
calculated geostrophic wind speed and direction obtairad MSLP data to radiosonde
observations, reporting overall agreement between thelttasets. Further inspection of
the comparison reveals that good correlation was achiegguden the two datasets when
comparing ‘normal’ winter and summer days. However, thedatasets did not match for
ETCs, including the Burns’ Day Storm (January, 1990). Desgiferences between pre-
dicted and observed wind speeds during ETCs, the geostropd speed estimates were
concluded to be an ‘excellent representation of frictisaliow’. Direct comparison of
geostrophic wind speeds to radiosonde data for the Burng'3d@am showed geostrophic
estimates of approximately 55/swere much greater than radiosonde estimates of/80 m
Although the directional data from the radiosonde showemtigggreement, the wind speed
data was deemed unreliable and a wind speed ffdboradiosonde of 30 8 was sug-
gested. Depending on the location of the radiosonde relativthe storm maxima, the

true value likely resides between the two values, as theisnah of the centrifugal force
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in the calculation of the gradient wind speed acts to redneertagnitude of wind speeds

calculated from the geostrophic balance for cyclones ilNtbhern Hemisphere.

Comparison of monthly mean wind speeds from radiosondeuneaents and geostrophic
estimates matched well. The largedfeliences were found to occur in months where the
wind speeds were highest (Watsehal., 2001). Assuming the geostrohpic drag law has
been applied consistently, if the largest discrepanciesaraa months where wind speeds
are highest, the results indicate the geostrophic winddspeee overestimating the true
upper-air wind speed in strong wind situations. The resulkely due to the inappropriate
application of the geostrophic approximation for strongréssions, as will be shown in

Section 5.3.1

Based on the conclusion that the geostrophic winds andsadde exhibit good agreement
by Watsonet al. (2001), both Miller (2003) and Larsén and Mann (2009) \atkduse of
the geostrophic balance to calculate wind fields from MSLEdieMiller (2003) digitised
MSLP maps to calculate geostrophic wind fields every 6 haurhe period of 1953-1995.
Extreme value analyses were performed at each grid poinguke GPD to extrapolate
estimates to 50-year return period levels. Larsén and M2009) calculated geostrophic
wind fields from MSLP data acquired from the NGERAR re-analysis. Annual extremes
were fitted with the EVD type | using PWM. Both reports utilisthe geostrophic drag
law to calculate 50-year return period wind speeds at thiasewr 50-year return period
wind speeds for Europe from both reports exhibit similandi®as contours tend to follow
coastlines and increase in magnitude from south to nortb.résults of Larsén and Mann
(2009) tend to be 1-2 fa higher than those of Miller (2003), however, the formeuatid

estimates for disjunct sampling using the model of Largs&hMann (2006).
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5.2 ECMWEF Re-analysis

The European Centre for Medium-Range Weather Forecastd\{HE) has produced sev-
eral re-analyses through a joirft@t with meteorological and environmental institutions.
The ECMWEF 40-years re-analysis (ERA-40) is a re-analysisotiected meteorological
observations for the 45-year period from September, 193Wugust, 2002 (Uppalat al,
2005). The basic ERA-40 datasets are interpolated to adatitongitude grid having a spa-
tial resolution of 25 by 25 degrees. The most recent re-analysis is the ECMWEF Interim
re-analysis (ERA-Interim) which is available for the periof January, 1989 to present on
a latitude-longitude grid of .5 by 15 degrees (Berrisfordt al., 2009). Surface and pres-
sure level datasets are available at 6-hour intervals for llmanalyses and are available
from the ECMWF data server for research use. The ERA-Int&sigelected for the cur-
rent work since the re-analysis contains updated modeldattdr spatial resolution than
the ERA-40. The re-analysis data is processed in a uniforrmeravhich should provide
consistency between statistical predictions across Eur@uch consistency may not be
present for individual station observations acquired frooitiple European meteorologi-

cal agencies.

5.3 Wind Fields from Mean Sea Level Pressure Data

The surface analysis dataset of the ERA-Interim contaicerds of MSLP data which are
used in the current section to calculate wind fields reptesge of upper-level wind con-
ditions. MSLP fields are obtained from the ERA-Interim andifitng bi-cubic splines to
interpolate to a 0.5-degree grid. The equations of the biecsplines allow the derivatives
of pressure to be calculated directly. Two examples of thelteag MSLP fields are shown

in Figures 5.1 and 5.2 for the Burns’ Day Storm (January, 1899d Anatol (December,
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Figure 5.1: MSLP field: Burns’ Day Storm, January 26, 19900x®hr
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Figure 5.2: MSLP field: Anatol, December 3, 1999 at 1800 hr
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1999) respectively. Calculation of wind fields from the realysis MSLP data can be
carried out with varying degrees of complexity. Based onaesanalysis of the Navier-

Stokes equation for an incompressible fluid with constastasity, the viscous terms can
be neglected for synoptic-scale events (Holton, 2004). rékelting equations considered

here for the x- and y-directions are

Du 10P
el | 5.1
Dt p OX B (®-1)
Dv 10P
= _f 5.2
Dt poay - (5-2)

whereu andv are the wind components in directionandy respectivelyD/Dt represents
the material derivativey is the air densityP is pressure, and is the Coriolis parameter.
Various approximations to the Equations 5.1 and 5.2 areoeg@lin the subsequent sec-

tions, including the geostrophic, quasi-geostrophic ardiggeostrophic approximations.

5.3.1 Geostrophic Approximation

When considering a force balance along straight, paraiddars there is approximate bal-
ance between the pressure gradient and Coriolis forcegjrkas the geostrophic balance.
The geostrophic approximation is calculated from MSLP dét&ch is an idealised pres-
sure field at sea-level estimated from surface-level measants. The associated wind
field represents frictionless flow at sea-level, which isiassd to describe the upper-level
wind field suficiently far from the influence of the surface. The simple éobalance re-

duces Equations 5.1 and 5.2 to the two geostrophic wind casrgs, given as

1 0P
Ug = —Ea—y (53)
1 0P
Vg = E& (5.4)
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The appropriateness of calculating wind fields using thesgephic approximation was
discussed in Section 5.1 based on the results of Watsah (2001). The geostrophic ap-
proximation was concluded to provide poor estimates of veipeleds near strong depres-
sions. Since depressions dominate the European synoptttakimate, and the extremes
are of interest here, the geostrophic approximation isagadte. The geostrophic wind
fields calculated from the MSLP fields in Figures 5.1 and 5e2slwown in Figures 5.3 and

5.4, respectively, for later comparison.

5.3.2 Quasi-geostrophic Approximation

The quasi-geostrophic approximation improves upon thetgephic approximation through
consideration of the advection terms in the Navier-Stokgggon. The quasi-geostrophic
approximation assumes that the geostrophic wind compsraet much larger than the
ageostrophic wind components. The ageostrophic wind coegs are defined as the dif-
ference between the true wind components and the geostrephd components, such

that

Ua = U— Ug (5.5)

Va=V-—V. (5.6)

The approximation implies that advection is largely goeerby geostrophic advection and
the velocity gradients may be well represented by the gepisic velocity gradients. The

guasi-geostrophic approximation can then be written as

DgUg
2 _fv,=0 5.7
Dt 2 (5.7)
DyV,
=294 fu,=0 (5.8)
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Figure 5.4: Geostrophic wind field: Anatol, December 3, 1802800 hr
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where expansion of the left-hand side leads to

JUg OUg JUg
%+u%+v%+fua:0. (5.10)
at - 9ax Yoy

Substitution of the geostrophic wind components defined tpyaions 5.3 and 5.4, and

rearranging, gives

1 0°P 1 0P 9°P 1 oP3’P
Va=—"23 t 3oy T 23 9% A2 (5.11)
pf2oyot  p?f3 9y oxdy p?f3ax dy

1 9°P 1 0PO*P 1 0oP 9°P
Up = —— + — — (5.12)
pf2oxot  p2f3 0y ox2  p2f3 Ox Oxdy

The quasi-geostrophic wind field can be calculated by switistyy Equations 5.3, 5.4, 5.11
and 5.12 into Equations 5.5 and 5.6 and solvingdf@ndv. The quasi-geostrophic wind
fields for the Burns’ Day Storm and Anatol are shown in Figiiésand 5.6 respectively.
From both figures it is obvious that the quasi-geostrophpr@gamation has failed in re-
gions near the storm centre by producing unrealistic eséisnaSharp pockets of wind
speeds are located throughout Europe, particularly iroregexhibiting large topographic
variation such as Sweden, and in the Alps through Switzérknd northern Italy. The

contributing factors to these regions are explored furithéne following section.

5.3.3 Semi-geostrophic Approximation

The semi-geostrophic approximation improves upon theiegesstrophic approximation
by including the &ects of ageostrophic advection. Strong depressions antsfvall be
better described by the semi-geostrophic equations (IHesk®75). In the semi-geostrophic
approximation, advection is carried out by the combinatidmoth geostrophic and ageostr-

ophic velocities, however, the velocity gradients are apiproximated by the geostrophic
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Figure 5.6: Quasi-geostrophic: Anatol, December 3, 199860 hr
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velocity gradients such that

Du

Tt@’ —fv,=0 (5.13)
DYy fu,=0 5.14
Dt T (544

and expansion of the left-hand side leads to

ou ou ou

a_f’L”a_; +va—;— fv,=0 (5.15)
ovg  0vg  0vg B

— +U—+VvV—+ fu, =0 (5.16)

ot oX ay

where substitution of the geostrophic wind components ddflyy Equations 5.3 and 5.4,

and rearranging, gives

1P u &P v oP 16P
_1oP uoeP vor . 1P g 5.17
ofoyot pfaxay pfay VT oox (.17)
2 2 2
1 PP udP v PP 1P _, (5.18)

ofoxat T pfoxe T pfayox T S ooy

Equations 5.17 and 5.18 can be rearranged for direct célmolaf the wind components.
The semi-geostrophic wind fields for the Burns’ Day Storm Andtol are shown in Fig-
ures 5.7 and 5.8 respectively. The approximation breaksxdowegions near the storm
centre and additional regions of failed estimates are fabralighout southern Europe and
Sweden. These regions correlate strongly to regions offgignt elevation shown in Fig-
ure 4.10. Thus, the underlying equations used in the reysisab reduce surface pressure
observations to MSLP values appear to perform poorly inghegions. Since the second
derivatives of the pressure field are required, small ajhaabrupt changes in MSLP ap-
pear to greatly fiect estimates of the wind components. To reduce the influehtteese
errors, gaussian and mean smoothing filters are appliecgtM8LP fields. Smoothing of

the MSLP fields greatly reduces the number of erroneous atggias shown in Figure 5.9.
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Figure 5.8: Semi-geostrophic wind field: Anatol, Decemhetr@9 at 1800 hr
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Figure 5.9: Semi-geostrophic wind field (Smoothed MSLP jieBurns’ Day Storm, Jan-
uary 26, 1990 at 0000 hr:

The values overlaid in Figure 5.9 are radiosonde measursngeioted by Watsoet al.
(2001) which correlate well, despite failure of the approation in several regions. Smooth-
ing of the MSLP fields is not preferable as the algorithms ®al#lo decrease the pressure
gradient near the centre of a depression, further reducind speeds in the region. Over-
all, the methods considered here to calculate wind fieldesgmtative of upper-level wind
conditions from MSLP fields, fail to provide accurate resddir the full spatial extents of

the two ETCs considered.

5.4 Wind Fields from Pressure-level Data

Methods of calculating upper-level wind fields from MSLP al&tave been shown to be

analytically intractable for the methods considered inhevious section. Alternatively,
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formulation of a background wind field can be calculated atiyefrom wind fields pro-
vided by the ERA-Interim. Wind components at 10 m height amglable from the ERA-
Interim, however, a background field which is relatively fiaeted by surface friction and
topography is desired. For wind fields selected at predsweds stficiently far from the
surface, wind speed estimates should not be greatly inftebyg either condition. The
ERA-Interim providesu- andv-wind components at various pressure-levels which can be
utilised to calculate upper-air wind fields. Since the hegjla constant pressure-level will
vary spatially, the wind direction and magnitude at 1000 mlarearly interpolated from
wind components at two pressure surfaces. Given the tygycadptic boundary layer pro-
file, shown in Figure 3.5, linear interpolation between wapeteds at heights away from
the surface will be adequate. The 875 and 925 mb pressuile keeselected for the cur-

rent analysis. Calculation of the wind speeds at a speciighbabove the surface requires

not only consideration of the geopotential of the pressewvet, but the geopotential of the

Y
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Figure 5.10: Surface geopotential of the ERA-Interim (niasat)
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surface. The geopotential of the surface used in the ERédmtis shown in Figure 5.10.
The resulting 1000 m wind fields for the Burns’ Day Storm andatohare shown in Fig-
ures 5.11 and 5.12. The Burns’ Day Storm wind field matche$ wigh the radiosonde
data cited by Watsoet al.(2001) and wind fields in both figures tend to display the tspic
placement of the high wind speed region on the right-hanel gfch cyclone in the North-
ern Hemisphere. Maximum wind speeds are lower than the soreling geostrophic
estimates in Figures 5.3 and 5.4, which is expected if theature of the isobars is ap-
propriately considered. Due to the spatial resolution efrdranalysis dataset, the features
of the wind field are not as well resolved as the wind fieldsdated from interpolated

pressure fields.

55 Results

The upper-level wind fields at 1000 m calculated in SectighaBe used to estimate the
wind speed at 10 m height for a roughness length of 0.05 m us&Gryning ABL profile
from Section 3.2.2. Wind speeds at individual points arehfer corrected for disjunct
sampling intervals of 6-hours before OBRE are applied toht EVD type | to annual
maxima wind speeds. The fitted parameters are used to dal@lackground 50-year
return period wind field for Europe shown in Figure 5.13. Taleate the potentialffects
of terrain on the estimates, the above procedure was repé&atevind fields based on
1000 m wind components which were not corrected for the gempal of the surface.
The resulting 50-year return period wind speeds are showigure 5.14. Comparison of
Figures 5.13 and 5.14 shows estimates through Switzerlathcharthern Italy exhibit the
greatest variation in wind speed as a result of the largeftigeopotential. For countries
of interest in the current work, appreciabléfdrences are observed for Spain and southern

Germany when surface geopotential is considered. The fimal speeds over Spain and
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Figure 5.12: Wind field at 1000 m: Anatol, December 3, 1999%8801hr
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Figure 5.13: 50-year return period wind speeds adjustesifdace geopotential
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much of southern Europe still appear to follow surface géamital contours despite being

appropriately corrected.

Since the procedure carried out here to calculate 50-yéamreeriod wind speeds from
annual maxima is identical to the procedure in Section 4d empirically derived A-D

test statistic threshold should apply. Comparison of thB fest statistics indicates the
A-D test statistic from the previous chapter correspondaitd\-D test statistic percentile
of 99.5 based on the statistical fits of the background wind spédusimproved statistical

fits to the background wind data may be a result of smoothing@bbservations by the
re-analysis model. The impacts of smoothing are explorted ia this section. Due to the
A-D test statistic threshold, six grid points contributitagthe background 50-year return

period wind field are removed.

The 50-year return period wind speeds shown in Figure 5d 8@mpared to the results of
Miller (2003) and Larsén and Mann (2009), from which thddaing conclusions can be

made:

¢ Miller (2003) calculated 50-year return period wind spe2dgs less through France,
Germany and the UK and 3-4/sless over Denmark.

e Accounting for contouring dierences, Larsén and Mann (2009) found similar wind
speeds for Ireland, UK and nations bordering the North Sda&aglish Channel.

e The spatial distribution of wind speeds over Spain tsedént for Larsén and Mann
(2009).

e Larsén and Mann (2009) have a 50-year return period winddsjmv of 15 nfs in
the Czech Republic, while the current analysis found a hegfon of 24 nfs.

In comparison to the results of Chapter 4, the 50-year rgiariod wind speeds from the

current chapter are:
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e 2-6 mys lower for the UK, Denmark, Netherlands, and Belium.
e 6-8 nys lower for France and Poland.

e 10-15 njs lower for Spain.

The underestimation of 50-year return period wind speedthéyackground wind field
is not unexpected as observations are spatially and tefhpsnaoothed when assimilated
for the re-analysis. Application of the disjunct samplirayrection derived in Section 3.4
should somewhat alleviate the impact of the latter, howesgatial smoothing remains
uncorrected as shown by theffdgrences noted above. Smoothing of observed data will
likely reduce the magnitude of the extreme wind speeds nmmedsat point locations. In
these instances, fits of the EVD type | are expected to extediiced location and scale
parameters due to a general reduction of the magnitude ofghnmaxima. Histograms of
the fitted parameters computed here, and those calculat@dapter 4 for EVD type | fits
of annual maxima from surface stations, are shown in FighuEsand 5.16 for the location
and scale, respectively. A significant shift in the paramseteclearly exhibited, verifying

the expected reductions for both the location and scaleneteas due to smoothing.

The location parameters calculated from the background viahd exhibit a bi-modal be-
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Figure 5.15: Distribution of the location parameters
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Figure 5.16: Distribution of the scale parameters

haviour as shown in Figure 5.15(a). Further investigatioddithe second peak is a reflec-
tion of larger location parameters for grid points overavaparticularly the North Atlantic.
The shifted peak supports the aforementioned conclusatrréigions of terrain impact the
re-analysis upper-level wind fields despite consideratibsurface geopotential and the

calculation of wind speeds at heights significantly far abthe surface.

The annual maxima of greatest magnitude may exhibit largéuations due to spatial
smoothing if the events are relatively localised compaoeithé grid resolution. In theory,

if all wind observations are equallyffacted by smoothing, a constant factor equivalent to
the ratio of the background to surface location parameteulshbe applied to all wind
speeds. As a result, the scale parameter should also reflecjuiavalent reduction. The
mean values of the location parameters for the backgroushdwafece based 50-year return
period wind speeds are 14.7 and 19.8 mespectively. The background field is restricted
to only grid points within the countries of interest in therant work. Thus, the ratio of
the background to surface location parameter is approeign@t78. If all wind speeds are
assumed to be equivalentlffacted by smoothing, the ratio of the scale parameters should
be similar. Carrying out the same analysis for the scalenpat@rs, the mean values for the

background and surface scale parameters are 1.2 and 2eztiesly, resulting in a ratio
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of 0.55. The diference between the two ratios indicates the largest anna@ihm are
reduced more significantly than the lower annual maximaur€i.17 shows the influence

of smoothing on the mean parameter values discussed here.



Chapter 6

Data Assimilation

Methodologies for deriving 50-year return period wind spesaps from surface obser-
vations and upper-level wind fields have been evaluated statbleshed independently in
Chapters 4 and 5 respectively. The corrections made tocsudbservations to calculate
50-year return period wind speeds in Chapters 3 and 4 wikntlly account for all con-
ditions influencing a specific location. The background &a@syreturn period wind field is
representative of the broader climatological scales arglshawn in Chapter 5 to provide
estimates in which maxima are smoothed both spatially amgaoeally. A combination
of these two techniques could provide an ideal 50-yearmgteriod wind speed map. In
practice, 50-year return period wind speed maps are caédcliieom a single source of data.
The possibility of utilising the 50-year return period wifield derived from upper-air mea-
surements in Chapter 5 to supplement the surface basedds@egern period wind speeds
analysed in Chapters 3 and 4 has never been considered. ikasimtechniques allow
data obtained from multiple sources to be appropriatelygectrand the method based
on Bratseth (1986) is considered in the current chapter. aldr@rithm is selected due to
its widespread application in numerical weather foreogstiln numerical weather fore-

casting, observations are merged with the output from anoppiate numerical weather

112
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prediction (NWP) model through consideration of the ernoumcertainty of the two data
sources. The resulting analysis field is used to representuhrent conditions and ini-
tialise an NWP model for the following forecast. The Bratsetethod involves iteratively
adjusting the background field through use of point obsemaiand is investigated here to
create a 50-year return period wind speed map which corssideresults of both Chapters

4 and 5.

6.1 Bratseth Scheme

Bratseth (1986) proposed a successive correction methachwlonverges to statistical
interpolation, thereby allowing the benefits of statidtioéerpolation to be achieved in a
more computationallyf&cient manner. Statistical optimal interpolation allowseadfiom

multiple sources to be considered jointly, based on the nimio¢y associated with each
source. The successive correction method proposed byelnat$986) for calculating

analysis values, at both grid and observation points, isrdehed for iteratiork from
F&D = FY 4 Z aij (Foj — F¥) (6.1)

whereF,; is the analysis poinf,  is a point observation and, for the optimal solution,

Pij
ajj = — (6.2)
pij + ij(o?/op)
aij = J IJ\/I 2 (6.3)
i

for the analysis of the grid points and observations resggt(Bratseth, 1986). In Equa-

tion 6.3,6;; represents the Kronecker delta antfo2 is the ratio of the point variance to
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the background variance. The assumption of Gaussian bpatialations leads to
d2
pij = exp[—D—Jz] (6.4)

whered;; is the distance between two locations dhds the radius of influence. In Equa-

tions 6.2 and 6.3, the spatial correlations are normaliged b
n
M; = (CTJ'Z/O'ﬁ)JrZij (6.5)
k

which is representative of the density of weights aroundaiheervation. For calculation
of the distance between two points, the algorithm given hbycenty (1975) is selected.
The algorithm provided by Vincenty (1975) provides accerdistance estimates due to
consideration of the Earth’s surface as an ellipsoid rathen a sphere. A sample of the
input background 50-year return period wind field, surfazi@{b0-year return period wind
speeds and final analysis 50-year return period wind fieltd eatrresponding wind zones
is shown in Figure 6.1 for the western region of the Englislai@tel and northwestern

France. The complete results and discussion are providgeedtion 6.3.

6.2 Methodology

A subset of the results from Chapters 4 and 5 is considerezitbezxamine the suitabil-
ity of the Bratseth scheme to assimilate surface obsenatigth re-analysis data. The
spatial extents of the subset are limited to northern Eudygeto the large discrepancies

experienced through southern Europe as a result of toplgrap
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(c) Analysis wind field and zones

Figure 6.1: Example of the Bratseth Scheme
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6.2.1 Bratseth Scheme

The background 50-year return period wind field derived imatar 5 is bi-linearly inter-
polated to calculate the ‘analysis’ 50-year return periaaddspeed at each of the surface
station locations. Based on the calculated asymptotic @ende interval for each fit, the
standard deviation of each 50-year return period wind spas#ichate in the background
field is calculated. The mean of the standard deviations nisidered the representative
standard deviation of the background error. Thus, the ¢eron reflects the uncertainty of
the statistical model at the 50-year return period and doesansider potential measure-

ment errors and the associated impact on the wind speedposdi.

The 50-year return period wind speed estimates calculat€tapter 4, which were subse-
guently filtered based on the A-D test statistic, are sedbasepoint estimates. The standard
deviation of the 50-year return period wind speed at eactaseistation is calculated for
consideration by the Bratseth scheme. The background &0rgeirn period wind field and
the mean standard deviation of the estimates are mergedhgiurface based 50-year re-
turn period wind speed point estimates and respective statistics using the equations
defined in Section 6.1. The Bratseth scheme is carried outoradii of influence, 125

and 250 km, to assess the impact of the Gaussian spatialat@nefunction.

6.3 Results

50-year return period wind speeds calculated from surfackbmckground datasets in
Chapters 4 and 5, are assimilated based on statisticgdatédion and subsequently mapped
into 2 mys zones. The Bratseth scheme is considered for two radiflatmce, 125 km and
250 km, and the results are shown in Figures 6.2 and 6.3 riégggcThe Bratseth analysis

based on a radius of influence of 125 km exhibits spatial wtana similar to the 50-
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Figure 6.3: 50-year return period wind field - Bratseth scaéh= 250 km)
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year return period wind speed map shown in Figure 4.8.

The 50-year return period wind speed map based on the Braasatysis using a radius

of influence of 250 km exhibits less variation through theiidr of France and Germany.
However, a 30 s wind speed zone is present along the coast of the North $aagtih

the Netherlands, Germany and Denmark which is consistehtttve Dutch and German
NAs. Further inspection of the 50-year return period windests along the northwestern
coast of Germany for the 125 km radius of influence case, letleavalues are very close

to 28 nys. The design wind speed zone provided by Kasperski (2002 tlan German

NA along the coast is 30 fm and the remaining zones are spaced at 25increments,
shown in Figure 2.2(e). Thus, if similar zone intervals atefed, the coastal region would
similarly be considered a 30/mwind speed zone since the wind speeds are greater than

27.5ms.

The Bratseth scheme is favourable since both datasetgyitwacid and surface, are derived
independently, allowing their goodness-of-fit to be assggsior to inclusion in the inter-
polation scheme. In addition, the spatial influence of theeokations, and uncertainty of
the estimates can be controlled. Given the spatial resolati the surface stations consid-
ered in the current work, a 125 km radius of influence is mo@@miate than a 250 km
radius of influence. The former exhibits a smoothed field Isinto the results of Chapter

4, while maintaining suitable spatial variability.



Chapter 7

Conclusions

7.1 Overview

Recent years have seen researchers explore various indpret@ods of calculating 50-
year return period wind speeds. Previous studies attengai¢alate 50-year return period
wind speeds using various methodologies of ranging contglesich often lack consis-
tency between studies. The impact of inconsistent metloggols apparent in national
design codes, as discontinuities exist between specified gpeeds across borders for
neighbouring countries in Europe. The current work mitglthese dierences through
use of a consistent methodology and identified ideal tecl@sdor calculating synoptic

50-year return period wind speeds.

A preliminary study tested the hypothesis that a consistexthodology, regardless of com-
plexity, will reduce observed fferences between 50-year return period wind speeds along
national borders. At each site, simple corrections for tegt of the anemometer and

surface roughness were applied, and an extreme value anafly@nual maxima using the
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EVD type | distribution was carried out. Several regionsibiimg differences between
50-year return period wind speeds across national bordenms @xplored and the impact of

a consistent methodology was considered.

Based on the results of the preliminary study, the focus efthiesis was directed at es-
tablishing the a methodology to calculate synoptic 50-yetrn period wind speeds. The
stages considered for surface based wind speeds incluaétygqontrol, exposure correc-
tion, disjunct sampling and extreme value analysis. At esiafe, consideration was given
to the traditional models used in the wind engineering comigu\Where available, exist-
ing models were compared to proposed empirical modelsetbfrom the wind speed data
obtained from the ISD, or the application of recent schyglagsearch available from the
fields of meteorology and statistics. The overall methogpivas applied to 394 surface
observation stations in Europe to calculate a map of syo&ftiyear return period wind

speeds.

A background 50-year return period wind field was examinedugh consideration of
wind fields calculated from MSLP and upper-level wind fielgsible from the ERA-
Interim. Several methods for calculating wind fields from IMSfields were explored and
found to perform poorly for two wind stormgtacting northern Europe. Upper-level wind
fields were then determined by interpolation between wirekdp at the 875 and 925 mb
pressure levels. The interpolated wind fields were adjustd® m height in open-country
terrain and corrected for disjunct sampling prior to cargyout the extreme value analysis.
The resulting background 50-year return period wind field eeamined and discrepancies
between the results and the surface observations weresdettuThe possibility of utilising
the 50-year return period wind field derived from upper-agasurements to supplement
the surface based 50-year return period wind speeds ustagadaimilation techniques
was considered for the first time in the field of wind enginegri The use of statistical

interpolation was selected to assimilate the surface B&ge@ar return period wind speeds
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with the background design wind field.

The various 50-year return period wind speed maps produakfferent stages throughout
the current work were compared with those from the liteetamd NAs for a number of
countries in Europe. The results include a consistent 20-yeturn period wind speed
map of northern Europe and identification of methodologiesérrying out an analysis of

extreme synoptic wind speeds for surface and upper-leved gpeed estimates.

7.2 Conclusions

7.2.1 Standardisation and Homogenisation of Wind Speed Dat

¢ Global and localised quality control is an essential congmbim pre-processing sur-
face wind speed data. Identification of periods containiaig @onversion errors in
the ISD requires the ability to detect short-term depagwreoutliers from homoge-
neous subsets of annual mean winds. The ACMANT algorithraigeal a method
to detect shifts based on monthly mean wind speeds and wdswag#entify years
potentially subject to data conversion problems.

e Localised quality control measures ensured the validityndividual wind speed
observations. When considering annual maxima for modgekixtremes, a small
number of erroneous wind speeds can greafiigch return period estimates. The
excessive wind speed variability checks described by DeBagq1997) provided a
framework for identifying such observations and the metivad extended to con-
sider additional sampling intervals. A mean of 9 observetiowvere rejected per sta-
tion with a maximum of 52 (Sniezka, Poland).

¢ Wind speed measurements identified as exhibiting excesanability were com-

pared to entries of thunderstorms and wind speed indicatamgined within the
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remarks section of the ISD. For the stations considerediiaddl non-standard for-
mats not outlined in NOAA (2005) were identified manually idract observer re-
marks for thunderstorms and wind speed.

e Three exposure correction models were examined to corrext speeds for up-
stream exposure by direction. For a subset of KNMI measunéstations, correc-
tion factors were derived by direction usinffextive roughness lengths calculated
from measurements of the gust factor using Beljaars’ gastirmodel and the three
exposure correction models. The correction factors wenepamed to those calcu-
lated by direction using the CORINE LULC database and theetleorrection mod-
els. Roughness lengths were assigned to each of the LUL€eslad a sampling
tool was created to sample the LULC database by both distamtelirection. Cor-
rection factors derived from the CORINE LULC database piedireasonable es-
timates of gustiness-derived correction factors, whemkedge of the anemometer
and chart recorder characteristics was available.

e The two TL exposure correction models performed better thanlBL exposure
correction model. Relative error estimates were 6 to 7 perfoe the former and
10 percent for the latter. The Hydra TL model performed dligbetter than the
Gryning TL model, however, the Hydra TL model had a smallegeaof correction
factors. The Gryning TL model was selected because it peaval range of cor-
rections similar to the Deaves and Harris IBL model, whilgibking relative error
statistics similar to the Hydra TL model.

e The Deaves and Harris IBL model over-predicted the comwadtr smooth to rough
exposure which translates to an underestimation of thewme speed. TL models
were found to converge to local equilibrium at 10 m heightrawach shorter fetches,
approximately 10 km for open-water to open-country expesas opposed to the
Deaves and Harris IBL model which requires greater than 100 k

e Exposure correction was identified as being subject to maayces of uncertainty
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including the assignment of a single roughness length toCdlasses, spatial reso-
lution of the LULC database, andftBrences between the type of exposure correction
model selected, TL or IBL.

e An empirical model for correcting observed wind speedsne®d from sampling in-
tervals of 2-, 3-, 4-, and 6-hours and daytime observatiomrsgtiivalent hourly mea-
surements was formed. Corrections for disjunct samplingevieund to approach
unity with increasing wind speed, regardless of samplingrual. The convergence
to unity across sampling intervals indicated the strongd&iwere sustained for pro-
longed periods. Thus, wind speeds were nearly as greatgdthan 2 to 3 hours
adjacent the hour exhibiting the maximum wind speed. Thesetse were related to
significant depressiongfacting Europe, including the Great Storm of '87 (October,

1987), the Burns’ Day Storm (January, 1990) and Anatol (Ddxr, 1999).

7.2.2 Extreme Value Analysis

e The use of OBRE are recommended to estimate the paramethesBYD type | to
observed data. The estimators provided robust fits to obdefata and a framework
to detect potential outliers. The OBRE fitting algorithm veasplied to storm and
annual maxima data for all surface stations. Identificatfdndependent storms was
carried out in a similar method to that described by Cook 2)98he Beaufort wind
force scale was used as a guideline to select suitable thidsstor defining storms
and downweighting maxima.

e Improved fits to storm maxima were found when wind speeds éndtvest Beau-
fort wind force number were downweighted by the OBRE aldonito a negligible
weight of 0.01. Such modifications are analytically intedadé when considering
MLE and PWM. When datasets offigient length were available, statistical fits to

storm and annual maxima provided similar estimates of desigd speeds. Where
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differences existed, fits to annual maxima were found to be d¢entlisbetter than
fits to storm maxima.

e Poor statistical fits to storm maxima resulted from attengpto use a predefined
criteria to select storm and downweighting thresholds faigmificant number of
stations in a large spatial region.

¢ Annual maxima tended to be more robust to a single outliemvthe sample size was
greater than 30. Similar results were found for storm maxdme to the inherently
larger size of the sample sets. The OBRE outlier algorithra sf@wn to identify
observations which were not extracted by the localisediyu@introl measure due to
insuficient neighbouring observations for proper evaluatiorth@ligh the impact of
a single outlier was found to be mitigated for large samplg, $ke outlier algorithm
provided a means to identify and further assess such oliegrsa

e Surface based 50-year return period wind speeds were ¢edvergridded estimates
using a simple inverse distance weighted technique. Thatirgg gridded estimates
were grouped into 2 ys zones. Filtering of locations by evaluation of the A-D test
statistic led to to the elimination of several locationshipioor fits of the selected
model to the observed data. The 50-year return period wiaddspcalculated in the
current work showed good agreement with wind speeds forrgerations, while
other regions exhibited similar spatial variation but wgreater in magnitude than
existing reported values. 50-year return period wind spadéahg the English Chan-
nel were found to be consistent with the range of wind speddsred from the pre-
liminary investigation. The impact of topography was agpafrom the reductions
of design wind speed through the Rhine valley. Topograpfiects, in conjunction
with poor spatial resolution of data, resulted in increaseatial variability of 50-year
return period wind speeds in Spain.

¢ Differences of up to 2 fa were found to occur as a result of using various types of

contouring and zoning intervals for neighbouring nations.
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e 50-year return period wind speeds in the current work exhibiilar spatial variation
as previously reported 50-year return period wind maps HerWK. Miller et al.
(2001) corrected wind speeds for the UK using the Deaves ardsHBL model.
Due to the diferences between the adjustment of IBL and TL models to upstre
changes of roughness, theffdrence in magnitude for values over the UK could
be reduced by application of the same exposure correctiademd he diterences
exemplify the importance of a consistent methodology tewate 50-year return
period wind speeds.

e Maxima were resolved into components to form time histofegseach 30-degree
azimuth. 50-year return period wind speeds were calculage@ach sector and
normalised by the largest 50-year return period wind speéichate to calculate a
set of direction factors. The factors were averaged ovestafions within a country
or region, and subsequently combined into six climatesdasesimilar directional
effects related to typical storm tracks. The six regions exindpisimilar directional
characteristics are:

— |: Portugal, Spain

— II: France (Atlantic), France (Interior)

— 1lI: Ireland, United Kingdom, France (English Channel)
— IV: Germany (South), Belgium, Netherlands

— V: Germany (North), Denmark

— VI: Czech Republic, Poland

7.2.3 Background 50-year Return Period Wind Field

e The use of re-analysis data from the ERA-Interim was expltéoecalculate a back-
ground 50-year return period wind field which is free from thiguence of the sur-

face. Several approximations to the Navier-Stokes equatiere explored using
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MSLP fields. The geostrophic approximation allows wind #etd be calculated
from MSLP fields based on the balance between the pressutegtrand Coriolis
forces. The geostrophic wind fields represent frictionflesg at the sea-level which
are assumed to describe the upper-level wind fieltfecgently far from the influence
of the surface. For regiondtacted by strong, tightly-wound ETCs the geostrophic
approximation was shown to overestimate upper-level wekds.

e Quasi- and semi-geostrophic approximations which impngwen the geostrophic
approximation through consideration of advection, bro&em in regions near the
storm centre and in regions of large topography. MSLP fieldsewiound to ex-
hibit ‘pocketing’ in regions of large topography, indiaagi shortcomings of the un-
derlying equations for reducing surface pressures to M&lBes in mountainous
areas. Smoothing of the pressure fields improved the resitie semi-geostrophic
approximation, however, smoothing of MSLP fields was idesdias unfavourable
since it would lead to decreased estimates of wind speedimeatorm centre. Nei-
ther approximation was found to provide adequate wind spsgthates for the full
spatial extents of MSLP fields from the Burns’ Day Storm (Jagul990) and Ana-
tol (December, 1999).

¢ Due to the inability to satisfactorily calculate wind fieldsupper-levels from pres-
sure data, upper-level wind fields were alternatively detiby interpolating wind
speed and direction fields from the ERA-Interim at the 875 @28 mb pressure
levels to a height of 1000 m. Wind fields calculated in this nmenshowed good
agreement with radiosonde estimates for the Burns’ Dayrstofrhe wind fields
were not as resolved as those calculated from pressure reesesis.

¢ Wind fields at 1000 m were used to estimate the wind speed atl€ight in open-
country exposure by application of the Gryning ABL model. é&rection was ap-
plied for disjunct sampling, and the EVD type | was fit to annoeaxima using

OBRE. 50-year return period wind speeds were found to bethessthose calcu-
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lated from surface observations in Chapter 4. The results W&ind to be similar to
other 50-year return period wind fields calculated from gues and re-analysis data
by Miller (2003) and Larsén and Mann (2009) respectively.

e The overall reduction of 50-year return period wind speeds avresult of the spatial
and temporal smoothing of point observations by the reyamamodel. The smooth-
ing inherent to re-analysis data resulted in significanticédns of the location and
scale parameters. The distribution of the location paramethibited two peaks.
The additional peak was found to be related to location patara of grid points
over the North Atlantic. The results indicate that, despttising upper-level wind
data which should be relatively free from surfa¢keets, the upper-level wind fields

of the ERA-Interim are influenced by the surface.

7.2.4 Data Assimilation

¢ Data assimilation techniques allow data from multiple searto be jointly consid-
ered. The possibility of utilising the background 50-yeaturn period wind field
derived from upper-air measurements to supplement thacilfased 50-year return
period wind speeds was considered for the first time. Thetwzlenethod was the
Bratseth scheme for statistical interpolation.

e The Bratseth scheme with a radius of influence of 125 km wasdda provide a
compromise between capturing the spatial variation of &yeturn period wind
speeds and smoothing of the wind field. This method produsedyerall 50-year

return period wind speed map.
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7.3 Future work

There are four recommendations for extension of the cumenmk. First, the localised
quality control method relies on the completeness of indisarepresenting the weather
at the time of observation, at a site, to identify thundema® It was discussed that a
reported thunderstorm may only involve hearing thunderbseoving lightning, not nec-
essarily observing a ‘thunderstorm wind’. Thus, a methorkeguired to better identify
thunderstorm events from time histories of related pararsetuch as wind speed, wind
direction, and temperature. Second, further validatiothefIBL and TL exposure cor-
rection models is required to properly assess which modelapropriately capturing the
impact of fetch following a change of roughness. This cowdeha significant impact on
all corrected wind speeds. Third, the relationship betwienl0-minute mean recorded
in the 10-minute period prior to the hour and a continuousri@dte mean is required to
fully account for disjunct sampling by the proposed empirimodel. Lastly, additional
examination of the uncertainty associated with the finay&&r return period wind speeds
is required. The largest sources of uncertainty arise framasurement error, exposure
correction and analysis of the extremes, however, only tieeainty associated with the
extreme value analysis is typically considered. Although predicted 50-year return pe-
riod wind speeds would likely remain unchanged, increasegainty will influence data

assimilation methods such as the Bratseth scheme.
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Appendix A

Station Listing

A.l

Selected Stations

WMO Station Name Country Latitude Longitude
030030 Sumburgh UK 59.87871 -1.29970
030170 Kirkwall UK 58.95252 -2.90528
030220 Benbecula Island UK 57.47576 -7.36661
030260 Stornoway Airport UK 58.21454 -6.32726
030340 Aultbea No 2 UK 57.85958 -5.63168
030470 Tulloch Bridge UK 56.86716 -4.70763
030660 Kinloss UK 57.64499 -3.56386
030750 Wick Airport UK 58.45566 -3.09241
030910 DycgAberdeen UK 57.20807 -2.19780
031000 Tiree UK 56.49795 -6.87759
031110 Machrihanish UK 55.44002 -5.69546
031320 West Freugh UK 54.85922 -4.93447
031350 Prestwick No 2 UK 55.50184 -4.58302
031530 Dundrennan UK 54.80349 -4.00764
031580 Charterhall UK 55.70909 -2.38430
031600 TurnhougEdinburgh UK 55.94941 -3.34748
031710 Leuchars UK 56.37513 -2.86376
032040 Ronaldsway UK 54.08503 -4.62721
032080 Point of Ayre UK 54.41492 -4.36929
032140 Walney Island UK 54.12512 -3.25851
032260 Warcop Range UK 5457226 -2.41374
032300 Redesdale Camp UK 55.28616 -2.27786
032400 Boulmer UK 55.42241 -1.60264
032433 Newcastle UK 55.03356 -1.68472
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Table A.1 -Continued

WMO Station Name Country Latitude Longitude
032570 Leeming UK 54.29706 -1.53364
032660 Linton on ouse UK 54.04577 -1.24934
032920 Bridlington Mrsc UK 54.09450 -0.17503
033020 Valley UK 53.25523 -4.54157
033160 Crosby UK 53.49697 -3.05742
033180 Blackpogbquires Gate UK 53.77668 -3.03865
033210 Hawarden Airport UK 53.17486 -2.98664
033340 RingwagManchester UK 53.35661 -2.27716
033463 Leedg8radford UK 53.92881 -1.59867
033600 Finningley UK 53.48315 -1.00764
033735 Humberside UK 53.63043 -0.28132
033770 Waddington UK 53.16358 -0.52889
033910 Coningsby UK 53.09392 -0.17284
034140 Shawbury UK 52.80134 -2.66519
034185 East Midlands UK 52.88372 -1.27848
034530 Cottesmore UK 52.72906 -0.65463
034620 Wittering UK 52.61261 -0.46767
034820 Marham UK 52.64689 0.56535
034950 Coltishall UK 52.75642 1.36331
035020 Aberporth UK 52.13862 -4.57394
035030 Trawsgoed UK 52.34486 -3.94724
035070 Sennybridge No 2 UK 52.06396 -3.61405
035290 Pershore UK 52.14873 -2.04161
035340 ElmdorBirmingham UK 52.45323 -1.74318
035440 Church Lawford UK 52.45505 -1.75494
035580 Bedford Airport UK 52.35902 -1.33110
035600 Bedford UK 52.22686 -0.46488
035660 Wyton UK 52.35397 -0.11541
035773 Mildenhall UK 52.37282 0.47157
035860 Honington UK 52.34142 0.79135
035900 Wattisham UK 52.12244 0.95735
036030 Brawdy UK 51.88071 -5.12301
036040 Milford Haven UK 51.70810 -5.05174
036440 Fairford UK 51.68279 -1.77214
036490 Brize Norton UK 51.74521 -1.58209
036553 Upper Heyford UK 51.97448 -1.22620
036580 Benson UK 51.62111 -1.09789
036830 Stansted UK 51.88590 0.22242
036930 Shoeburyness UK 51.55542 0.82807
036960 Walton-on-the-naze UK 51.85487 1.27963
037070 Chivenor UK 51.08519 -4.14374
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140

WMO Station Name Country Latitude Longitude
037150 Rhoose UK 51.40002 -3.35623
037243 BristqglLulsgate UK 51.42009 -2.71253
037400 Lyneham UK 51.50318 -1.99203
037460 Boscombe Down UK 51.16214 -1.75469
037610 Odiham UK 51.23947 -0.94493
037630 BracknelBeaufort Park UK 51.39079 -0.78479
037760 Gatwick UK 51.14492 -0.19796
037970 Manston UK 51.35372 1.34856
038090 Culdrose UK 50.08617 -5.25503
038170 St Mawgan UK 50.44472 -5.00207
038270 PlymoutiMount Batten UK 50.35531 -4.12051
038390 Exeter UK 50.73116 -3.41617
038530 Yeovilton UK 51.00688 -2.64062
038550 Isle of Portland UK 50.51404 -2.45621
038620 Bournemoutklurn UK 50.77832 -1.84039
038660 Wight: St Catherines Point UK 50.57577 -1.29736
038800 Newhaven UK 50.78276 0.05762
038940 Guernsey Airport UK 49.43408 2.59520
038950 Jersey Airport UK 49.20955 -2.19428
039030 St Angelo UK 54.39555 -7.64508
039170 Aldergrove UK 54.65519 -6.22908
039230 Glenanne No 2 UK 54.23300 -6.50000
039520 Roches Point IE 51.79311 -8.25412
039530 Valentia IE 51.93972 -10.24444
039570 Rosslare IE 52.24972 -6.33442
039600 Kilkenny IE 52.66528 -7.26944
039620 Shannon Airport IE 52.70151 -8.92120
039650 Birr IE 53.09028 -7.89028
039690 Dublin Airport IE 53.43404 -6.26196
039700 Claremorris IE 53.71074 -8.99220
039710 Mullingar IE 53.53704 -7.36194
039740 Clones IE 54.18333 -7.23333
039760 Belmullet IE 54.22778 -10.00694
039800 Malin Head IE 55.37222 -7.33889
060240 Thisted Lufthavn DN 57.06691 8.71335
060300 FSN lborg DN 57.09507 9.85660
060410 Skagen Fyr DN 57.73657 10.63190
060520 Thyborn DN 56.70040 8.22171
060600 FSN Karup DN 56.29632 9.12081
060700 Tirstrup DN 56.30022 10.63623
060800 Esbjerg Lufthavn DN 55.52610 8.57337

Continued on Next Page. ..
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WMO Station Name Country Latitude Longitude
061040 Billund Lufthavn DN 55.73919 9.15452
061100 FSN Skrydstrup DN 55.21933 9.28643
061180 Soenderborg DN 54.96914 9.78688
061190 Kegns Fyr DN 52.60911 -0.47518
061200 Odense Lufthavn DN 55.47679 10.33626
061500 Avno DN 55.08300 11.78300
061700 Roskilde Lufthavn DN 55.58696 12.13521
061790 Mn Fyr DN 54.94659 12.53984
061800 Kbenhavns Lufthavn DN 55.62011 12.66418
062250 Ijmuiden NL 52.46290 4.55544
062350 De Kooy NL 52.92875 4.78454
062420 Vlieland NL 53.24144 4.92025
062500 Terschelling NL 53.35283 5.18413
062650 Soesterberg NL 52.12982 5.27444
062700 Leeuwarden NL 53.22492 5.74658
062750 Deelen NL 52.05583 5.87366
062800 Groningen NL 53.12402 6.58586
062900 Twenthe NL 52.27306 6.89667
063100 Vlissingen NL 51.44236 3.59620
063300 Hoek Van Holland NL 51.98760 4.08522
063400 Woendrecht NL 51.68496 4.44938
063440 Rotterdam NL 51.69218 4.45321
063500 Gilze Rijen NL 51.56733 4.93659
063700 Eindhoven NL 51.44555 5.41353
063750 \olkel NL 51.65682 5.70561
063800 BeekMaastrict NL 50.91900 5.77519
064000 Koksijde BX 51.08803 2.65235
064070 Middlekerk&ostende BX 51.20046 2.88723
064320 Chievres BX 50.57396 3.83281
064510 MelsbroeBruxelles BX 50.89636 4.52697
064520 Brasschaat BX 51.33733 4.50453
064560 Florennes BX 50.23661 4.65340
064580 Beauvechain BX 50.75684 4.76872
064700 St. Truiden BX 50.79014 5.19087
064760 St-Hubert BX 50.03385 5.40562
064780 Bierset BX 50.64594 5.45567
064790 Kleine Brogel BX 51.17008 5.46595
064900 La Sauvenief@pa BX 50.48173 5.91084
065900 Luxembourg BX 49.62105 6.20135
070030 Le Touquet FR 50.51459 1.62275
070050 Abbeville FR 50.14333 1.82574
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WMO Station Name Country Latitude Longitude
070100 Dunkerque FR 51.05000 2.33333
070150 Lille Lesqui FR 50.56700 3.10000
070240 Maupertus FR 49.64749 -1.47406
070270 Caen Carpiquet FR 49.18004 -0.45626
070370 Rouen FR 49.38930 1.17944
070380 Evreux FR 49.02870 1.21990
070610 Saint-Quentin FR 49.81807 3.20568
070700 Reims FR 49.31176 4.04824
071000 Ouessant FR 48.46550 -5.05738
071100 Brest FR 48.45160 -4.40664
071210 Brehat Island FR 48.85000 -3.00000
071250 Dinard FR 48.58611 -2.08239
071300 Rennes FR 48.06913 -1.73335
071530 Melun FR 48.60921 2.67834
071570 Paris FR 49.02217 2.51737
071680 Troyes Barberey FR 48.32708 4.01404
071690 Saint-Dizier FR 48.63654  4.90490
071790 Toul Rosiere FR 48.78131 5.98366
071810 Nancy-Ochey FR 48.58310 5.95500
071900 Strasbourg-Entzheim FR 48.54251 7.63801
071970 Meyenheim-Colmar FR 47.92110 7.40079
072010 Quimper FR 47.97370 -4.17199
072050 Lorient Lan Bihoue FR 47.76060 -3.44000
072070 Belle le Le Talut FR 47.29475 -3.21864
072220 Nantes FR 47.15006 -1.60883
072300 Angers FR 47.49843 -0.57491
072350 Le Mans FR 47.94909 0.19893
072400 Tours FR 47.44035 0.72922
072490 Orleans FR 47.99079 1.77790
072570 Avord FR 47.05192 2.63096
072650 Auxerre FR 47.80000 3.55000
072800 Dijon FR 47.26890 5.09000
072830 Langres FR 47.85000 5.33333
072920 Luxeuil FR 47.78820 6.34994
072990 Bale-Mulhouse FR 47.59207 7.52157
073350 Poitiers FR 46.58475 0.30903
073540 ChateauroyReols FR 46.86220 1.73070
074120 Cognac FR 45.65830 -0.31750
074340 Limoges FR 45.86276  1.18020
074600 Clermont-Ferrand FR 45.78897 3.16623
074710 Le Puy FR 45.07774 3.76686
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WMO Station Name Country Latitude Longitude
074810 Lyon-Satolas FR 45.73250 5.09410
074820 Amberieu FR 45.98859 5.33119
074860 Grenoble-St-Geoirs FR 45.36461 5.32880
074910 Chambery FR 45.63669 5.88310
074970 Bourg St-Maurice FR 45.61444 6.77856
075020 Cazaux FR 4453333 -1.13333
075240 Agen FR 4417450 0.59210
075490 Aurillac FR 44.89447 2.41753
075580 Millau FR 44.11860 3.02029
075790 Orange FR 44.14031 4.86359
075880 St Auban Sur Duranc FR 44.06220 5.99328
076030 Dax FR 43.68962 -1.07022
076100 Pau FR 43.38494 -0.41632
076210 Tarbes-Ossun FR 43.18869 0.00029
076270 Saint Girons FR 43.00780 1.10320
076300 Toulouse Blagnac FR 43.62186 1.37144
076350 Carcassonne FR 43.21771 2.29884
076430 Montpellier FR 43.58163 3.96950
076460 Nimes FR 43.75751 4.41531
076500 Marignane FR 43.43818 5.20519
076670 Hyeres FR 43.09730 6.14600
076750 Le Luc FR 43.38322 6.38631
076900 Nice FR 43.64887 7.20610
077470 Perpignan FR 42.73947 2.87576
080020 La Corun@lvedro SP 43.30194 -8.37722
080110 Asturiggviles SP 43.56361 -6.03472
080230 Santander SP 43.48495 -3.78305
080250 BilbagSondica SP 43.30111 -2.91060
080290 San Sebastian SP 43.35650 -1.79060
080420 Santiago SP 42.89639 -8.41528
080550 Leon SP 42.58889 -5.65556
080750 Burgos SP 42.35750 -3.62476
080800 Vitoria SP 42.88280 -2.72444
080840 Logronmgoncillo SP 42.46025 -2.32579
080850 PamploriBloain SP 42.77000 -1.64639
081410 Valladolid SP 41.65000 -4.76667
081605 Zaragoza SP 41.66343 -1.02294
081750 Reus SP 41.14740 1.16720
081810 Barcelona SP 41.28416 2.07293
081840 Gerong&osta Brava SP 41.90100 2.76050
082020 Salamangddatacan SP 40.95210 -5.50200
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WMO Station Name Country Latitude Longitude
082270 Madrid SP 40.48333 -3.45000
082610 Caceres SP 39.46733 -6.33721
082800 Albacettos Llanos SP 38.94853 -1.85699
082840 Valencia SP 39.48754 -0.48194
083060 Palma de Mallorca SP 39.54117 2.73113
083140 Menorca SP 39.86983 4.22351
083300 Badajoz SP 38.88674 -6.82938
083600 Alicante SP 38.28289 -0.57131
083730 Ibiza SP 38.87290 1.37310
083910 Sevilla SP 37.41678 -5.90858
083970 Moron de la Fronter SP 37.17490 -5.61590
084100 Cordoba SP 37.84290 -4.84697
084190 Granada SP 37.18861 -3.77722
084290 MurcigAlcantarilla SP 37.95046 -1.23291
084330 MurcigSan Javier SP 37.78336 -0.80711
084510 Jerez de la Fronter SP 36.75089 -6.05560
084820 Malaga SP 36.66653 -4.48944
084870 Almeria SP 36.84576 -2.35687
085360 Lisboa PO 38.76677 -9.13336
085450 Porto PO 41.24810 -8.68140
085540 Faro PO 37.01578 -7.97298
085620 Beja PO 38.01667 -7.86667
085710 Portalegre PO 39.28330 -7.41670
085750 Braganca PO 41.85610 -6.70600
090910 Arkona DD 54.68167 13.43667
091610 Boltenhagen DD 54.00255 11.19039
091700 Warnemuende DD 54.18022 12.08054
091770 Teterow DD 53.76333 12.62000
092910 Angermuende DD 53.03194 13.99278
093850 BerlirlSchonefeld DD 52.37507 13.52270
093930 Lindnberg DD 52.20944 14.12222
094600 Artern DD 51.37611 11.29333
094690 Leipzig DD 51.41806 12.23028
094880 Dresden DD 51.12789 13.75448
094990 Goerlitz DD 51.16417 14.95861
095540 Erfurt DD 50.97722 10.96222
095670 Gera DD 50.88167 12.13000
100200 ListSylt DL 55.01333 8.41306
100220 Leck DL 54.79111 8.95222
100260 Husum DL 5451716 9.14749
100370 Schleswig-Jagel DL 54.46341 9.51659
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Table A.1 -Continued

WMO Station Name Country Latitude Longitude
100460 Kiel DL 54.37917 10.14778
101130 Norderney Island DL 53.71249 7.15184
101260 Wittmundhaven DL 53.54806 7.66778
101290 Bremerhaven DL 53.53639 8.57639
101360 Nordholz DL 53.76583 8.65528
101420 Itzehoe DL 53.98976 9.56980
101470 Hamburg DL 53.63333 9.98750
101560 Luebeck DL 53.80485 10.70945
102180 Ahlhorn DL 52.88917 8.24000
102240 Bremen DL 53.04667 8.79694
102340 Rotenburg DL 53.12861 9.35333
102460 Gassberg DL 52.91972 10.19083
102530 Luchow DL 52.97389 11.13861
103140 Hopsten DL 52.33847 7.54337
103200 Guetersloh DL 51.92728 8.30915
103210 Diepholz DL 52.58944 8.34528
103280 Detmold DL 51.94142 8.90236
103350 Bueckeburg DL 52.27871 9.09157
103380 Hannover DL 52.46500 9.68833
103480 Braunschweig DL 52.29472 10.44611
103680 Wiesenburg DL 52.12111 12.46028
103840 BerlifiTempelhof DL 52.47417 13.41556
104000 Dusseldorf DL 51.29556 6.77528
104020 Wildenrath DL 51.11428 6.20876
104040 Kalkar DL 51.73333 6.26667
104050 Laarbruch DL 51.60200 6.14280
104160 Dortmund DL 51.51845 7.60918
104260 Paderborn DL 51.61182 8.61221
104390 Fritzlar DL 51.13694 9.29556
105020 Noervenich DL 50.83444  6.67500
105130 KolriBonn DL 51.73667 7.19444
105140 Mendig DL 50.37028 7.32444
105150 Bendorf DL 50.41609 7.58333
105360 Fulda DL 50.54824 9.65410
106100 Bitburg DL 49.95034 6.57260
106130 Buechel DL 50.17556 7.06083
106140 Ramstein DL 49.43463 7.59146
106160 Hahn DL 49.94623 7.26446
106330 Wiesbaden DL 50.04905 8.32820
106370 Frankfurt Main Airport DL 50.04639 8.59861
106420 Hanau DL 50.16830 8.96170

Continued on Next Page. ..
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WMO Station Name Country Latitude Longitude
106530 Geibelstadt DL 49.64830 9.96670
106850 Hof DL 50.31389 11.87778
107140 Zweibruecken DL 49.21600 7.40815
107220 Karlsruhe DL 48.78708 8.08584
107280 Coleman DL 49.56644 8.46677
107380 Stuttgart DL 48.68889 9.22139
107430 Niederstetten DL 49.39180 9.95820
107610 Weissenburg DL 49.02028 10.96167
107630 Nurnberk DL 49.49722 11.07806
107710 Kuemmersbruck DL 49.41665 11.90000
107880 Straubing DL 48.82917 12.56056
108050 Lahr DL 48.36930 7.82770
108360 Stoetten DL 48.66639 9.86583
108370 Laupheim DL 48.21834 9.91138
108520 Augsberg DL 48.42519 10.93773
108530 Neuburg DL 48.71252 11.21099
108580 Fuerstenfeldbruck DL 48.20000 11.26667
108690 Erding DL 48.31667 11.95000
109000 Bremgarten DL 47.90444 7.61861
109210 Neuhassen Ob Eck DL 4797722 8.91250
109350 Frierichshafen DL 47.64944 9.48361
109470 Memmingen DL 47.99000 10.23694
109540 Altenstadt DL 47.83611 10.86778
114060 Cheb Cz 50.06862 12.39110
114140 Karlovy Vary Ccz 50.20192 12.91060
114230 Primda Cz 49.66942 12.67810
114380 Tusimice Cz 50.37672 13.32810
114870 Kocelovice Cz 49.46692 13.84080
115180 Praha Cz 50.10082 14.25780
115410 Ceske Budejovice Cz 48.94578 14.43071
116030 Liberec Cz 50.77002 15.02420
116360 Kostelni Myslova Cz 49.16002 15.43920
116480 Hradec Kralove Cz 50.25000 15.85000
116590 Pribyslav Cz 49,58282 15.76250
116790 Usti Nad Orlici Cz 49.98032 16.42220
116980 Kucharovice Cz 48.88252 16.08640
117100 Luka Cz 49.65222 16.95330
117230 Brnglrurany Cz 49.15972 16.69560
117740 Holesov Cz 49.31862 17.57330
117820 Ostrava Cz 49.69832 18.12170
121000 Kolobrzeg PL 54.18000 15.58000
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WMO Station Name Country Latitude Longitude
121050 Koszalin PL 54.20480 16.15430
121150 Ustka PL 54.58300 16.86700
121200 Leba PL 54.75000 17.53306
121350 Hel PL 54.60000 18.81667
121500 Gdansk-Rebiechowo PL 54.37760 18.46620
121850 Ketrzyn PL 54.06670 21.36670
121950 Suwalkl PL 54.13000 22.95000
122000 Swinoujscie PL 53.92290 14.24100
122050 Szczecin PL 53.40000 14.61667
122350 Chojnice PL 53.70000 17.55000
122500 Torun PL 53.02920 18.54590
122700 Mlawa PL 53.10000 20.35000
122720 Olsztyn PL 53.77301 20.41397
122800 Mikolajki PL 53.78330 21.58330
122950 Bialystok PL 53.10140 23.17060
123000 Gorzow PL 52.73330 15.26670
123300 Poznan PL 52.42100 16.82630
123450 Kolo PL 52.20000 18.66700
123600 Plock PL 52.58000 19.73000
123750 Warszawa PL 52.16580 20.96710
123850 Siedlce PL 52.25000 22.25000
124000 Zielona PL 52.14020 15.79700
124150 Legnica PL 51.20000 16.20000
124240 Wroclaw I PL 51.10270 16.88580
124350 Kalisz PL 51.76666 18.06666
124550 Wielun PL 51.20000 18.55000
124650 Lodz PL 51.72190 19.39810
124950 Lublin Radaweic PL 51.22190 22.39470
124970 WIlodawa PL 51.55000 23.53306
125000 Jelenia Gora PL 50.89890 15.78560
125100 Sniezka PL 50.73630 15.73970
125200 Klodzko PL 50.43330 16.61000
125300 Opole PL 50.80000 17.96666
125600 Katowice PL 50.24058 19.03274
125660 Krakow PL 50.07775 19.79482
125700 Kielce PL 50.81655 20.70256
125750 Tarnow PL 50.03000 20.98000
125800 Rzeszow-Jasionka PL 50.11104 22.03154
125950 Zamosc PL 50.70000 23.20000
126000 Bielsko-Biala PL 49.80500 19.00188
126500 Kasprowy Wierch PL 49.23306 19.98306

Continued on Next Page. ..
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Table A.1 -Continued
WMO Station Name Country Latitude Longitude

126950 Przemysl PL 49.80000 22.76670

Table A.1: Listing of Selected Stations



Appendix B

Statistical Methods

B.1 Generalised Extreme Value Distribution: Statistical

Properties

Probability density function (p.d.f.)

-1/6-1 -1/¢
1 X—u X—u
— 1+§[—] exp[ 1+§[—] ’ E+0
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fo(x) =
1 X—u X—u
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Maximum likelihood score function

0
S(x;0) = =109 f4(X) (B.2)
= [1(% 6) ... s(x; 8)| . for 8 lengthp (B.3)

for the GEVD wher¢ # 0

0
si(x; 0) = @log fo(X) (B.4)
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0
s3(X; 0) = 6—§|09 fo(X) (B.8)
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1 X—u X—u X—u
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si(x; 6) = —log fy(X) (B.10)
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0
S(X; 0) = ——log fe(x) (B.12)
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X— X—
=0+ — 11— exp|- — (B.13)

B.2 Influence Function

B.2.1 Overview

The influence function (IF) was originally developed by Hain(1968, 1974) as the in-
fluence curve and forms the basis of robustness theory. @uarally, the IF measures the

asymptotic bias resulting from an induced perturbati@i)(at a point in the observations.
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Hampel (1974) defines the IF of the estimaloat the probability distributioir by

(B.14)

FOeT.F) = im {T[(l — OF + 6] - T(F)}

€

which represents the directional derivative in the di@tof a point massjy, atx . The

asymptotic variance is then given by
V(T,F) = fIF(x; T.F)IF(x; T,F)TdF(x). (B.15)

The IF allows the robustness of an estimator to be evalu&dedlly the IF will be bounded,
thus ensuring that any small contamination in the data doekargely dfect the outcome

of the estimator.

B.2.2 Derivation: Maximum Likelihood Estimators

Hampelet al. (1986) derive the influence function for the M-estimatoi@ir Equation

B.14, giving

IF 0. Fo) = M. Fo) 4(x.0) 8.16)
where

M@ F) = - [ <o(x 0)dFs(9 ®.17)

and the asymptotic covariance is given by

V(. Fo) = M(, Fo) Q. F)M(y, Fy) (B.18)
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where

Q. Fo) = f W(x )y (x. 0)TdF,(%) (B.19)

Substituting the score function (from Equation 4.13)
0
S(4; 6) = - 109 To(x; 6). (B.20)

into Equation B.17 yields the Fisher Information matdi¢g). The Fisher Information is
the variance of the score and for a given probability derfsitgtion represents a measure
of the amount of information that an observation carriesualtioe estimated parameters.

The Fisher Information matrix may be formulated as

2
3(0) = - f %s(x,e)ng(x) (8.21)
_ f s(x, 6)s(x, 6) dF, (8.22)

The former is often referred to as the observed Fisher Irdtion and the latter as the ex-
pected Fisher Information. The expected Fisher Infornmas@enerally favoured since the
second derivatives of the score functions do not requireutation, although several au-
thors (Prescott and Walden, 1983; Efron and Hinkley, 19&8gtshown that the observed
information matrix can provide better estimates. By substin of the Fisher Information

matrix into Equation B.16, the influence function becomes
IF (X ¢, Fo) = J(0) ¥ (x, 6) (B.23)

where for the MLE¥(x,0) = S(x, 8). The equation is unbounded as a result of the score

function given by Equation B.20 being unboundedifbupuis and Field, 1998b).
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B.3 Optimal Bias-Robust Estimators

B.3.1 Estimator

A detailed derivation of the estimator is provided by Hamgtedl. (1986) for both single

and multidimensional estimators. A bounded functionffaran be derived as
Yo i) = he{AlS(x, 6) — a]) (B.24)

where A and a arise from Fisher consistency and ensuring the functioncides with
the influence function of the M-estimator given by Equatiad@® The matrixA is lower

triangular and is written as
ATA =Mt (B.25)

and the vector s solved implicitly by

f S(X’ O)WC(X’ 0)d FO(X)

[ we(x, 0)dFy(X) (B.26)

a() =

Thus, considering the estimator given by Equation B.24gia&ix M constructed in Equa-
tion B.17, which is analogous to the expected Fisher Infoionalefined by Equation B.22,

can be written as
M= | s(x.6) - alls(.6) - " W(HdF(Y (8.27)
where the weighting function as defined in Equation 4.14 is

We(x) = min{1, ¢/ || A[s(x,6) — a] |I}. (B.28)



CuaPTER B. SraristicaL. METHODS 155

If the robustness constaatequals infinity the MLE is achieved sint#&.(x, §) = 1 for all
observations and parameters. For the standardised OBREs&h heree > +/p, where
p is the length of the parameter vecthrand the most robust case is achieved as /p

(Dupuis and Field, 1998b).

B.3.2 Algorithm

The algorithm for the OBRE procedure closely follows thegaure outlined by Dupuis
and Field (1998b) and the standardised OBRE algorithm of péduet al. (1986). For a

sequence = {Xg, ..., X5} Of observed wind data:

1. Develop an initial estimatfor the parameter vect@from MLE or PWM and set

the robustness céi&ientc.
2. CalculateA = J¥%(9)T whereJ(8) is given by Equation B.22 and sat= 0.

3. Solve forA anda using Equations B.25 and B.26 respectively, and iteratié cort-

vergence.
4. CalculateM; from Equation B.27.

5. Solve forA8 where

Af = Mave{hc{A[S(X, t) - a]}} (B.29)

= My 10 ) - AWk 6) (8.:30)

6. If A@ is less than the desired precision the answer has conve@;bdrwise@ + A6

and return to step 3.

The integrals in Equations B.22 and B.27 of Steps 2 and 4 caraloelated using the

empirical distribution function, however, numerical igtation must be used in Equation



CuaPTER B. SraristicaL. METHODS 156

B.26 for the calculation o&in Step 3 otherwise every estimate will satisf{ , ¥(x;; 6) = 0
(Dupuis and Field, 1998b).
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