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Abstract 

“You read my mind.” Although this simple everyday expression implies ‘knowledge or 

understanding’ of another’s thinking, true ‘mind-reading’ capabilities implicitly seem 

constrained to the domains of Hollywood and science-fiction. In the field of sensorimotor 

neuroscience, however, significant progress in this area has come from mapping 

characteristic changes in brain activity that occur prior to an action being initiated. For 

instance, invasive neural recordings in non-human primates have significantly increased 

our understanding of how highly cognitive and abstract processes like intentions and 

decisions are represented in the brain by showing that it is possible to decode or ‘predict’ 

upcoming sensorimotor behaviors (e.g., movements of the arm/eyes) based on preceding 

changes in the neuronal output of parieto-frontal cortex, a network of areas critical for 

motor planning. In the human brain, however, a successful counterpart for this predictive 

ability and a similar detailed understanding of intention-related signals in parieto-frontal 

cortex have remained largely unattainable due to the limitations of non-invasive brain 

mapping techniques like functional magnetic resonance imaging (fMRI). Knowing how 

and where in the human brain intentions or plans for action are coded is not only 

important for understanding the neuroanatomical organization and cortical mechanisms 

that govern goal-directed behaviours like reaching, grasping and looking – movements 

critical to our interactions with the world – but also for understanding homologies 

between human and non-human primate brain areas, allowing the transfer of neural 

findings between species.  

In the current thesis, I employed multi-voxel pattern analysis (MVPA), a new fMRI 

technique that has made it possible to examine the coding of neural information at a more 

fine-grained level than that previously available. I used fMRI MVPA to examine how and 

where movement intentions are coded in human parieto-frontal cortex and specifically 

asked the question: What types of predictive information about a subject's upcoming 

movement can be decoded from preceding changes in neural activity? 

Project 1 first used fMRI MVPA to determine, largely as a proof-of-concept, whether or 

not specific object-directed hand actions (grasps and reaches) could be predicted from 

intention-related brain activity patterns. Next, Project 2 examined whether effector-
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specific (arm vs. eye) movement plans along with their intended directions (left vs. right) 

could also be decoded prior to movement. Lastly, Project 3 examined exactly where in 

the human brain higher-level movement goals were represented independently from how 

those goals were to be implemented. To this aim, Project 3 had subjects either grasp or 

reach toward an object (two different motor goals) using either their hand or a novel tool 

(with kinematics opposite to those of the hand). In this way, the goal of the action 

(grasping vs. reaching) could be maintained across actions, but the way in which those 

actions were kinematically achieved changed in accordance with the effector (hand or 

tool). All three projects employed a similar event-related delayed-movement fMRI 

paradigm that separated in time planning and execution neural responses, allowing us to 

isolate the preparatory patterns of brain activity that form prior to movement.  

Project 1 found that the plan-related activity patterns in several parieto-frontal brain 

regions were predictive of different upcoming hand movements (grasps vs. reaches). 

Moreover, we found that several parieto-frontal brain regions, similar to that only 

previously demonstrated in non-human primates, could actually be characterized 

according to the types of movements they can decode. Project 2 found a variety of 

functional subdivisions: some parieto-frontal areas discriminated movement plans for the 

different reach directions, some for the different eye movement directions, and a few 

areas accurately predicted upcoming directional movements for both the hand and eye. 

This latter finding demonstrates -- similar to that shown previously in non-human 

primates -- that some brain areas code for the end motor goal (i.e., target location) 

independent of effector used. Project 3 identified regions that decoded upcoming hand 

actions only, upcoming tool actions only, and rather interestingly, areas that predicted 

actions with both effectors (hand and tool). Notably, some of these latter areas were 

found to represent the higher-level goals of the movement (grasping vs. reaching) instead 

of the specific lower-level kinematics (hand vs. tool) necessary to implement those goals. 

Taken together, these findings offer substantial new insights into the types of intention-

related signals contained in human brain activity patterns and specify a hierarchical 

neural architecture spanning parieto-frontal cortex that guides the construction of 

complex object-directed behaviors. 
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Chapter 1 

1. General Introduction 

1.1 Movement and the Brain 

How does the human brain plan movements of the body? Understanding the intimate links 

between the processes of the brain and body has been a problem that has captivated philosophers, 

economists, psychologists, physiologists, neuroscientists, medical doctors, and robotics 

researchers alike for decades, and in some cases, centuries. The importance of understanding this 

relationship is by no means trivial: Movement of the body is the only meaningful way we have 

of interacting with our surrounding environment. Action provides us with the ability to 

communicate ideas with others (e.g., speech, hand gestures), to change and adapt our 

surroundings through the manipulation of objects (e.g., relocating items of interest), and to travel 

from point A to point B (e.g., walking, running, driving). It also gives us -- in the hands of the 

most skilled speakers, artists, writers, and musicians -- the ability to captivate imagination, stir 

emotions, unite and divide peoples, and fascinate much of the world. To be sure, the significance 

of being able to control movement in our everyday lives becomes all too clear in the many cases 

of individuals suffering from neurological disease, injury or limb loss. Thus, understanding the 

tight linkage between the brain and body and more specifically, the cortical basis of movement 

planning and control, is not just an abstract exercise but an important endeavor if we are to 

understand the many cases of sensorimotor dysfunction and provide rehabilitative programs and 

recovery-of-function options for individuals and patients. 

A basic premise embedded in the question posed at the beginning of this thesis is of course, that 

it is in fact the brain that is responsible for controlling actions of the body. Based on a rather 

considerable and august literature, we know this fact to be only partially true. For instance, at the 

lowest-levels of motor control, movements of the body are in effect initiated by spinal motor 

neurons, whose activity then leads to the contraction or relaxation of different muscle groups, 

which themselves subsequently cause movements of the skeletal components to which they are 

attached (Kandel et al., 2000, pp 653-867). In fact, simple movements of the arms and legs need 

not actually require descending inputs from the brain at all: Limb movement can be initiated by 

electrical stimulation of the spinal cord alone, as well demonstrated in decereberated animals 

(e.g., Kandel et al., 2000, pp 714-736; Giszter et al., 2007). Suffice it to say, movement control is 

a rather sophisticated, dynamic, and hierarchical process, requiring the coordination of individual 
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spinal motor neurons and muscle fibres in order to drive large systematic changes that can be 

observed at the behavioral level (e.g., moving a limb or finger). The focus of the present thesis, 

however, is not concerned with understanding motor control at these lower kinematic and 

mechanical levels (already well described in detail elsewhere) but rather at elucidating the 

higher-level cognitive processes in the brain that lead to voluntary movement.  

In nature, goal-directed purposeful movements in primates largely result as a consequence of a 

complex interplay between several specialized subregions within the brain (Wise, 1985; Schall 

and Thompson, 1999; Kandel et al., 2000, pp 653-867; Rizzolatti and Luppino, 2001; Andersen 

and Buneo, 2002; Cisek and Kalaska, 2010; Filimon, 2010) that together, through their 

coordination, instruct the spinal cord on which specific movements to implement. The specific 

aim of the current work was to understand both how and where in the human brain high-level 

goal-directed action plans for movement are coded. In particular, the first objective of these 

projects was to determine whether we could actually ‘decode’ the content of a subject’s 

movement decision from the preparatory brain activity patterns that form prior to movement 

onset, and thus in doing so, accurately predict their upcoming actions and behavior – as I will 

outline in the pages below, this feat of ‘mind-reading’ or ‘decoding’ motor intentions was in 

itself a significant technical hurdle. The second and more overarching goal of these projects was 

to determine whether different regions of the human brain could be characterized and 

differentiated based on the types of movements they can predict. This second goal relates to the 

notion that the primate brain contains several specialized subpopulations of neurons and signals 

that reflect different motor intentions of the individual (e.g., to move the eyes vs. arm, to move to 

the left vs. right) and has served as a recurring theme in non-human primate neural recording 

studies (Andersen et al., 1997; Andersen and Buneo, 2002; Fecteau and Munoz, 2003; Cisek and 

Kalaska, 2010). To date, however, a similar understanding of the human brain signals and neural 

organization that guide high-level processes like action planning has remained elusive. By using 

these two main experimental objectives to focus the types of questions asked in the current 

research projects, I hypothesized that some of our findings might provide critical insights into the 

underlying neural mechanisms that govern the planning of human hand and eye movements and 

perhaps also, based on previous observations of intention-related activity in the monkey, inform 

inferences about potential homologies between human and monkey brain areas. 

In brief, the goal of Project 1 was to determine whether or not, as a general proof-of-concept, 

human preparatory fMRI activity patterns could be used to decode the motor intentions of the 
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individual, and in effect, predict upcoming behaviors. Project 2 then sought to map-out the 

planning-related cortical processes that govern eye and hand movements in humans and in doing 

so, offer more substantive comparisons with the same types of neural processes well 

characterized in monkeys. In the third and final project we asked whether the planning of 

different tool-related movements could be decoded from human brain activity and if so, how 

these intention-related activity patterns compared to the activity patterns elicited when the same 

types of movements were planned with the hand alone. In many ways, it was actually in this last 

project that we were able to address largely new types of experimental questions related to action 

planning that had not already been previously answered within the domain of non-human 

primate neurophysiology. 

Rather than overwhelming the reader with an exhaustive and historical review of the previous 

motor control and action-related literature  – which is quite substantial (Andersen et al., 1997; 

Wise et al., 1997; Andersen and Buneo, 2002; Goodale and Milner, 2004; Castiello, 2005; 

Castiello and Begliomini, 2008) -- the goal of this introduction will be instead to provide a more 

concise and focused overview of the current state of the field, with a level of detail appropriate 

for understanding the overall scope and aims of the proposed research. As such, I intend to 

delineate the boundaries of our current understanding of movement planning processes in 

primates and, as a useful springboard for the experiments provided here, highlight in a few cases 

what remains largely uncharted territory in humans. 

1.2 Human and Monkey Brain areas important for the control of action 

Nearly all aspects of normal, everyday visually-guided object-directed behavior (e.g., reaching 

out to pick up an object) first begins with a simple retinal representation of the target object to be 

acted upon. Visual processing of this retinal information is then carried out by a successive chain 

of early visual cortical areas (e.g., V1, V2, V3, etc.) with each extracting increasingly complex 

features of the target stimulus (e.g., lines, orientation, colour, etc.)(Livingstone and Hubel, 

1988). Following some more intermediary stages of processing, visual information then diverges 

along two largely separate but interacting streams (see Figure 1.1).  One processing pathway for 

this visual information extends into ventral-temporal cortex, where the further extraction of 

higher-order visual perceptual features (e.g., shape, texture, material, etc.) takes place, ultimately 

leading to high-level cognitive attributes like object recognition (see Goodale and Milner, 2004 

for a detailed review). The other visual pathway ascends along posterior parietal cortex (PPC) 

and into various premotor areas located in frontal cortex, where instead of playing a role 
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perceptual processing, the visual features directly relevant for movement planning (e.g., location, 

distance, etc.) are extracted and processed (Andersen and Buneo, 2002; Goodale and Milner, 

2004). It is here, in these highly interconnected parieto-frontal brain regions, that higher-level 

cognitive aspects of movement like intention and decision are coded (Andersen and Buneo, 

2002; Gold and Shadlen, 2007; Andersen and Cui, 2009; Andersen et al., 2010; Cisek and 

Kalaska, 2010) and where the sensorimotor transformations required to convert visual attributes 

about an object into the motor commands required to act upon that object take place (Andersen et 

al., 1997). 
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Figure 1.1: Dual visual streams hypothesis (Goodale and Milner, 1992). Vision is first 

processed in early visual cortex (V1) and then projects into two separate but interacting streams. 

The dorsal stream, shown with the red arrow, ascends from occipital to posterior parietal cortex 

(PPC) and extracts visual features relevant for the control of action (like the spatial location of a 

baseball for hitting or the orientation of a cup for grasping). The ventral stream, shown in the 

blue arrow, projects from occipital to ventral-temporal cortex and extracts visual features 

relevant for perception and object recognition (like whether the individual is looking at a house 

or face). 
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1.2.1 Movement-related areas in premotor cortex 

The critical role that several frontal cortical areas play in movement generation has been well 

documented for more than a century (Fritsch and Hitzig, 1870; Ferrier, 1876, 1890; Sherrington, 

1906; Penfield and Boldrey, 1937; Graziano, 2009 for a detailed review). Perhaps the best 

described of these frontal action-related areas is primary motor cortex (M1), which provides the 

primary source of descending motor commands to the spinal cord (Murray and Coulter, 1981; 

Toyoshima and Sakai, 1982; Porter and Lemon, 1993; Dum and Strick, 2002; Chouinard and 

Paus, 2006). Consistent with these outputs, much of the neural activity in M1 can be described in 

lower-level muscle control terms like force, direction, and speed (Evarts and Thach, 1969; 

Schwartz, 1994; Todorov, 2000; Kalaska, 2009, although see Graziano, 2006). In addition to 

these intrinsic factors, some lines of evidence also point to M1 as playing a role in coding for 

extrinsic factors, like movement direction or limb trajectory (Georgopoulos et al., 1986; 

Georgopoulos et al., 1988; although see Scott et al., 2001). Lesions to the area produce several 

movement-related deficits like inappropriate force scaling for objects and an impairment in 

individual finger movements (e.g., Porter and Lemon, 1993; Schieber and Poliakov, 1998; 

Fogassi et al., 2001; Murata et al., 2008). Regions anterior to M1 in the frontal lobe appear to be 

involved in higher-level aspects of action planning and decision-related processes (Wise, 1985; 

Miller and Cohen, 2001; Rizzolatti and Luppino, 2001). These anterior premotor areas have far 

fewer direct spinal connections but are highly interconnected with each other and M1 (Murray 

and Coulter, 1981; Toyoshima and Sakai, 1982; Dum and Strick, 1991, 2002; Chouinard and 

Paus, 2006; Boudrias et al., 2009) and several of these areas can be subdivided based on their 

activation preferences. For instance, the activity in some premotor areas appears to be linked to 

the effector to be used in an upcoming movement (arm vs. eyes) and/or the type of hand 

movement to be performed (reach vs. grasp actions). Although premotor cortex can be 

functionally subdivided into many distinct neuroanatomical regions, for the purposes of this 

Introduction, I will focus on only a few of these regions.  
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Figure 1.2: Action-related areas of frontal cortex shown on the cortical surface of a 

macaque monkey (A) and human (B) brain. The cortical surfaces were defined at the gray-

white matter boundary and have been partially inflated to reveal regions within the sulci while 

preserving a sense of curvature. Brain areas are color-coded according to the current consensus 

on the ascribed function of each area based on neurophysiological recordings in monkeys (A) 

and fMRI in humans (B). Areas coded with similar color suggest possible functional homologies 

between humans and monkeys. PMd = premotor dorsal cortex, PMv = premotor ventral cortex. 

FEF = frontal eye fields. PMd and FEF are similarly color-coded in the human due to the 

difficulty in separating their activations with fMRI. Modified with permissions from Culham and 

Valyear (2006).  
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One area that appears integral to reach planning is dorsal premotor (PMd) cortex, an area located 

near the junction of the arcuate and principal sulci and lying on the posterior bank of the arcuate 

sulcus in monkeys (Rizzolatti and Luppino, 2001) and at the junction of the precentral and 

superior frontal sulci in humans (Chouinard and Paus, 2006, see Figure 1.2). PMd contains 

neurons responsive to arm movements (Weinrich and Wise, 1982; Weinrich et al., 1984; 

Caminiti et al., 1990; Beurze et al., 2007), shows activity specific for reach direction (Pesaran et 

al., 2006; Batista et al., 2007; Andersen and Cui, 2009) and encodes the target and arm to be 

used in an upcoming reach in both humans and monkeys (Boussaoud and Wise, 1993; Hoshi and 

Tanji, 2006; Beurze et al., 2010). Congruent with these observations, microstimulation of PMd in 

monkeys also induces a complex array of ecologically-relevant movements like reaching and 

grasping (Graziano et al., 2002; Graziano, 2006; Graziano and Aflalo, 2007). Beyond this critical 

role in hand movement planning, however, it remains to be determined what other functions 

PMd might play in goal-directed behavior. 

Another important action-related region in premotor cortex is the frontal eye fields (FEF), 

located on the anterior bank of the arcuate sulcus near the junction of the arcuate and principal 

sulci in monkeys (Schall and Thompson, 1999; Rizzolatti and Luppino, 2001, see Figure 1.2A). 

As its name implies, the area is predominantly involved in the planning and execution of eye 

movements and is the main oculomotor control center in frontal cortex (Bruce and Goldberg, 

1985; Bruce et al., 1985; Schlag and Schlag-Rey, 1987; Goldberg and Bruce, 1990; Schall and 

Thompson, 1999; Fecteau and Munoz, 2003). Commensurate with this, FEF neurons send 

prominent projections to the superior colliculus located in the midbrain, one of the final 

command centers for initiating eye movements. In the human, however, given the close 

anatomical proximity of both FEF and PMd combined with the comparatively poorer spatial 

resolution of fMRI (see Figure 1.2A), their activations substantially overlap, making it difficult 

to dissociate their processes (e.g., Connolly et al., 2007; Filimon, 2010, this is meant to be 

reflected in Figure 1.2B).  

A frontal brain region thought to be necessary for hand grasping and object manipulation is 

ventral premotor (PMv) cortex. In monkeys it is located posteriorly along the inferior bank of the 

arcuate sulcus (Rizzolatti and Luppino, 2001) and in humans it lies posterior and inferior to the 

junction of the precentral gyrus and inferior frontal sulcus (Tomassini et al., 2007, see Figure 

1.2).  Microstimulation of PMv leads to a variety of hand movements (Rizzolatti et al., 1998) and 

converging neural evidence indicates that it encodes the sensorimotor transformations required 
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for hand shaping (Rizzolatti and Luppino, 2001). For instance, PMv contains neurons that in 

addition to coding for certain types of hand actions -- like whole-hand prehension, precision 

grasping and individuated finger movements (Rizzolatti et al., 1998; Raos et al., 2006) – show 

selectivity for certain object properties like size, shape and orientation (Murata et al., 2000; Fluet 

et al., 2010). These neurons can be activated by the mere visual presentation of a graspable 

object and are thought to play an facilitatory role in the visual-motor transformations necessary 

for object grasping (Rizzolatti and Luppino, 2001) -- a suggestion reinforced by the observation 

that the visual specificity of a neuron closely matches its motor specificity (Murata et al., 2000; 

Fluet et al., 2010). Furthermore, muscimol (GABA-agonist) inactivation of PMv markedly 

impairs both hand preshaping and posture for object-directed grasping (Fogassi et al., 2001). 

Several of these findings in monkeys have been confirmed in humans. Transcranial magnetic 

stimulation (TMS) applied to human PMv, which interferes with the neural processing within a 

region, will disrupt the grasping phase of grasp-to-lift task (Davare et al., 2006) and fMRI 

activity in PMv is readily observed during any grasping task (e.g., Cavina-Pratesi et al., 2010). In 

addition, human PMv also encodes 3D object properties in the context of object grasping (e.g., 

Joly et al., 2009), commensurate with an integral role in computing the sensorimotor 

transformations for grasping in humans as well.  

It is important at this point to note that the aforementioned specialized subdivisions of premotor 

cortex do not appear to be simply organized at random. Rather, these specializations seemingly 

reflect their distinct patterns of interconnectivity with similarly specialized subregions in PPC 

(Johnson et al., 1996; Matelli and Luppino, 2000; Andersen and Buneo, 2002; Tanne-Gariepy et 

al., 2002). In fact, beyond premotor regions sending projections to M1 and their immediate 

interconnections with each other, a predominant source of its incoming signals and a main 

recipient of its outgoing signals is the PPC (Matelli and Luppino, 2000; Tanne-Gariepy et al., 

2002). This of course, raises the question, what then is being coded in the PPC? I will now 

briefly turn to describe some of its important functional properties. 

1.2.2 Movement-related areas in PPC 

The significant role that the PPC plays in movement generation, as compared to that of frontal 

cortex, has gained prominence only recently (Mountcastle et al., 1975). This is in part due to the 

historical assessment of the PPC as a sensory ‘association’ area – a designation that is perhaps 

not surprising given that it is anatomically situated at the junction between the primary visual, 

auditory and somatosensory cortical areas. Correspondingly, the anterior section of parietal 
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cortex responds to somatosensory stimulation (Mountcastle, 1957) whereas the posterior aspect 

shows a variety of neural properties related to spatial attention and awareness (Critchley, 1953; 

Ungerleider and Mishkin, 1982; Colby and Goldberg, 1999). Perhaps, most notably, damage to 

the PPC and surrounding structures can often cause a lack of awareness or ‘neglect’ to the 

contralesional side of space (Critchley, 1953; Goodale and Milner, 2004; Husain and Nachev, 

2007). More recently, however, there has been an explosion of neural findings that also implicate 

the PPC in cognitive processes related to movement planning (Mountcastle et al., 1975; 

Andersen et al., 1997; Snyder et al., 1997; Andersen and Buneo, 2002; Cisek and Kalaska, 2010) 

– a fact that again is perhaps not surprising, given that its anatomical position would allow it to 

serve as an useful interface between sensory and motor systems. Consistent with a role in 

sensorimotor transformations and intention- and decision-related processes, neural recording 

studies in monkeys and fMRI studies in humans have found a diverse range of sensory, cognitive 

and motor-related properties in the PPC (Culham and Valyear, 2006; Gold and Shadlen, 2007; 

Cisek and Kalaska, 2010). Commensurate with this prominent sensorimotor role, patients with 

PPC lesions can also suffer from a variety of deficits related to movement - deficits that are 

neither exclusively motor nor sensory in nature. For instance, damage to the PPC can cause optic 

ataxia -- a disorder characterized by the patient having difficulty in localizing periperhal target 

locations for reaches (Perenin and Vighetto, 1988) -- and/or one of the apraxias -- disorders most 

often characterized by a difficulty in planning goal-directed movements (Haaland et al., 1999, 

2000). As an aside, it should be noted that this fairly inclusive description of the PPC as a 

sensorimotor interface might also be overly simplistic: The PPC has been implicated in 

subserving a dizzying array of high-level sensorimotor and cognitive functions, including action 

planning and coordinate transformations (Andersen and Buneo, 2002), decision-making and 

value-estimation (Gold and Shadlen, 2007), forward state estimation and prediction (Wolpert et 

al., 1998; Shadmehr and Wise, 2005), goal encoding (Musallam et al., 2004; Andersen et al., 

2010), cognitive set (Stoet and Snyder, 2004), categorization (Freedman and Assad, 2006), shape 

recognition (Sereno and Maunsell, 1998), timing (Walsh, 2003), attention (Colby and Goldberg, 

1999; Bisley and Goldberg, 2003), learning (Clower et al., 1996; Rossetti et al., 1998; Linden et 

al., 1999), number and magnitude processing (Walsh, 2003; Hubbard et al., 2005; Ansari, 2008; 

Nieder and Dehaene, 2009), and working memory (Xu and Chun, 2006, 2009), just to name a 

few. It is important to note, however, that the common thread underlying all of these diverse PPC 

functional properties is a general involvement in the specification and selection of goal-directed 

behaviors. 
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Similar to the organization found in frontal cortex, the PPC also contains a mosaic of specialized 

subregions used for controlling the movement of different body parts (e.g., arm, hand, eyes) and 

producing desired motor acts and goals (Blatt et al., 1990; Andersen and Buneo, 2002; Culham et 

al., 2006, see Figure 1.3). Consistent with these subdivisions, microstimulation of different parts 

of monkey PPC evokes a vast array of complex movements and behaviors (e.g., reaching, 

grasping, eye movements, defense actions)(Stepniewska et al., 2005) and electrical stimulation 

of the inferior parietal lobe in human patients initiates the desire to move different effectors 

(Desmurget et al., 2009). Importantly, in contrast to regions in the frontal lobe, the PPC has 

considerably less direct anatomical projections to the spinal cord (approximately less than 1/5
th

 

the number of connections, (Murray and Coulter, 1981; Toyoshima and Sakai, 1982)). As such, 

given the PPC’s prominent projections to frontal cortex, parietal areas are much more likely to 

indirectly influence the activity M1 neurons (and thus the spinal cord) through their interactions 

with interconnected premotor areas. This neuroanatomical organization suggests that the PPC is 

likely to be involved in the earlier stages of movement planning and more abstractly removed 

from the precise kinematics that need to be coded by M1 in order to achieve desired actions.  
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Figure 1.3: Action-related areas of parietal cortex shown on the cortical surface of a 

macaque monkey (A) and human (B) brain. The cortical surfaces were defined at the gray-

white matter boundary and have been partially inflated to reveal regions within the sulci while 

preserving a sense of curvature. Brain areas are color-coded according to the current consensus 

on the ascribed function of each area based on neurophysiological recordings in monkeys (A) 

and fMRI in humans (B). Areas coded with similar color suggest possible functional homologies 

between humans and monkeys. Monkey areas: V6 = visual area 6, V6A = visual area 6A, MIP = 

medial intraparietal area, cIPS = caudal intraparietal sulcus, LIP = lateral intraprietal area, AIP = 

anterior intraparietal area. Human areas: SPOC = superior parieto-occipital cortex, mIPS = 

middle IPS, pIPS = posterior intraparietal sulcus, PEF = parietal eye field, aIPS = anterior 

intraparietal sulcus. Modified with permissions from Culham and Valyear (2006). 
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An important brain area involved in reaching in human PPC is the superior parieto-occipital 

cortex (SPOC), a putative human homologue of area V6A in the monkey (Pitzalis et al., 2006, 

see Figure 1.3), located slightly anterior to the parieto-occipital sulcus. Neurons in monkey V6A 

show sensitivity to reach direction and encode targets for reaching (Galletti et al., 1997; Galletti 

et al., 2003) and damage to the area leads to misreaching errors (Battaglini et al., 2002). In 

humans, TMS disruption (Vesia et al., 2010) or cortical damage (Karnath and Perenin, 2005) to 

SPOC can produce errant reach trajectories and fMRI evidence points to its direct involvement in 

reach execution (Prado et al., 2005; Bernier and Grafton, 2010; Cavina-Pratesi et al., 2010) but to 

date, its precise role in reach planning has yet to be well demonstrated. Just anterior to SPOC is 

the Precuneus, an area also implicated in reaching actions (Filimon et al., 2009; Bernier and 

Grafton, 2010). In addition, this region shows selectivity for  pointing actions (Connolly et al., 

2003; Fernandez-Ruiz et al., 2007) as well as for both observed and imagined reaching (Filimon 

et al., 2007). Although SPOC and the Precuneus are often co-activated in a variety of reach tasks, 

they may in fact be functionally distinct (e.g., Filimon et al., 2009; Bernier and Grafton, 2010) -- 

a notion supported by differences in the underlying cytoarchitecture (Scheperjans et al., 2008b; 

Scheperjans et al., 2008a). Nevertheless, both of these areas appear functionally interconnected 

with a more anterior region in the middle IPS (midIPS, Matelli and Luppino, 2000) -- also 

heavily implicated in reach planning and execution (e.g., Snyder et al., 1997) – and with the 

reach-related PMd located in frontal cortex. 

While exact functional homologies between midIPS in the human and monkey remain unclear, 

the general anatomical region in monkeys codes for both eye and arm movements. For instance, 

the lateral intraparietal (LIP) area, located on the lateral bank of the middle IPS in monkeys 

(Figure 1.3) contains neurons more selective for eye movements than reaching movements 

(Snyder et al., 1997; Cui and Andersen, 2007) and it is anatomically interconnected with FEF in 

frontal cortex (Andersen et al., 1985a; Andersen et al., 1990; Anderson et al., 2011). Consistent 

with this, LIP activity represents upcoming decisions related to eye movements (Gold and 

Shadlen, 2007) and electrical stimulation of LIP produces fixed-vector saccades (Thier and 

Andersen, 1996, 1998; Constantin et al., 2007). In contrast, the medial intraparietal (MIP) area, 

located on the medial bank of the middle IPS in monkeys (Figure 1.3), contains neurons that are 

selective for reach movements rather than eye movements (Snyder et al., 1997; Calton et al., 

2002; Cui and Andersen, 2007), encodes the sensorimotor transformations required for arm 
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movements (Batista et al., 1999) and sends prominent projections to PMd in frontal cortex 

(Tanne-Gariepy et al., 2002).  

In contrast to the monkey, it has been much more difficult to isolate and  dissociate arm and eye 

movement-related activity from human midIPS. This difficulty may be due to several different 

non-mutually exclusive factors: 1) The neuroanatomical locations of LIP and MIP lie directly 

adjacent to eachother in the monkey brain and in comparison to single neuron recordings, fMRI 

has far poorer spatial resolution to allow for similar levels of detection, 2) there may actually be 

less effector-specificity in human compared to monkey cortex (Heed et al., 2011), 3) despite 

similarities in neuroanatomical position, human midIPS may not house the functional 

homologues of LIP and MIP in the monkey and 4) the signals being measured by fMRI do not 

reflect a one-to-one relationship with the action potentials recorded from neural electrodes in 

monkeys (Logothetis et al., 2001)(many of these important issues will receive further discussion 

in the pages that follow). What we do know for certain is that the degree of fMRI activation 

overlap for reaching and saccades in the IPS is generally quite high and varies across studies 

(Astafiev et al., 2003; Connolly et al., 2003; Culham et al., 2006; Beurze et al., 2007; Hagler et 

al., 2007; Levy et al., 2007; Filimon, 2010), and this issue is unquestionably further compounded 

by the fact that neurons showing arm-specificity can be found on both the lateral and medial 

banks of the midIPS (Snyder et al., 1997; Calton et al., 2002; Chang and Snyder, 2010). No 

doubt this dense intermingling and multiplexed organization of arm- and eye-related neurons in 

the IPS facilitates the coupling of both effectors and their coordination (Andersen and Buneo, 

2002; Andersen and Cui, 2009), as is likely the case for PMd and FEF in premotor cortex. 

Nevertheless, for significant advances to be made in our understanding of these same neural 

populations in humans an fMRI technique able to differentiate these highly distributed and 

overlapping neural activations would seem critical.  

Caudal to the midIPS is another functional subdivision, the posterior IPS (pIPS), implicated in a 

wide assortment of cognitive- and visual-motor-related functions in humans (Figure 1.3). For 

instance, human pIPS is activated in experimental tasks requiring visual selection and attention 

(Wojciulik and Kanwisher, 1999; Szczepanski et al., 2010) and it encodes both target- and 

effector-related information for movement (Beurze et al., 2007, 2009). Neural evidence from 

monkeys also suggests that the caudal IPS also encodes 3D object features relevant for 

movement (Sakata et al., 1998). Beyond these rather vague descriptions of the pIPS, however, 

very little is known about the types of action-related processes that are computed within the area. 
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In the monkey, the most anterior section of the IPS (aIPS; Figure 1.3) contains neurons 

selectively involved in hand preshaping and grasping (Taira et al., 1990; Sakata et al., 1997; 

Murata et al., 2000; Baumann et al., 2009). Consistent with this, muscimol (GABA-agonist) 

injections into aIPS disrupts object-directed hand grasping (Gallese et al., 1994). Consistent  with 

a similar functional organization, aIPS in the human also shows selectivity for grasp execution 

with fMRI (Culham et al., 2003; Frey et al., 2005; Begliomini et al., 2007; Gallivan et al., 2009) 

and TMS to the region interferes with the grasp component of a reach-to-grasp action (Tunik et 

al., 2005; Rice et al., 2006). As might be anticipated with these grasp-related functional 

properties, aIPS sends prominent projections to PMv in frontal cortex (Tanne-Gariepy et al., 

2002; Borra et al., 2008).  

1.2.3 Parallel parieto-frontal pathways for reaching and grasping 

As already alluded to above, the neuroanatomical organization of specialized regions for 

reaching, grasping and looking emerge from the distinct patterns of interconnectivity between 

parietal and frontal cortex. Based on these and other observations, it has been argued that the 

parieto-frontal network contains two distinct parallel networks for prehension: a dorso-lateral 

circuit involving interconnections between pIPS, AIP and PMv, thought to be specialized for 

grasping, and a dorso-medial circuit involving interconnections between SPOC/precuneus, 

midIPS and PMd, thought to be specialized for reaching (Jeannerod, 1988; Sakata and Taira, 

1994; Matelli and Luppino, 2000; Andersen and Buneo, 2002; Johnson and Grafton, 2003; 

Rizzolatti and Matelli, 2003; Grafton, 2010, see Figure 1.4). While this view has proved to be a 

useful heuristic and generated several testable predictions and experimental investigations, it has 

faced increasing criticism as it fails to account for a number of findings. First, grasp-selective 

neurons have recently been reported in area V6A of the monkey, an area thought to be 

exclusively involved in reach movements (Fattori et al., 2009; Fattori et al., 2010). Second, it has 

been shown using dynamic causal modeling with fMRI that the degress of finger precision 

required by grasping movements alone can elicit the differential engagement of the dorso-medial 

and dorso-lateral circuits (Grol et al., 2007) -- a finding incompatible with the strict grasping vs. 

reaching divisions of the parallel-pathway view. Third, reach-related neural responses can be 

found in several areas outside of the dorso-medial circuit (Graziano, 2001; Breveglieri et al., 

2006). Fourth, the view importantly ignores the close interconnections throughout parietal cortex 

(Gamberini et al., 2009), and in particular, between the dorso-medial and –lateral circuits 

(Gardner et al., 2007a; Gardner et al., 2007b), making the quantification of any dissociative 
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processes quite difficult. Part of the aim of the present work was to help resolve some of these 

discrepancies and examine whether a specialized module for certain types of actions (grasping, 

reaching and saccades) is actually representative of underlying human brain function and 

cognitive organization. 
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Figure 1.4: Suggested parallel visual-motor pathways for reaching and grasping in the 

macaque monkey. (Left) The cortical surface of a macaque monkey brain was defined at the 

gray-white matter boundary and has been partially inflated to reveal regions within the sulci 

while preserving a sense of curvature. Colored arrows denote the parallel processing of reach-

related information in a dorso-medial circuit (in red) and grasp-related information in a dorso-

lateral circuit (in green). Both parallel pathways begin with object-related visual processing in 

early visual cortex (V1) and then undergo sensorimotor transformations for movement in parietal 

and premotor cortex. (Right) Schematic representation of the brain areas involved in each 

pathway, with arrows denoting the direction of information processing. At the end stages of 

movement preparation, it is thought that both PMd and PMv then inform M1 of the desired 

motor acts. V6 = visual area 6, V6A = visual area 6A, MIP = medial intraparietal area, PRR = 

parietal reach region, PMd = premotor dorsal cortex, cIPS = caudal intraparietal sulcus, AIP = 

anterior intraparietal area, PMv = premotor ventral cortex.



21 

 

 

1.2.4 Decoding intentions in the monkey brain 

Let us stop at this point and briefly recount the significant insights gained with monkey 

neurophysiology into how cognitive processes like decisions and intentions are represented in the 

primate brain. First and foremost, neural recording studies have provided remarkably detailed 

descriptions as to specifically where different motor intentions are coded. This has most notably 

been accomplished through the demonstration that certain brain regions can be well 

characterized based on the types of preparatory and predictive signals they contain. For instance, 

as recently reviewed, regions within both parietal and premotor cortex can be functionally 

subdivided according to whether the resident preparatory neural signals relate to upcoming 

saccades, reaches or grasping movements (Taira et al., 1990; Snyder et al., 1997; Andersen and 

Buneo, 2002). In conjunction with these descriptions, monkey studies have also specifically 

shown how motor intentions are coded. For example, some neurons seem to represent the 

upcoming spatial location of the target to be acted upon, others how the target will be interacted 

with, while many may represent both critical pieces of information (Calton et al., 2002; 

Dickinson et al., 2003; Cui and Andersen, 2007; Andersen and Cui, 2009). It has also been 

shown that prior to a monkey being instructed as to which target to act upon, populations of 

neurons in different parieto-frontal regions will simultaneously represent movements to multiple 

potential targets and their corresponding spatial locations (Platt and Glimcher, 1997; Snyder et 

al., 1997; Cisek and Kalaska, 2005; for review see Cisek and Kalaska, 2010). This simultaneous 

specification of multiple possible movements occurs even when only a single object is being 

viewed; the potential movements in this case reflecting different grasping actions (Baumann et 

al., 2009). In addition, with repect to the neurons that show spatial tuning for target direction, 

many studies revealed that this spatial representation is directly linked to a particular frame of 

reference (e.g., anchored to the eye, Andersen et al., 1985b; Batista et al., 1999; Andersen and 

Buneo, 2002) and that postural signals related to the position of various effectors (eyes or hands) 

can scale the levels of activity in these spatially-tuned neurons (called gain-field scaling). These 

gain-fields can have important implications. For instance, the work of Zipser and Andersen 

(1988) first demonstrated that the postural signal of the eye’s orbital position could be used to 

convert eye-centred neural responses into head-centred responses. While this originally served as 

proof-of-principle model for how gain signals could be combined to produce distributed spatial 

representations, it is now well accepted that gain-fields have a prominent role to play in coding 

the sensorimotor transformations for action (Snyder et al., 1998; Chang et al., 2009). Lastly, 

monkey studies have also provided critical insights into exactly when intentions for action are 
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formed. On this front, an examination of the neural activity that forms prior to a monkey 

executing a decision has been particularly revealing. In these types of choice-related experiments 

the monkey is generally trained to perform some kind of discrimination task (e.g., determine to 

what side of space a group of dots are moving) or autonomously to make a target selection and 

indicate its final decision through some measurable behaviour (e.g., by moving their limb or their 

eye). A ubiquitous observation found in these tasks is that the cognitive signals conveying the 

monkey’s decision processes will evolve in the same brain regions involved in initiating the final 

movement (Gold and Shadlen, 2007; Kable and Glimcher, 2009; Cisek and Kalaska, 2010). For 

instance, if the response task requires an eye movement, signals expressing the monkey’s 

upcoming decision will accumulate in eye movement-related areas (Platt and Glimcher, 1999; 

Cui and Andersen, 2007; Gold and Shadlen, 2007) whereas if the decision task requires a 

reaching movement, corresponding activity changes leading up to the action can be observed in 

reach-related brain areas (Cisek and Kalaska, 2005; Cui and Andersen, 2007; Pesaran et al., 

2008). In effect, such tasks allow neurophysiologists to view the unfolding of a monkey’s 

decision over time, permitting them to pinpoint with high reliability -- moments before action 

initiation -- which decision has been reached and thus which action will be performed. 

 

1.3 From the monkey to the human 

A critical point worth re-emphasizing here is that nearly everything we currently know about the 

neuroanatomical organization and cortical mechanisms that guide the planning of goal-directed 

actions in the human (e.g., sensorimotor transformations involved in movement generation, 

temporal unfolding of action decisions, coding of higher-level movement goals, etc.) is founded 

on neurophysiological investigations in monkeys (for example, see Figure 1.5). This is by no 

means coincidental: Any sort of direct investigation of human planning-related processes with 

behavioral measures or non-invasive neuroimaging methods has been met with varying degrees 

of success and/or has been limited in the types of conclusions that can be drawn. Indeed, from a 

behavioral perspective, the tricky thing about measuring and quantifying high-level cognitive 

processes like intentions or decisions is that these processes need not actually manifest 

themselves behaviorally. For instance, I can either intend to lift my arm or not, but without me 

actually lifting my arm, you would never know for certain that I ever really contemplated the 



23 

 

 

decision
1
. As such, at the precise moment of their instantiation, these more abstract brain 

processes can remain covert or ‘hidden’ from any detailed examination of behavior. Thus, in 

order to directly examine these types of hidden brain processes (intention- and decision-related 

signals) in the human we also need a non-invasive neuroimaging method that allows us a 

‘window’ through which to view their evolution prior to the initiation of any behavioral 

response.  

 

 

 

 

 

                                                 
1
 I should acknowledge that this intention-related information (i.e., to lift arm) might also be 

expressed at the level of subthreshold muscle activity and thus resolvable with electromyography 

(EMG) recordings. However, for the purposes of this example, I presume that any high-level 

intention- or decision-related coding is abstractly removed from any muscle-related specification 

of the movement (i.e., observable at the level of EMG) and constrained to the level of brain 

activity patterns.  
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Figure 1.5: Intention-related activity in parietal cortex reflects a monkey’s upcoming reach 

movement direction. Neural activity is recorded from the parietal reach region (PRR) while a 

monkey performs a delayed-movement task. In this task (Top), the monkey fixates centrally (on 

red square) and places their hand at the starting point (green triangle). A peripheral reach target 

is briefly flashed (green circle) and the monkey then plans a reach to the cued location but 

importantly does not move until the green triangle is extinguished. (Bottom) The spiking-related 

activity of a single PRR neuron during the delayed movement task. When the cued reach target 

location coincides with the preferred direction of the PRR neuron, there is an increased rate of 

spiking during the delay period (black trace; compared to a non-preferred direction, gray trace). 

It is critical to note, that the elevated and persistent rate of neuron firing during the delay period 

is related to the monkey’s intention to make an arm movement, as no sensory stimulus or 

movement is initiated during that time phase. Reprinted with permission from Andersen et al., 

(2010). 



25 

 

 

To date, the best available and most recognized technique for examining and mapping cortical 

neural activity in humans is fMRI
2
, but it is certainly not without its limitations. For starters, 

fMRI has far poorer spatial and temporal resolution compared to that of neural recordings, and it 

therefore makes it difficult to not only reveal but then also relate (providing homologies) the 

same types of neural processes in both species. For instance, instead of actually measuring the 

spiking activity of individual neurons, the fMRI Blood-Oxygenation-Level-Dependent (BOLD) 

signal relies on measuring changes in the concentration of deoxyhemoglobin, which directly 

reflects underlying changes in the oxygen consumption of neural populations (i.e., increased 

neural activity � increased metabolic costs � increased oxygen consumption � decreased 

blood oxygen levels � increased blood flow � decreased concentration of paramagnetic 

deoxyhemoglobin � increased BOLD signal). As such, BOLD activity is indirectly related to 

neural events through complex neuro-vascular coupling mechanisms and thus, from a spatial 

resolution perspective, it reveals a neurophysiological process observed at a much coarser spatial 

scale than that of a single neuron (typically each functional voxel, which is the smallest unit of 

fMRI activity, is on the order of 3 mm x 3 mm x 3 mm and encompasses approximately 1.35 – 

1.62 million neurons; (given estimates that each cubmic millimetre (mm3) of human cortex 

contains between 50,000-60,000 neurons (Pakkenberg and Gundersen, 1997; Koch, 2004). Also, 

from a temporal resolution perspective, whereas neural investigations of intention-related signals 

in monkeys will typically examine the activity within the 1-2 seconds prior to the monkey 

initiating an action, fMRI -- due to the sluggishness of the BOLD response (which typically lags 

4-6 seconds after a neural event (Huettel et al., 2004)) -- often requires the planning phases for 

movement to be considerably lengthened (e.g., approximately 10 seconds) so that an adequate 

sampling of the BOLD signal is acquired. 

                                                 
2
 Please note that the non-invasive decoding of intention-related signals in humans can also be 

accomplished with electroencepholgrams (EEGs). To date, EEG signals have been successfully 

used to accurately decode planned hand movements (e.g., intent to open the hand) on the order of 

milliseconds before the action is initiated in normal healthy subjects (Allison et al., 2010) as well 

as in individuals suffering from a variety of neurological diseases and paralysis (Muralidharan et 

al., 2010; Wolpaw et al., 2007; Birbaumer and Cohen, 2007). Although EEG offers superior 

temporal resolution to fMRI (see above), it also provides far poorer spatial resolution, unable to 

pinpoint the source of decodable signals beyond the gross anatomical level. Moreover, the ability 

of EEG to detect subtle differences in the intentions of an individual (i.e., outside of simple hand 

opening vs. hand closing), is quite limited.  
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With these substantive methodological issues aside, the study of real motor actions in the fMRI 

scanner environment also presents several significant challenges. Head motion, even on the order 

of millimetres, can lead to spurious activations and render the data unusable – an issue that is 

particularly problematic when a motor task requires subjects make arm and hand movements 

which can inadvertently shift the position of the head. In addition, arm movements on their own 

can introduce artifacts in the data, as any mass moving through the magnetic field of the scanner 

may lead to MR-signal perturbations (Barry et al., 2010). A further constraint is the small size of 

the MR bore (~60 cm) which necessarily limits the space that subjects have to perform 

movements. Our lab, however has overcome several of these technical issues by developing the 

apparatus (e.g., platforms for object presentation), paradigms (e.g., slow-event related fMRI 

designs which uncouple the motion artifact from the BOLD response), accessories (e.g., 

specialized radio frequency coils and careful head restraint) and preprocessing algorithms to 

optimize data quality. 

In addition to these many challenges, there is also the problem of how fMRI data is typically 

analyzed. The common approach taken in nearly all fMRI studies to date is to examine each 

voxel independently (i.e., voxel-wise analyses) and typically smooth or average across adjacent 

voxels (see Figure 1.7, left panel), and in many cases across different subjects. This is of course 

done for practical reasons: First, from a statistical standpoint, running statistics or any functional 

contrast of interest (e.g., Condition A vs. B) at each individual voxel in the brain provides a 

highly tractable approach to detecting and localizing activation differences across several 

thousands of the voxels. Second, from a physiological standpoint, the populations of neural 

activity from which the BOLD signal is being measured will often traverse more than one 

functional voxel (Huettel et al., 2004) and thus spatial smoothing or averaging the activity across 

a subset of voxels seems sensible. Third, from a pragmatic standpoint, it allows the investigator 

to maximize their fMRI signal/noise ratio within an individual brain region, facilitating the 

detection of differences in the signal amplitude of a BOLD response corresponding to the 

condition(s)-of-interest. With respect to this last point, smoothing and averaging the activity 

across adjacent voxels (and subjects) is also particularly beneficial for group analyses, where 

individual subject differences in anatomical variability necessarily limit the functional overlap of 

different regions-of-interest (ROIs). Note that this approach of detecting differences in the signal 

amplitude of neural responses in order to ascribe function to a particular brain region directly 

borrows from the rationale and approach taken with single-unit neuron recording (see Figure 
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1.5), with the exception that with fMRI, this is done over a much larger expanse of brain (~50-

200 voxels).  

This voxel-wise approach has been quite successful in many respects, revealing a range of neural 

structures and functional subdivisions involved in the execution of several effector-specific 

movements. For instance, work from our lab and others have been able to pinpoint activity 

within the human aIPS as being related to grasping (Culham et al., 2003; Frey et al., 2005) by 

typically contrasting the activity evoked by a grasp vs. reach movement. Similarly, our lab has 

also been able to localize reach-selective activity in human SPOC, by contrasting the activity 

evoked during grasping actions that involved arm transport vs. those that did not (Cavina-Pratesi 

et al., 2010).  

As previously alluded to, however, fMRI has not been able to shed much light on how early 

plans for movement (i.e., prior to an action being executed) are coded and organized in the 

human brain. Indeed, previous attempts to characterize and examine intention-related signals 

with human fMRI have revealed largely overlapping and indistinguishable signal amplitudes for 

different planned movements (see Figure 1.6B for real example fMRI data). This might be 

because the neural responses representing planned movements are more subtle or it possibly 

relates to the highly intermingled and distributed neural organization of parieto-frontal cortex 

(Andersen and Buneo, 2002; Andersen and Cui, 2009; Chang and Snyder, 2010); nevertheless 

both cases provide an impediment to detection with conventional fMRI methods. For both these 

reasons, a brain region -- when measured at the coarse scale of fMRI -- may exhibit no overall 

signal amplitude differences despite the fact that at the neural level, there exists highly 

specialized and intermingled populations of neurons which represent various effectors (e.g. eye 

vs. hand) or their parameters (e.g. movement left vs. right). A common interpretation for this null 

finding with fMRI (again, see overlapping response amplitudes in Figure 1.6B) may be that the 

brain area is equally involved in, or alternatively, makes use of a similar encoding scheme or 

reference frame for the planning processes being compared (e.g., Culham et al., 2006; Filimon, 

2010). Indeed, these types of ambiguities necessarily make precise experimental questions about 

the coding of intention-related signals in the human, as they have been examined in the monkey 

(Andersen and Buneo, 2002; Andersen and Cui, 2009), quite challenging to answer. As such, our 

predominant and current understanding of how the human brain plans movement requires certain 

inferences to be made based on the well documented functional organization of the monkey 

brain.  
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It is at this point that we can fully appreciate and encapsulate a central paradox in the field of 

sensorimotor neuroscience: Our current understanding of how the human brain plans movements 

of the body necessarily relies on several proposed brain homologies with the monkey and yet 

these proposed homologies are nearly impossible to verify given that we have no way of 

examining and mapping the same types of intention-related brain signals in the human.  

So, it would seem in several respects that we have come full circle and can return to the basic 

question that began this thesis at the outset: How does the human brain plan movements of the 

body? Certainly, it appears that in moving forward we will be unable to answer this question 

using traditional fMRI voxel-wise analysis techniques and that it will require a new way of 

conceptualizing fMRI data -- one that is far more sensitive to the subtle and distributed changes 

in brain activity which accompany changes in one’s thoughts, decisions, and intentions.  
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Figure 1.6: The difficulty of examining intention-related brain activity in humans with 

standard fMRI analyses and a possible solution that side-steps this problem. Similar to the 

approach taken in macaque monkeys, in order to effectively examine movement planning 
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processes in humans, intention-related activity needs to be isolated from the sensory and motor 

events of the task. This is also accomplished with a variant of the delayed-movement paradigm. 

In such a task (A), a target object is first visually presented to a participant (Preview phase). 

Moments later, the subject is then instructed via headphones on how to act upon that target 

object -- in the example here, “Movement 1” or “Movement 2” (this audio cue initiates the 

beginning of the Plan phase). It is important to note that no visual information changes between 

object presentation and movement instruction. Following a delay period, the subject is then given 

the Go cue (“Beep”) and then performs the cued action upon the target object. Following the 

completion of this movement, vision of the object is extinguished. When fMRI activation is 

extracted from a particular movement-related region-of-interest (ROI; in the case here, parietal 

cortex) corresponding to the task (B), we typically find a distinct and highly-reproducible time-

course profile (note that the activity in B is time-locked to the timing of events in A). In response 

to visual target object presentation during the Preview phase (i.e., a sensory event), the activity in 

the ROI will correspondingly increase slightly and transiently (time 2s – 6s). Next, during the 

Plan phase, when subjects have the required information available to plan the upcoming 

movement (via audio cue), the activity will rise to a new higher level (time 8s – 12s), and 

importantly be maintained at this elevated level prior to movement onset (time 12s – 16s). 

Following movement initiation at the onset of the Execute phase (time 16s - 18s), however, there 

is another robust change in the signal amplitude of the neural responses (time 18s – 26s; note that 

while the fMRI activity shown is largely for illustrative purposes, the activation time-courses are 

in fact from real data in Project 1, and generally indicative of the type of activation profiles 

found throughout parietal and premotor cortex). It is critical to note, that despite the two planned 

movements being different, we find no corresponding differences in fMRI signal amplitude 

throughout the entire length of the trial (red and green curves overlap completely) – this is 

specifically the case in the last few seconds leading up to the movement (gray shaded bar). These 

indistinguishable fMRI activation profiles contrast markedly with the planning-related activity 

found in monkeys with neural recordings, where the intention of an upcoming movement (e.g., 

Movement 1 vs. Movement 2) can be accurately decoded moments prior to the monkey acting 

(see Figure 1.5). For these types of fine-grained investigations (i.e., examining intention-related 

activity) brute force fMRI signal amplitude comparisons between conditions (the conventional 

and standard approach taken in fMRI analyses) may not be ideal. In these conventional analyses, 

each voxel is examined separately and the activation is often smoothed or spatially averaged 

across adjacent voxels (facilitating the detection of fMRI signal amplitude differences). 

Alternatively, the ability to differentiate the fine-grained spatial voxel patterns of activity within 

a given area may provide sensitivity to largely distributed or overlapping neural representations 

related to different movement intentions. Depicted in C, is a zoomed-in view of the spatial voxel 

patterns from the same ROI (each voxel has 3 mm x 3 mm x 3 mm dimensions) for the last few 

seconds of the Plan phase (from the gray shaded bar in B; patterns shown here are not real and 

are only for illustrative purposes). Figure C is meant to illustrate that although the average fMRI 

signal amplitudes may overlap between different movement plans (in B), it may in fact be 

possible to decode and predict the upcoming movements to be performed from the fine-grained 

voxel activity patterns evoked by the task.  
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1.4 Decoding intentions from fMRI spatial activity patterns 

It is becoming increasingly clear in the field of neuroimaging, that the conventional fMRI 

approach of comparing BOLD signal response amplitudes may lack the sensitivity to detect 

certain types of neural information (Haxby et al., 2001; Kamitani and Tong, 2005). A recent 

fMRI tool that has been gaining increasing prominence is multi-voxel pattern analysis (MVPA), 

a multivariate technique that has made it possible to probe the cognitive contents of the human 

mind with a level of sensitivity previously unavailable. In brief, MVPA uses pattern 

classification algorithms to differentiate the fine-grained spatial voxel patterns of activity within 

a given area – in effect, revealing distributed and overlapping neural representations largely 

ignored by conventional analysis approaches (Kriegeskorte et al., 2006; Mur et al., 2009; Pereira 

et al., 2009; Pereira and Botvinick, 2011)(see also Figures 1.6, 1.7, and 1.8). MVPA has most 

notably been applied to the domain of visual-perceptual research, and shows how visual and 

auditory stimuli being presented can be decoded from spatial voxel patterns of activity in visual 

(Haxby et al., 2001; Haynes and Rees, 2005; Kamitani and Tong, 2005; Haynes and Rees, 2006; 

Williams et al., 2008) and auditory cortex (Formisano et al., 2008; Meyer et al., 2010), 

respectively. Although MVPA has increased, and in several cases substantially altered our 

understanding of the organization and neural mechanisms employed in visual-perceptual brain 

areas, few MVPA experiments to date have examined the neural bases underlying the planning 

of complex goal-directed movements. Indeed, whereas previous fMRI studies have 

predominantly used MVPA for decoding the neural responses which accompany (and follow 

from) the presentation of sensory stimuli, a central question here was whether we could also use 

MVPA to decode motor actions moments prior to them actually being performed. That is, could 

the intention to carry out a particular goal-directed movement be decoded from preparatory fMRI 

brain activity? And if so, could we then also use MVPA to characterize different brain regions 

according to the types of goal-directed movements they can predict? To date, mapping the 

characteristic changes in brain activity which occur prior to an action being initiated has been 

constrained solely within the domain of invasive neurophysiological recordings in monkeys (e.g., 

Andersen and Buneo, 2002; Gold and Shadlen, 2007) and the aims of the present research was to 

provide key insights into the underlying neuroanatomical organization and cortical mechanisms 

that govern the planning of goal-directed behaviors in humans.  
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Figure 1.7: Schematic comparison of Conventional/Standard Signal Amplitude analysis vs. 

Multi-Voxel Pattern Analysis (MVPA) techniques in fMRI. A) Overview of how 

conventional voxel-wise fMRI analyses are typically performed. In this approach, individual 

fMRI trials within an ROI (depicted here as spatial activity patterns, as done in Figure 1.6C) are 

averaged together to produce average signal amplitude responses (this can be done both with raw 

% signal change activation or beta weights, with the latter based on how well the height of the % 

signal change activation fits a pre-described hemodynamic response model). The average beta 

weights for different conditions can then be statistically compared within each voxel across the 

whole brain (e.g., by subtracting the response of Movement 2 from that of Movement 1) and we 

can then use these fMRI activation differences to localize brain areas specifying a particular 

effect (i.e., directed-search or voxel-wise analyses). In the example shown here, although there 

may be general voxel pattern differences between conditions, when we average across voxels 

and trials (at bottom), these activity differences are no longer detectable (the average summed 

activations shown in yellow are meant to reflect the overlapping response amplitudes shown in 

Figure 1.6B). B) Overview of how MVPA is performed. This analysis technique uses the reverse 

approach: instead of using a model (e.g., beta weights within a general linear model) to specify 

differences in brain activity (i.e., voxel-wise analyses), we use differences in brain activity 

patterns in order to specify a model. In brief, MVPA works by training a pattern classifier (the 

model) to learn a response mapping between a condition-of-interest (in our case, a specific action 

plan for Movement 1 or Movement 2)) and the spatial voxel activity patterns evoked by that 

specific condition (this process is denoted by the training trials). The accuracy of this trained 

model is then tested on fMRI trials not yet seen by the classifier (these test trials are actually 

fMRI trials removed from the training set prior to classifier training, as denoted by empty boxes). 

If the classifier can successfully predict or ‘decode’ the identity of the independent test trial(s) in 

question, then the voxel patterns must contain meaningful information regarding the conditions-

of-interest. 
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Figure 1.8: How spatial voxel patterns are compared and classified using Support Vector 

Machines (SVMs). In short, MVPA with an SVM classifier requires a model to be ‘trained’ with 

a subset of the data (top plot), and then ‘tested’ with an independent subset (bottom plot). 

Conceptually, the training of a SVM classifier requires the Train set to be plotted in voxel space 

such that the projection of any point (trial) onto the Nth dimensional axis is the response 

amplitude for that trial in voxel N. The simplest of these cases is depicted here, with a two voxel 

spatial pattern (understandably, it is impossible to visually represent this multidimensional voxel 

space beyond 3 voxels). Since the multidimensional voxel landscape contains two sets of trials 

(for instance, conditions 1 and 2), the goal of the classifier, knowing both trial identities, is to 

define a hyperplane that best separates these sets into two classes.  For example, if a trial falls on 

one side of the hyperplane then it belongs to Class A and if it falls on the other side of the 

hyperplane then it belongs to Class B. A successful classifier is one that can correctly separate, 

or ‘decode’, the remaining trials (test set, bottom plot) according to their actual class, with an 

accuracy above chance (in this one example, the classifier would perform with 75% accuracy 

(6/8 trials correct)).  Being able to train a single successful classifier, however, does not mean 
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that the set of trials can be generalized into two separate classes.  As such, an iterative cross-

validation procedure is used to confirm the separability of the sets of trials. For each iteration of 

the cross-validation procedure, different subsets of trials are used to train/test the classifier.  The 

correct separability of the sets of trials into classes is then assessed by comparing the average 

accuracy of the classifier over N-iterations to the chance level (Duda et al., 2001).   
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The broader impact of this line of research is to also provide a more updated view of functional 

homologies between monkey and human brain areas and in doing so, also assist in the future 

development of brain machine interfaces (BMIs). BMIs hope to provide human movement-

impaired patient populations (e.g. individuals with neurologic disease, injury, or limb loss) some 

recovery-of-function options by allowing them to control external robotic devices from 

intention-related brain signals reflecting movement goals. Despite the increasingly successful 

implementation of BMIs in monkeys (Musallam et al., 2004; Schwartz, 2004; Andersen et al., 

2010), when applied in humans, many simple manual tasks still remain highly problematic and 

challenging (e.g., grasping or lifting an object). These shortcomings, however, relate not to 

insufficiencies in the electronics or robotics required to operate such devices, but instead point to 

an inadequate understanding of the human intention-related signals and brain organization which 

governs action planning. In fact, a central question in this field -- even in the case of monkeys -- 

is where in the brain to position neural recording arrays so to best capture the goals and 

intentions of the individual (Andersen et al., 2010). Thus, one indirect aim the current research is 

to pinpoint several possible candidate brain regions that can be further explored in both humans 

and monkeys to aid the development and efficacy of these devices. 

1.5 Current projects 

The goals of the present work was to use fMRI MVPA to determine whether an examination of 

distributed spatial patterns of activity could reveal substantial new insights into the neural 

organization and intention-related signals in the human brain that guide high-level movement 

planning processes (grasping, reaching and looking). Each of the current projects was guided by 

the central experimental question:  What types of predictive information about a subject's 

upcoming movement can be decoded from preceding changes in neural activity? Again, it is 

worth noting that to date, the ability to address this question has been reliant on invasive neural 

recording techniques in non-human primates. A major theme developed through the current 

series of projects is that several brain areas within human parieto-frontal cortex can actually be 

characterized -- similar to that shown in the monkey -- according to the specific types of 

intention-related signals they contain. 

Project 1 (Chapter 3) used fMRI to first determine, largely as a proof-of-concept, whether 

MVPA could actually be used to predict specific object-directed hand actions from intention-

related brain activity patterns. Given that conventional fMRI analyses in humans have revealed 

widespread, overlapping, and largely undifferentiated activations for different planned 
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movements (Culham et al., 2006; Filimon, 2010), we expected that the fine-grained sensitivity of 

MVPA might provide additional insights into how different brain regions contribute to the 

planning of object-directed hand actions. Using MVPA we hypothesized that we might be able to 

predict upcoming reach movements with the hand from the intention-related activity patterns 

located in interconnected reach-related brain areas like SPOC, midIPS, and PMd. Similarly, we 

hypothesized that we might predict upcoming grasp movements and perhaps also the object size 

to be grasped from the preparatory activity patterns in interconnected grasp-related areas like 

pIPS, aIPS and PMv. To test these hypotheses we had human subjects perform an event-related 

delayed movement task towards a single centrally located object (consisting of a small cube 

attached atop a larger cube). For each trial, following visual presentation of the object, one of 

three hand movements was instructed: grasp the top cube, grasp the bottom cube, or reach to 

touch the side of the object (without preshaping the hand). We found that despite an absence of 

fMRI signal amplitude differences between the planned movements, the spatial activity patterns 

in multiple parietal and premotor brain areas accurately predicted upcoming grasp and reach 

movements. Furthermore, the patterns of activity in a subset of these areas additionally predicted 

the object size to be grasped. It is critical to note that different activation patterns resulted from 

differences in the motor intentions of the subject rather than differences in kinematics, sensory 

feedback or motion-related artifacts. Importantly, consistent with our hypotheses, we found that 

we could also categorize different parieto-frontal brain regions according to the types of 

upcoming movements they could decode.   

Project 2 (Chapter 4) followed up on the novel findings of Project 1 and asked whether we could 

also then use fMRI MVPA to decode effector-specific movement plans (reaches vs. eye 

movements) in many of the same parieto-frontal regions, a feat only previously demonstrated 

with invasive neural recordings in the monkey. This second study had subjects plan (and then 

execute) either reach or eye movements to different target locations in space and used a similar 

delay-movement paradigm as in Project 1. In this second project we found an interesting mixture 

of different decoding profiles across parieto-frontal regions: some areas discriminated movement 

plans for the different reach directions, some for the different eye movement directions, and a 

few areas accurately decoded planned movements for both the hand and eye. This latter finding 

is particularly noteworthy as it shows that some human brain regions represent the target location 

(end goal of the movement) largely independent of the effector (eye vs. hand) chosen to perform 

the movement. In addition, in many of the areas examined, we also found a representation of the 
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effector to be used independent of the spatial location to be acted upon. In contrast to the largely 

graded effector- and direction-related planning responses found with conventional fMRI analysis 

methods, these results reveal considerable consensus with the parieto-frontal network 

organization suggested from primate neurophysiology and bolster arguments for several brain 

homologies between monkeys and humans. Moreover, these findings specifically show how both 

spatial- and effector-specific predictive movement information coexists within single human 

parieto-frontal areas. 

Project 3 (Chapter 5), in light of the findings provided from Project 2, specifically investigated 

using fMRI MVPA how and where in the human brain the higher-level goals of an action are 

encoded separately from how those goals are accomplished. In order to examine this research 

question we took advantage of a common everyday behavioral implement that routinely achieves 

higher-level movement goals largely independent of the lower-level motor kinematics required: a 

hand-manipulative tool. Using a similar plan-related task as in Projects 1 and 2, we had 

participants either grasp or reach (i.e., two different motor goals) a centrally-located object using 

either their hand or a reverse tool (with kinematics opposite to those of the hand). In this way, we 

could hold constant the general goals of an action across movements while at the same time, 

uncoupling the precise hand mechanics used to operate each effector (hand vs. tool). We 

identified areas within the parieto-frontal network that decoded upcoming hand actions only, 

upcoming tool actions only, and rather interestingly, areas that decoded upcoming grasp vs. 

reach actions with both effectors. Further investigation of the signals in these latter areas showed 

that in anterior parietal and motor cortex, voxel patterns decoding movement plans for the hand 

and tool remained distinct whereas in contrast, in posterior parietal and premotor cortex these 

predictive activity patterns were shared across effectors. As such, these latter areas appeared to 

abstractly represent the goals of the movement (grasping vs. reaching) instead of the specific 

kinematics necessary to implement the desired goals. Using the everyday example of tool-use, 

these findings show that different levels of a goal-directed motor hierarchy (low-level kinematics 

vs. high-level goals) can be functionally localized to specific regions with parieto-frontal cortex. 
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Chapter 2 

2. General Materials and Methods for the three projects 

2.1 Preamble 

Given that each of the three projects in the current thesis used very similar, and in many cases, 

the exact same methodologies (experimental setups, timing, MRI acquisition and preprocessing 

parameters, analysis approaches) coupled with the fact that each project largely followed from 

the last, in order to facilitate readability and reduce large amounts of methodological redundancy 

between projects a general methods section is provided in full detail here. A more truncated 

methods section containing project-specific details will be provided with each corresponding 

project chapter. 

2.2 Subjects 

All subjects were recruited from the University of Western Ontario (London, Ontario, Canada). 

Informed consent was obtained in accordance with procedures approved by the University’s 

Health Sciences Research Ethics Board. Subjects were naïve with respect to hypothesis testing. 

2.3 Setup and Apparatus 

Each subject’s workspace within the fMRI scanner consisted of a black platform placed over the 

waist and tilted away from the horizontal at an angle (~15 degrees) to maximize comfort and 

target visibility.  To facilitate direct viewing of the workspace, we also tilted the head coil and 

used foam cushions to give an approximate overall head tilt of 30 deg from supine (see Figure 

2.1). Participants performed individual movements according to the experimenter’s instructions 

specific to each project. To minimize limb-related artifacts, participants had the right upper arm 

braced, limiting movement to the elbow, creating an arc of reachability (see Figure 2.1). The 

target object(s) was specific to each individual project and was secured to the workspace along 

arc of reachability for the participant’s right arm. The exact placement of the target object(s) was 

adjusted to match each participant’s arm length such that all required movements were 

comfortable.  

During the experiment, the target object(s) was illuminated from the front by a bright white Light 

Emitting Diode (LED) attached to a flexible plastic stalk (Loc-Line, Lockwood Products, Lake 

Oswego OR). Each trial was preceded by a period in which participants were in complete 
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darkness. During participant setup, the illuminator LED was positioned to illuminate the target 

object(s) well. Experimental timing and lighting were controlled with in-house software created 

with MATLAB (The Mathworks). To control for eye movements, a small green fixation LED 

was placed above and at a further depth location than the target object(s) and subjects were 

required to always foveate the fixation LED during functional scans (unless otherwise instructed, 

see Project 2). Eye fixation and arm movements were examined off-line from videos recorded 

using an MR-compatible infrared-sensitive camera (MRC Systems GmbH) positioned 

underneath the fixation LED and directed toward the subject’s eyes and hand. 

For each trial, subjects were required to perform a single action dependent on the project-specific 

instruction given to the subject (as specified in the Methods sections of upcoming chapters). 

Other than the execution phase of each action, throughout the other phases of the trial (Preview 

phase, Plan phase and intertrial interval, ITI) the hand was to remain still and in a relaxed ‘home’ 

position. For each participant and study the home/starting position was marked with a small 

elevation of black tape and subjects were required to always return to this same position 

following execution of the instructed movement.  
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Figure 2.1. Picture of subject setup from side view (taken with the subject on the scanner 

bed outside of the magnet bore). The subject’s head is tilted to permit a direct viewing of 

objects placed on the platform in front of them (i.e., without the need of a mirror, which would 

require additional visual-motor transformations and processing). The subject’s right arm is 

braced (see arm strap) to limit arm movement-related artifacts in the fMRI signal. Data was 

collected with a combination of imaging coils; the suspended 4-channel flex coil captured signal 

from the anterior part of the head and the back half of the 12-channel head coil (6-channels) 

captured signal from the posterior part of the head. 
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2.4 Experiment Design and Timing 

To extract the visual-motor planning response from the simple visual and motor execution 

responses, we used a slow event-related planning paradigm with 32-34 s trials, each consisting of 

three distinct phases: ‘Preview’, ‘Plan’ and ‘Execute’ (see Figure 2.2 for example of timing; 

Project 1 used 32 s trials and Projects 2 and 3 used 34 s trials). We adapted this paradigm from 

previous work with eye- and arm-movements that have successfully isolated delay activity from 

the transient responses following the onset of visual input and movement execution (Curtis et al., 

2004; Beurze et al., 2007, 2009; Pertzov et al., 2010).  

In our tasks, each trial was preceded by a period where participants were in complete darkness 

except for the fixation LED upon which they maintained their gaze. Each trial began with the 

Preview phase, during which the subject’s workspace was illuminated revealing the target 

object(s).  After 6 s of the Preview phase, subjects were given an auditory cue (0.5 s) through 

headphones providing instructions regarding the upcoming movement that would be required 

(see each project methods for details); this cue marked the onset of the Plan phase. Although 

there were no visual differences between the Preview and Plan phase portions of the trial (i.e. the 

target object(s) was always visually present), only in the Plan phase did the subjects have the 

necessary motor information in order to prepare the upcoming movement. After 10-12 s of the 

Plan phase (depending on whether it was Project 1 or Projects 2 and 3, respectively), a 0.5 s 

auditory ‘beep’ cued participants to immediately execute the planned action (for a duration of 

approximately 2 s), initiating the Execute phase of the trial. Two seconds following the 

beginning of this Go cue, the illuminator was turned off, cueing the subjects to return the effector 

(hand or, in some trials of Project 2, eye) to its starting position. After the illuminator was 

extinguished, subjects then waited in the dark while maintaining fixation for 14 s, allowing the 

BOLD response to return to baseline prior to the next trial (ITI phase). All trial types were 

randomized and balanced across all runs so that each trial type was preceded and followed 

equally often by every other trial type across the entire experiment.  

Separate practice sessions were carried out before the actual experiment to familiarize 

participants with the required actions and delay paradigm.  These sessions were carried out 

before the subjects entered the scanner as well as during the anatomical scan (collected at the 

beginning of every experiment). A testing session for each participant included set-up time (~45 

minutes), generally eight functional runs and one anatomical scan, and lasted approximately 3 
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hours. A more rigorous tracking of the eyes was not performed because our eye-tracking 

software does not work while the head is tilted due to a partial occlusion from the eyelids. 

2.5 MRI acquisition and preprocessing 

Subjects were scanned using a 3-Tesla Siemens TIM MAGNETOM Trio MRI scanner. The T1-

weighted anatomical image was collected using an ADNI MPRAGE sequence (TR = 2300 ms, 

TE = 2.98 ms, field of view = 192 mm x 240 mm x 256 mm, matrix size = 192 x 240 x 256, flip 

angle = 9°, 1 mm isotropic voxels). Functional MRI volumes were collected using a T2*-

weighted single-shot gradient-echo echo-planar imaging (EPI) acquisition sequence (time to 

repetition (TR) = 2000 ms, slice thickness = 3 mm, in-plane resolution = 3 mm x 3 mm, time to 

echo (TE) = 30 ms , field of view = 240 mm x 240 mm, matrix size = 80 x 80, flip angle = 90°, 

and acceleration factor (integrated parallel acquisition technologies, iPAT) = 2 with generalized 

auto-calibrating partially parallel acquisitions (GRAPPA) reconstruction). Each volume 

comprised 34 contiguous (no gap) oblique slices acquired at a ~30° caudal tilt with respect to the 

plane of the anterior and posterior commissure (AC-PC), providing near whole brain coverage. 

We used a combination of imaging coils to achieve a good signal:noise ratio and to enable direct 

viewing without mirrors or occlusion. Specifically, we tilted (~20° degrees) the posterior half of 

the 12-channel receive-only head coil (6-channels) and suspended a 4-channel receive-only flex 

coil over the anterior-superior part of the head. We reconstructed the cortical surface from one 

subject from a high-resolution anatomical image, a procedure that included segmenting the gray 

and white matter and inflating the surface at the boundary between them. This inflated cortical 

surface was used to overlay group activation for figure presentation. All preprocessing and 

univariate analyses were performed using Brain Voyager QX version 2.12 (Brain Innovation, 

Maastricht, Netherlands). 

Following slice scan-time correction, 3D motion correction (such that each volume was aligned 

to the volume of the functional scan closest to the anatomical scan), high-pass temporal filtering 

and functional-to-anatomical co-registration, functional and anatomical images were rotated such 

that the axial plane passed through the anterior and posterior commissures (AC-PC space) and 

then transformed into Talairach space. Other than the sinc interpolation inherent in all 

transformations, no additional spatial smoothing was performed. Talairach data was used only 

for group voxelwise Random-Effects (RFX) analyses in order to display the pre-defined action-

related regions of interest (ROIs).  For MVPA, these areas were defined anatomically within 

each subject’s AC-PC data. Given that MVPA discriminates spatial patterns across voxels, we 
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have found it beneficial to select ROIs at the single subject level and use AC-PC data in lieu of 

the Talairach data (thus avoiding further voxel smoothing due to Talairach interpolation).   

For each participant, functional data from each session were screened for motion and/or magnet 

artifacts by examining the time-course movies and the motion plots created with the motion 

correction algorithms. Error trials – trials where the participant fumbled with the object, 

performed the incorrect instruction, or contaminated the plan phase data by slightly moving their 

limb or eyes or by performing the action before the ‘Go’ cue -- were identified off-line from the 

videos recorded during the session; see project-specific Materials and Methods for the number of 

trials removed.  

2.6 Regions of Interest (ROI) 

To localize the specific a priori action-related areas in individual subjects in which to implement 

MVPA, we used a general linear model (GLM) with predictors created from boxcar functions 

convolved with the Boynton haemodynamic response function (Boynton et al., 1996).  For each 

trial, a boxcar function was aligned to the onset of each phase, with a height dependent upon 

duration of each phase:  i) 3 volumes for the Preview phase, ii) 5-6 volumes for the Plan phase 

(depending on whether it was Project 1 or Projects 2 and 3, respectively), and iii) 1 volume for 

the execute phase.  The ITI was excluded from the model; therefore all regression coeffcients 

(betas) were defined relative to the baseline activity during the ITI.  In addition, the time-course 

for each voxel was converted to percent signal change before applying the RFX-GLM.  

To specify our pre-defined ROIs and select voxels to submit for MVPA from each subject we 

searched for brain areas involved in movement generation and contrasted activity for movement 

planning and execution vs. the simple visual response to object presentation prior to instruction: 

(Plan & Execute > Preview; note that in Project 1 only the Plan > Preview contrast was used). 

The resulting statistical map of all positively active voxels in each subject (t(7) = 3, p<0.003, 

each subject’s activation map was cluster threshold corrected (corrected, p<0.05) so that only 

voxels passing a minimum cluster size were selected; for details see ROI selection for each 

project) was then used to define different parieto-frontal ROIs (see project-specific Materials and 

Methods information for a listing of these ROIs). All of these ROIs were selected based on their 

well-documented involvement in movement planning/generation. The voxels included in for 

each ROI were easily defined based on all significant activity within a 3375 mm
3
 cube (15 mm 

cubes) centered on a pre-defined anatomical landmarks that corresponded with functional 
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activity (see ROI selection for each project). These ROI sizes were chosen not only for the 

inclusion of numerous functional voxels for pattern classification (an important consideration), 

but also to ensure that adjacent ROIs did not overlap (for the average number of functional 

voxels selected across each project see Tables 3.1, 4.1, 5.1). Critically, given the orthogonal 

contrast employed to select our ROIs (i.e. Plan & Execute > Preview), their activity is not biased 

to show any preview-, plan- or execute-related pattern differences between any of the 

experimental conditions. All univariate statistical tests are Greenhouse-Geisser corrected and for 

post-hoc tests (two-tailed paired t-tests), we applied a threshold of p<0.05. Only significant 

results are reported. For ROI selection details see project-specific methods sections. 

To provide a Type I-error control, we also tested the performance of our classifiers in ROIs 

outside of our action-related network where no statistically significant classification would be 

expected. To select these ROIs, we further reduced our statistical threshold (after specifying the 

[Plan & Execute > Preview] network within each subject) to t=0, p=1 and selected all positive 

activation within 3375 mm
3
 centered on a consistent point 1) within each subject’s right ventricle 

or  2) at a location situated just outside the skull of the right hemisphere, in the AC-PC plane and 

near right visual cortex (Projects 1 and 2) or directly in line with the posterior commissure 

(Project 3).  

2.7 Multi-voxel pattern analysis (MVPA) 

Whereas conventional univariate fMRI analyses examine each voxel separately -- typically 

smoothing and averaging activity across multiple adjacent voxels in order to detect differences in 

signal amplitude -- MVPA instead uses classification algorithms to differentiate the fine-grained 

spatial voxel patterns elicited by different classes of stimuli. In effect, voxel pattern classification 

is able to reveal distributed neural representations contained in spatial activity patterns that might 

be ignored or missed by traditional analysis approaches (Mur et al., 2009; Pereira et al., 2009; 

Raizada and Kriegeskorte, 2010). The additional benefit of the MVPA technique is that it 

allowed us to investigate the underlying nature and mechanisms of the predictive neural 

representations. For this, we used cross-trial-type classification to directly examine whether 

decoding would generalize across experimental manipulations. For example, in Project 2, we 

tested whether discriminations between targets on the left and right would generalize across the 

effector used, hand or eye, which would indicate and effector-invariant representation of space  

(see cross-trial-type decoding below for further details). 
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2.7.1 Support Vector Machine Classifiers 

MVPA was performed with a combination of in-house software (using Matlab) and the Princeton 

MVPA Toolbox for Matlab (http://code.google.com/p/princeton-mvpa-toolbox/) using a Support 

Vector Machines (SVM) binary classifier (libSVM, http://www.csie.ntu.edu.tw/~cjlin/libsvm/). 

The SVM model used a linear kernel function and a constant cost parameter, C=1, (congruent 

with many other fMRI studies, LaConte et al., 2003; Mitchell et al., 2003; Mourao-Miranda et 

al., 2005; Haynes et al., 2007; Pessoa and Padmala, 2007) to compute a hyperplane that best 

separated the trial responses.  

In brief, MVPA with linear Support Vector Machine (SVM) classifiers (Kamitani and Tong, 

2005; Harrison and Tong, 2009; Chen et al., 2010; Meyer et al., 2010) requires a model to be 

‘trained’ with a subset of the data, and then ‘tested’ with an independent set (a more detailed 

explanation can be found elsewhere, e.g.(Pereira et al., 2009)).  To verify the generalizability of 

the set of trials into two separate stimulus classes an iterative cross-validation procedure, where 

several independent subsets of trials are used to train and test the classifier, is employed.  The 

separability of the sets of trials into the correct classes is then assessed by comparing the average 

accuracy of the classifier over N-iterations to the chance level (Duda et al., 2001).   

2.7.2 Voxel Pattern Preparation 

To prepare the data for spatial pattern classification, the percent signal change was computed 

from the time-course at a time point(s) of interest with respect to the time-course at a common 

baseline, for all voxels in the ROI.  This was done using two approaches. The first approach 

involved extracting the percent signal change values for a windowed-average at three different 

epochs over the course of the trial (Preview, Plan and Execute phases of the trial; called epoch-

related decoding) – this approach was implemented in all three projects. The second approach 

involved extracting percent signal change values for each time point in the trial (time-resolved 

decoding) – this approach was implemented in the third project only. For both approaches, the 

baseline window was defined as volume -1, a time point prior to initiation of the current trial 

(volume 0) and avoiding contamination from the previous trial. In the trial epoch approach, for 

the Preview phase time points, we extracted the mean of volumes 3-4 (4-8s); time points 

corresponding to the peak of the visual transient response (see Figure 2.2 for example). For the 

Execute phase time points, we extracted the average of volumes 12-13 (22-26s) although 

volumes 11-12 (20-24s) in Project 1), time points corresponding to the peak of the transient 

movement-related response, following the subject’s action (see Figure 2.2 for example). Lastly, 
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for the Plan phase – the time points of critical interest in order to examine whether we could 

predict upcoming movements -- we extracted the average of volumes 8-9 (14-18s) the final two 

volumes of the Plan phase; although this was volumes 7-8 in Project 1 (12-16s)), corresponding 

to the sustained activity of a planning response (see Figure 2.2 for example).  

Our reasoning for using the average of the final two volumes of the Plan phase for pattern 

classification is obvious: Planning is not a transient but a sustained process. Whereas simple 

visual or motor execution responses typically show transient neural activity (Andersen et al., 

1997; Andersen and Buneo, 2002) -- in which the hemodynamic response function peaks 

approximately at 6 s after the event and then falls -- planning responses generally remain high for 

the duration of the intended movement (Curtis and D'Esposito, 2003; Curtis et al., 2004; 

Chapman et al., in press). With this rationale, we reasoned if pattern differences were to arise 

during movement planning, they would more likely occur during the sustained planning response 

after the hemodynamic response had reached its peak. For these reasons, we selected the final 

two volumes of the Plan phase to serve as our data points of interest -- a critical 2-volume 

window where the hemodynamic response had already plateaued, any non-plan related transient 

responses associated with the auditory cue would be diminishing, and most importantly, a time 

point prior to the subject initiating any movement.  

Following the extraction of each trial's percent signal change, these values were either z-scored 

(Projects 1 and 2) or rescaled (Project 3; between -1 and +1) across all trials for each individual 

voxel within an ROI. Importantly, with this time-dependent decoding  approach, in addition to 

revealing which types of movements could be decoded, we could also examine specifically when 

predictive information pertaining to specific actions arose (i.e., with the first approach, either 

within the Preview, Plan or Execute phase and with the second approach (implemented only in 

Project 3), within which specific imaging volume). 
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Figure 2.2: Time-dependent decoding approach used in the three experiments. To examine 

how action decoding evolved across the length of a trial, MVPA was performed on single fMRI 

trials and based on the windowed average of the % signal change corresponding to the three 

different time-points denoted by each of the gray shaded bars (top plot). Each averaged time 

point corresponded to the activity elicited from a distinct phase of the trial: Preview, Plan and 

Execute (from left to right). We reasoned that if we would be able to predict a subject’s 

upcoming movement from brain activity, then these intention-related signals should be present in 

the few seconds prior to the subject performing an action (Plan phase gray bar). Decoding during 

the Preview phase was used as a type I error control, given the rather obvious fact that as a proof-

of-principle, we should not be able to decode the intentions of an action prior to the subject being 

instructed of which movement to perform. Decoding during the Execute phase allowed us to 

characterize the actual motor-related activity within a given area. (Bottom plot) Decoding 

accuracies are plotted according to trial phase (left to right) and pair-wise comparison (e.g., 

Movement 1 vs. 2; hypothesized decoding accuracies shown). 
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2.7.3 Pair-wise Discriminations 

SVMs are designed for classifying differences between two stimuli. LibSVM (the SVM package 

implemented here) uses the so-called “one-against-one method” for each pair-wise 

discrimination; in other words, it discriminates between two and only two conditions  Although 

it is often the case that multiple pair-wise results are combined to produce multiclass 

discriminations (Hsu and Lin, 2002) (i.e., to distinguish among more than two stimuli), for the 

purposes of this particular set of projects (i.e., to characterize brain regions according to the types 

of upcoming movements they could predict: grasps vs. reaches, eye vs. hand, left vs. right 

actions), we found it imperative to examine the individual pair-wise discriminations separately 

(e.g., decoding accuracies for a hand action to the left vs. a hand action to the right). For 

instance, a brain region that could predict hand movement directions (i.e., left vs. right), but not 

eye movement direction – a potentially  interesting theoretical finding – would not be readily 

apparent with a traditional multiclass discrimination approach.  

2.7.4 Single-Trial classification 

For each subject, each action-related ROI, and each timepoint of interest, separate binary support 

vector machine (SVM) classifiers were estimated for MVPA. We used a “leave-N-trials-out” 

cross-validation to test the accuracy of the binary SVM classifiers. That is, N trials from each of 

the conditions being compared were reserved for testing the classifier and the remaining trials 

were used for classifier training (see project-specific Materials and Methods for the exact 

number of trials left out of classifier training).  Single trials in the independent test data set were 

either classified with the trained classifier (Project 1) or, prior to classifier testing, averaged 

according to condition (i.e., creating an averaged spatial pattern of activity for each condition), 

improving voxel pattern signal-to-noise in the test data set (see also Smith and Muckli, 2010). 

Project 1 used leave-8-trials-out SVM classification, Project 2 a leave-5-trials-out classification, 

and Project 3 a leave-4-trials-out classification approach. However, because a full cross 

validation is not entirely reasonable with a “leave-4-trials-out” design (due to the ~10
>4

 possible 

iterations (and more so the case with ~10
>8 

and ~10
>5 

possible interations), to provide a highly 

reliable estimate of decoding accuracies we performed a minimum of 1000 train-and-test 

iterations for each pair-wise discrimination.  

To ensure unbiased classification results with single-trial classification analysis, it is necessary 

that each individual trial and condition type, in addition to being randomly selected for each 

iteration, be equally represented across the total number of iterations for classifier training and 
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testing. We achieved this by running a minimum of 1000 iterations in each subject (see project-

specific Materials and Methods details for the exact number of iterations ran). This large number 

of train-and-test iterations produces a highly representative sample and precise estimate of true 

classification accuracies. For instance, this approach provided a test-retest reliability within +/- 

0.5% based on multiple simulations of 1000 iterations conducted in two subjects (in Projects 1 

and 2). 

Decoding accuracies were computed separately for each subject, as an average across iterations. 

The average across subjects for each ROI is plotted in each decoding figure. To access the 

statistical significance of decoding accuracies, we performed one-sample t-tests across subjects 

in each of the ROIs to test whether the decoding accuracy for each pair-wise discrimination was 

significantly higher than 50% chance (2-tailed tests)(Chen et al., 2010). 

2.7.5 Permutation Tests 

In addition to the t-test, for each of the three projects we separately assessed statistical 

significance with non-parametric randomization tests (Golland and Fischl, 2003; Etzel et al., 

2008; Chen et al., 2010; Smith and Muckli, 2010). In brief, this involved permuting the 

correspondance between the activity patterns and condition labels mutliple times so that any 

resultant pattern classification on this mislabelled data would reflect a distribution of decoding 

accuracies due to chance. We then defined the percentiles of statistical significance for this 

random distribution (i.e., p<0.05, p<0.01, p<0.005, p<0.001) allowing us to empirically 

determine the significance of our true decoding accuracies (correctly labelled activity patterns) 

and thus, whether they were likely to have arisen due to chance. 

For each subject, ROI, and pair-wise comparison, following classifier training (and testing) with 

the true trial identities, we permuted the correspondence between the Test trial identities and data 

one hundred different times before testing the classifier, and then computed classifier 

performance the same as before (minimum average of 1000 train-and-test iterations) for each 

individual permutation of the Test labels. This produced one hundred mean accuracies (the one 

‘true’ mean accuracy containing the correct test labeling was appended to this permuted 

distribution). We then generated a randomized population of 1000 mean accuracies, based on 

1000 combinations of randomly drawn accuracies from each subject’s permuted distribution (of 

101 accuracies), and then found the ‘true’ group mean accuracy’s empirical probability based on 

its place in a rank-ordering of this randomized distribution. The peak percentiles of significance 
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(p<0.001) are limited by the number of samples producing the randomized probability 

distribution at the group level. The findings from this non-parametric randomization test 

produced significant results with much higher significance than those found with a standard 

parametric t-test (a finding also noted by Chen et al., 2010; Smith and Muckli, 2010). For 

instance decoding accuracies showing statistical significance at p<0.05 with the standard t-test 

showed significance at p<0.001 with the permutation tests. This indicates that the t-test group 

analysis provides a highly conservative estimate of the statistical significance of the decoding 

accuracies. The important finding highlighted from these permutation tests is that the brain areas 

showing significant decoding with the one sample parametric t-tests (vs. 50%) also show 

significant decoding (albeit higher) with the empirical non-parametric permutation tests. For all 

parametric tests, we additionally verified that the mean accuracies across subjects were in 

accordance with an underlying normal distribution by performing Lilliefors tests. 

2.7.6 Within-Trial tests (only applied in Project 1) 

We also performed a within-trial test for the significance of our decoding accuracies by 

examining whether classification accuracies found during the Plan and Execute phases of the 

trial were significantly higher than the decoding accuracies found during the preceding Preview 

phase. In other words, we wanted to assess whether significant pattern classifications observed in 

the Plan and Execute phases could unequivocally be attributed to movement intentions (and 

executions) rather than simple visual pattern differences that begin to arise during object 

presentation when subjects had no prior knowledge which action they would be performing 

(Preview Phase). To do this, we ran paired t-tests in each ROI to determine whether the decoding 

accuracies discriminating between trial types during the Plan and Execute phase were 

significantly higher than the Preview phase decoding accuracies occurring earlier within the 

same trials (2-tailed tests; see red asterisks in Figure 3.4). 

2.7.7 Cross-trial-type decoding (only applied in Projects 2 and 3) 

In order to test whether a SVM pattern classifier trained to discriminate between two types of 

trials (e.g., train set: left vs. right arm movement trial types in Project 2) could then be used to 

accurately decode pattern differences when tested on a different set of trials (e.g., test set: left vs. 

right eye movement trial types), we also used the “leave-N-trials-out” cross-validation analysis 

(where the trials in the independent test set were averaged within condition to create a mean 

spatial pattern).  The exception is that in this case, the N trials of each movement reserved for 

testing the pattern classifier belonged to the different set of trials than that used for training. 
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Cross-trial-type decoding accuracies for each subject were computed by averaging together the 

two mean accuracies generated by using each pair of trial types for classifier training and testing 

(e.g., Arm trials were used to train the classifier in one analysis when Eye trials were used for 

testing, and then they were used to test the classifier in the other analysis when the Eye trials 

were used for classifier training). The means across subjects of this cross-trial-type decoding 

approach are reported in cross-decoding figures for Projects 2 and 3. We statistically assessed 

decoding significance with a two-tailed t-test vs. 50% chance decoding. 
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Chapter 3 

3. Decoding action intentions from preparatory brain activity in human parieto-frontal 

networks
3
 

3.1 Introduction 

Significant developments in understanding the neural underpinnings of highly cognitive and 

abstract processes like intentions and decision-making have predominantly come from 

neurophysiological investigations in non-human primates. Principal among these has been the 

ability to predict or decode upcoming sensorimotor behaviours (such as movements of the arm or 

eyes) based on changes in parieto-frontal neural activity that precede movement onset (Andersen 

and Buneo, 2002; Gold and Shadlen, 2007; Andersen and Cui, 2009; Cisek and Kalaska, 2010). 

To date, the ability to predict goal-directed movements based on intention-related cortical signals 

has almost entirely been constrained to invasive neural recordings in non-human primates. 

Recently, however, advances in neuroimaging using pattern classification, a multivariate 

statistical technique used to discriminate classes of stimuli by assessing differences in the elicited 

spatial patterns of functional magnetic resonance imaging (fMRI) signals, have made it possible 

to probe the cognitive contents of the human mind with a level of sensitivity previously 

unavailable. Indeed, pattern classification has provided a wealth of knowledge within the domain 

of sensory-perceptual processing, showing that visual stimuli being viewed (Haxby et al., 2001; 

Kamitani and Tong, 2005), imagined (Stokes et al., 2009), or remembered (Harrison and Tong, 

2009) and that categories of presented auditory stimuli (Formisano et al., 2008) can be accurately 

decoded  from the spatial pattern of signals in visual and auditory cortex, respectively.  

Few pattern classification experiments to date, however, have examined the primary purpose of 

perceptual processing: the planning of complex object-directed actions. Given the rather poor 

understanding of the human sensorimotor planning processes which guide target-directed 

behaviour, the goals of this experiment were two-fold.  The first goal was to examine whether 

object-directed grasp and reach actions with the hand can be decoded from intention-related 

activity, recorded prior to movement execution, as has only previously been shown with neural 

recording studies in monkeys (Andersen and Buneo, 2002). The second goal, pending success of 

                                                 
3
 A version of this chapter has recently been published. Gallivan, J.P., McLean, D.A., Valyear, K.F., Pettypiece, C., 

& Culham, J.C. (2011). Decoding action intentions from preparatory brain activity in human parieto-frontal 

networks. Journal of Neuroscience 31 (26): 9599-9610. 
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the first, was to determine whether different parieto-frontal brain areas can be characterized 

according to the types of planned movements they can decode. For instance, we questioned 

whether plan-related activity in interconnected reach-related areas like superior parietal cortex, 

middle intraparietal sulcus (IPS), and premotor dorsal (PMd) cortex (Andersen and Cui, 2009) 

can predict an upcoming reach movement. Similarly, we questioned whether preparatory signals 

in interconnected hand-related areas like posterior and anterior IPS and premotor ventral (PMv) 

cortex (Rizzolatti and Matelli, 2003; Grafton, 2010) can predict upcoming grasp movements, and 

moreover even discriminate different precision grasps. More revealingly, we wondered whether 

the increased sensitivity of decoding approaches would enable us to predict an upcoming 

movement from brain regions not previously implicated in particular hand actions. Given that 

conventional fMRI analyses in humans have shown widespread, highly overlapping, and largely 

undifferentiated activations for different movements  (e.g. Culham et al., 2006) combined with 

mounting evidence that standard fMRI methods may ignore the neural information contained in 

distributed activity patterns (Harrison and Tong, 2009), we expected that our pattern 

classification approach might offer a new understanding of how various parieto-frontal brain 

regions contribute to the planning of goal-directed hand actions. 

3.2 Materials and Methods: 

To address these two main questions, we measured activity across the whole brain using fMRI 

while human subjects performed a delayed object-directed movement task.  The task required 

three different hand actions to be carried out upon a target object comprised of a small block 

attached atop a larger block (see Figure 3.1).  These actions were: grasping the top (GT), 

grasping the bottom (GB) or touching the side (Touch) (see Figure 3.1B). This delayed 

movement task allowed us to separate, in time, the transient neural activity associated with visual 

responses (Preview phase) and movement execution (Execute phase) responses from the more 

sustained plan-related responses that evolve prior to the movement (Plan Phase)(Andersen and 

Buneo, 2002; Beurze et al., 2007) (see Figure 3.1 C,D). This experimental design permits a 

direct investigation of whether pattern classifiers implemented during the planning phase of an 

action in a given brain area can decode: 1) upcoming grasp vs. touch actions [(GT vs. Touch) 

AND (GB vs. Touch)], two general types of hand movements requiring slight differences in 

wrist orientation and hand preshaping and 2) upcoming grasp movements from each other (GT 

vs. GB), performed on different blocks, requiring far more subtle differences in size and location. 

Emphasis on decoding during the planning phase of actions has the added advantage of utilizing 
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activity patterns uncontaminated by the subject’s limb movement. Importantly, given this task 

design, where all actions are performed on a centrally-located object that never changes position 

from trial-to-trial, any movement decoding during planning would be independent of simple 

retinotopic and general attention-related differences across trial types.  

First, in order to localize the common brain areas among individuals in which to perform pattern 

analyses, we searched for regions at the group level preferentially involved in movement 

planning. To do this, we contrasted activity elicited by the planning of a hand action (i.e. 

following movement instruction) vs. the transient activity elicited by visual presentation of the 

object prior to the instruction (Plan>Preview). We reasoned that in comparison to the activity 

elicited when the object was illuminated and the subject was unaware of the action to be carried 

out (Preview phase), areas involved in movement planning should show heightened responses 

once movement instruction information has been given (Plan phase), even though the object was 

visible in both phases.  This rationale provides a logical extension of recent studies that 

examined areas involved in planning to temporally spaced instructions about target location and 

effector in fMRI movement tasks (Beurze et al., 2007; Chapman et al., in press).This group 

contrast allowed us to define 14 well-documented action-related regions-of-interest (ROIs) as 

well as three sensory-related ROIs which could then be reliably identified in single subjects with 

the same contrast. In each subject we then iteratively trained and tested pattern classifiers in each 

pre-defined ROI in order to determine whether, prior to movement, its preparatory spatial 

activity patterns were predictive of the hand movement to be performed.  

3.2.1 Subjects 

Nine right-handed volunteers participated in this study (5 males, mean age: 26.2 years). One 

subject was excluded due to head motion beyond 1 mm translation and 1 deg rotation in their 

experimental runs (see MRI acquisition and preprocessing below).  

3.2.2 Setup and Apparatus 

The target object was made up of a smaller cube atop a larger cube (bottom block: 5 cm x 5 cm x 

5 cm, top block: 2.5 cm x 2.5 cm x 1.5 cm) and was secured to the workspace at a location along 

the arc of reachability for the right hand, at the point corresponding to the participant’s sagittal 

midline.  

For each trial, the subjects were required to perform one of three actions on the object with their 

right hand: Grasp the top cube (GT; using a precision grip with the thumb and index finger 
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placed on opposing surfaces of the cube), Grasp the bottom cube (GB) using the same grip, or 

manually touch the side of the object with the knuckles (transport the hand to the object without 

hand preshaping). Importantly, for each trial, the graspable object never changed its centrally-

located position. 
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Figure 3.1: Experiment setup, conditions, timing and trial-related brain activity. A) Setup 

from side view. The participant’s head is tilted to permit direct viewing of objects on the 

platform. B) Experimental apparatus and graspable object shown from the participant’s point of 

view. The same object (consisting of a smaller cube attached atop a larger cube) was always 

presented at the same location on the platform for every trial. Green star with dark shadow 

represents the fixation LED and its location in depth. Hand is positioned at its starting location. 

(Right) The three different hand movements. C) Timing of one event-related trial. Trials began 

with the 3D graspable object being illuminated while the subject maintained fixation (Preview 

phase; 6 s). Subjects were then instructed via headphones to perform one of three hand actions: 

Grasp the top cube (“Top”), Grasp the bottom cube (“Bottom”), or touch both cubes with their 

knuckles (“Touch”). This cue initiated the Plan phase portion of the trial, where, in addition to 

having visual information from the object, subjects also knew which hand action they were to 

perform. Following a delay interval (10 s), subjects were cued (via an auditory beep) to perform 

the instructed hand movement (Execute phase). Two seconds after the movement, vision of the 

object was extinguished and participants waited for commencement of the following trial (14 s, 

ITI). D) Example event-related BOLD activity from parietal cortex (posterior IPS) over the 

length of a trial. Events in D are time-locked to correspond to events in C. Pattern classification 

analysis was performed on single trials based on the windowed average of the % signal change 

corresponding to the three different time-points denoted by each of the gray shaded bars (each 

corresponding to activity elicited from the three distinct trial phases Preview, Plan and Execute).  
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3.2.3 Experiment Design and Timing 

We used a slow event-related planning paradigm with 32 s trials, each consisting of three distinct 

phases: ‘Preview’, ‘Plan’ and ‘Execute’ (see Figure 3.1C). The trial began with the Preview 

phase and illumination of the workspace and centrally located object.  After 6 s of the Preview 

phase, a voice auditory cue (0.5 s; one of “Grasp-Top”, “Grasp-Bottom” or “Touch”) was given 

to the subject and instructed the corresponding upcoming movement, marking the onset of the 

Plan phase. After 10 s of the Plan phase, a 0.5 s auditory beep cue instructed participants to 

immediately execute the planned action (for a duration of approximately 2 s), initiating the 

Execute phase of the trial.  Two seconds following the beginning of this Go cue, the illuminator 

was extinguished providing 14 s of darkness/fixation which allowed the BOLD response to 

return to baseline prior to the next trial (ITI phase). The three trial types, with six repetitions per 

condition (18 trials total per run) were pseudo-randomized within a run and balanced across all 

runs so that each trial type was preceded and followed equally often by every other trial type 

across the entire experiment.  

3.2.4 MRI acquisition and preprocessing 

No task-related errors were observed, likely because, by the time they actually performed the 

required movements in the scanner, subjects were well trained in the delay task.  

3.2.5 Regions of Interest (ROI) 

Using the GLM, we contrasted activity for movement planning vs. the simple visual response to 

object presentation [Plan > Preview: (GT-Plan + GB-Plan + Touch-Plan) vs. (GT-Preview + GB-

Preview + Touch-Preview)]. We reasoned that in comparison to the activity elicited when the 

object was illuminated and the subject was unaware of the action to be carried out (Preview 

phase), areas involved in movement planning should show heightened responses once movement 

instruction information has been given (Plan phase), even though the object was visible in both 

phases.  This rationale provides a logical extension of recent studies that examined areas 

involved in planning to temporally spaced instructions about target location and effector (e.g. eye 

vs. hand) in fMRI movement tasks (Beurze et al., 2007, 2009).  

The Plan>Preview statistical map of all positively active voxels (RFX, t(7) = 3.5, p<0.01) was 

then used to define 17 ROIs (foci of activity selected within a 15 mm cube centered on a 

particular anatomical landmark; only clusters of voxels larger than 297 mm
3
 were used 

(minimum cluster size estimated by 1000 Monte Carlo simulations of p<0.05 corrected, 

implemented in the cluster threshold plug-in for BVQX)) which could then be localized in single 
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subjects. Fourteen of these ROIs (across parietal, motor, and premotor cortex) were selected 

based on their well documented and highly-reliable co-activations across several movement-

related tasks and paradigms (Andersen and Buneo, 2002; Chouinard and Paus, 2006; Culham et 

al., 2006; Filimon et al., 2009; Cisek and Kalaska, 2010; Filimon, 2010; Grafton, 2010) and the 

other three ROIs (somatosensory cortex, and left and right Heschl’s gyrus) were selected as 

regions known to respond to transient stimuli (i.e. sensory and auditory events) and often 

activated in experimental contexts, but not expected to necessarily participate in sustained 

movement planning or intentional-related processes (i.e. to serve as sensory control regions). 

Importantly, all these ROIs are easily defined according to anatomical landmarks (sulci and gyri) 

and functional activations in each individual subject’s AC-PC data (see paragraph and ROI 

selection below). Critically, given the contrast employed to select these 17 areas (i.e. 

Plan>Preview), their activity is not directionally biased to show any plan-related pattern 

differences between any of the experimental conditions (for confirmation of this fact, see the 

univariate analyses in Figure 3.5).  

Voxels submitted for pattern classification analysis were selected from the Plan>Preview GLM 

contrast on single subject AC-PC data and based on all activity within a (15 mm)
3
 cube centered 

on defined anatomical landmarks for each of the 17 ROIs (for details see ROI selection, below). 

These ROIs were selected at a threshold of t=3, p<0.003, from an overlay of each subject’s 

activation map (cluster threshold corrected, p<0.05, so that only voxels passing a minimum 

cluster size were selected; average minimum cluster size across subjects: 110 mm
3
).  

3.2.6 ROI selection 

Left- and Right-Superior parieto-occipital cortex (SPOC)  

• defined by selecting voxels located medially and directly anterior to the Parieto-occipital 

sulcus (POS) on the left and right (Gallivan et al., 2009).  

Left anterior Precuneus (L-aPCu)  

• defined by selecting voxels further anterior and superior to the L-SPOC ROI, near the 

Transverse parietal sulcus (in most subjects this activity was located medially, within the 

same sagittal plane as SPOC, however, in a few subjects this activity was located slightly 

more laterally)(Filimon et al., 2009).  

Left posterior IPS (L-pIPS)  
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• defined by selecting activity at the caudal end of the IPS (Beurze et al., 2009).  

Left middle IPS (L-midIPS)  

• defined by selecting voxels approximately half-way up the length of the IPS, on the 

medial bank (Calton et al., 2002), near a characteristic ‘knob’ landmark that we observed 

consistently within each subject.  

Left region located posterior to L-aIPS (L-post aIPS)  

• defined by selecting voxels just posterior to the junction of the IPS and Post-central 

sulcus (PCS), on the medial bank of the IPS (Culham, 2004).  

Left aIPS (L-aIPS)  

• defined by selecting voxels directly at the junction of the IPS and PCS (Culham et al., 

2003).  

Left Supramarginal gyrus (L-SMG)  

• defined by selecting voxels on the supramarginal gyrus, lateral to the anterior segment of 

the IPS (Lewis, 2006).  

Left Motor cortex  

• defined by selecting voxels around the left ‘hand knob’ landmark in the Central sulcus 

(CS)(Yousry et al., 1997).  

Left Premotor dorsal (L-PMd)  

• defined by selecting voxels at the junction of the Precentral sulcus (PreCS) and Superior 

frontal sulcus (SFS)(Picard and Strick, 2001).  

Left Precentral gyrus  

• defined by selecting voxels lateral to the junction of the PreCS and SFS, encompassing 

the Precentral gyrus and posterior edge of the PreCS.  

Left Premotor ventral (L-PMv)  

• defined by selecting voxels slightly inferior and posterior to the junction of the Inferior 

frontal sulcus (IFS) and PreCS (Tomassini et al., 2007).  

Left Pre-Supplementary motor area (L-PreSMA)  
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• defined by selecting bilateral voxels (although mostly left-lateralized) superior to the 

middle/anterior segment of the cingulate sulcus, anterior to the plane of the anterior 

commissure, and more anterior and inferior than those selected for L-SMA (Picard and 

Strick, 2001). 

Left supplementary motor area (L-SMA)  

• defined by selecting voxels bilaterally (although mostly left-lateralized) adjacent and 

anterior to the medial end of the CS, and posterior to the plane of the anterior commissure 

(Picard and Strick, 2001).  

Left somatosensory cortex (L-SS cortex)  

• defined by selecting voxels medial and anterior to the aIPS, encompassing the Post-

central gyrus and PCS.  

Left- and Right-Heschl’s gyri (HG)  

• defined by selecting voxels half-way up along the Superior temporal sulcus (STS), on the 

superior temporal gyrus (between the insular cortex and outer-lateral edge of the superior 

temporal gyrus)(Meyer et al., 2010).  

 

See Table 3.1 for details about ROI coordinates and sizes, and Figure 3.2 for anatomical 

locations on one representative subject’s brain.  
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Figure 3.2: Decoding of object-directed movement intentions across the parieto-frontal 

network. Cortical areas that exhibited larger responses during movement planning than the 

preceding visual phase (Plan > Preview) are shown in orange/yellow activation. Results 

calculated across all subjects (Random Effects GLM) are displayed on one representative 

subject’s inflated hemispheres. The general locations of the selected ROIs are outlined in circles 

(actual ROIs were anatomically defined separately in each subject). Each ROI is colour-coded 

according to the pair-wise discriminations they can decode during the Plan phase (found in 

Figure 3.4); see colour legend at top for classification profiles. Colours denote significant 

decoding accuracies for upcoming actions with respect to 50% chance. L = Left, R = Right, 

SPOC = superior parieto-occipital cortex, aPCu = anterior precuneus, pIPS = posterior 

intraparietal sulcus, midIPS = middle IPS, post aIPS = posterior anterior IPS, SS cortex = 

somatosensory cortex, PMd = premotor dorsal, PMv = premotor ventral, SMA = supplementary 

motor area, HG = Heschl’s gyrus. Sulcal landmarks are denoted by white lines (stylized 

according to the corresponding legends below each brain). LH = Left-hemisphere, RH = Right-

hemisphere.   
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Table 3.1: ROIs with corresponding Talairach coordinates (mean x, y, and z centre of mass 

and std). Mean ROI sizes across subjects from AC-PC data (in mm
3
 and functional voxels).  
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3.2.7 Multivariate pattern classification analysis (MVPA) 

3.2.7.1 Voxel pattern preparation 

For each region and each trial, we extracted the average percent signal change (% SC) activation 

corresponding to the 4-s time-windows specified by each of the gray shaded bars in Figure 3.1D 

and Figure 3.3 (i.e. the activity elicited by each distinct phase of the trial: Plan, Preview and 

Execute) and entered these as data points for pattern classification (see Methods in Chapter 2 for 

more details). 

 3.2.7.2 Single-Trial classification 

For each subject and for each of the 17 plan-related ROIs, nine different binary support vector 

machine (SVM) classifiers were estimated for MVPA (i.e. for each of the Preview, Plan and 

Execute phases and each pair-wise comparison, GT vs. GB, GT vs. Touch, and GB vs. Touch). 

We used “leave eight trials out” cross-validation to test the accuracy of the binary SVM 

classifiers, meaning that eight trials from each condition (i.e. 16 trials total) were reserved for 

testing the classifier and the remaining trials were used to train the classifier (i.e. 40 or 46 

remaining trials per condition, depending on whether the subject participated in eight or nine 

experimental runs, respectively).  While a full cross validation is not feasible with a “leave eight 

trials out” design due to the ~10
8
 possible iterations, a minimum of 1002 iterations of test/train 

were performed for each classification. For subjects with 8 runs, 1002 iterations were used (each 

trial was used exactly 167 times to train the classifier.  For subjects with 9 runs, a perfect 

solution was not achievable.  For these subjects, the number of iterations was increased to 1026 

to ensure that each trial was used 152 +/- 1 times to train the classifier. Given the noise inherent 

in single-trials and the fact that each trial for training could be randomly selected from any point 

throughout the experiment, single-trial classification provides a highly conservative but robust 

measure of decoding accuracies. Moreover, much of the motivation of this present work is to 

determine the feasibility of predicting specific motor intentions from single fMRI trials, which 

could be then be applied to human movement-impaired patient populations.  
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Figure 3.3: Trial-related percent signal change fMRI activations from each of the 14 plan-

network ROIs and 3 sensory control ROIs. Activity in each plot is averaged across voxels 

within each ROI and across subjects. Plots show the profiles of typical preparatory activity found 

throughout parieto-frontal network areas. Vertical dashed lines correspond to the onset of the 

Preview, Plan and Execute phases of each trial (from left to right). Shaded gray bars highlight the 



78 

 

 

2-volume (4 s) windows that were averaged and extracted for pattern classification analysis. 

Note that time corresponds to imaging volumes (TR=2), and not seconds. 
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3.3 Results 

3.3.1 Decoding Analyses 

The voxel patterns within several of the plan-related ROIs enabled the accurate decoding of 

grasp vs. touch comparisons [(GT vs. Touch) AND (GB vs. Touch)] and in some cases, all three 

comparisons (also GT vs. GB) with respect to 50% chance (See Figure 3.4 for the corresponding 

plan-related decoding accuracies). For instance, pattern classification in all of the following ROIs 

successfully decoded movement plans for the grasp vs. touch conditions (GT vs. Touch AND GB 

vs. Touch): L-SPOC, L-aPCu, L-midIPS, L-aIPS, L-SMA, and L-PreSMA. Given that we found 

overlapping and indistinguishable response amplitudes for the three different movements types 

in all of these areas for each of the different time phases (Preview, Plan and Execute; see Figure 

3.3), this decoding result suggests that each of these regions differentially contribute to both 

grasp and reach planning (instead of coding one action vs. the other) but importantly, not 

towards the planning of the two different grasp movements. Instead, the decoding of movement 

plans for precision grasps upon the different sized objects (as well as differentiation of grasp vs. 

touch actions; GT vs. GB AND GT vs. Touch AND GB vs. Touch) were constrained to a 

different set of ROIs: L-pIPS, L-post aIPS, L-Motor cortex, L-Precentral gyrus, L-PMd, and L-

PMv (see Figure 3.4). This pattern of results across these parieto-frontal areas suggest that 

regions can be functionally classified according to whether the resident preparatory signals are 

predictive of upcoming grasp vs. reach movements or, in addition, different precision grasps (for 

instance, see Figure 3.2 for a color-coding of the ROIs depending on the types of movements 

they can predict). Note that decoding accuracies were based on single-trial classifications, and as 

such, demonstrate that the spatial voxel patterns generated during movement planning (and used 

for classifier training) were robust and consistent enough across the full experiment (all 8-9 

experimental runs) to allow for successful prediction.  
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Figure 3.4: Classifier decoding accuracies for each ROI for the three trial phases (Preview, 

Plan and Execute; the middle three bars correspond to accuracies elicited during the Plan Phase). 

Errors bars represent SEM across subjects. Solid black lines are chance accuracy level (50%). 

Black asterisks assess statistical significance with 2-tailed t-tests across subjects with respect to 

50%. Note that no above chance decoding is shown during the Preview phase, when subjects 

were unaware which movement they were going to perform. Red asterisks denote statistical 

significance with paired 2-tailed t-tests for decoding accuracies across subjects for Plan and 

Execute phases with respect to within-trial decoding accuracies found during the preceding 

Preview phase (i.e. assessing where accuracies are higher than that for simple object visual 

presentation, when subjects were unaware which action they would be performing). Importantly, 

any areas showing significant decoding during the Plan phase with respect to 50% also show 

significant decoding with respect to the permutation tests (see materials and methods) and 

Preview phase. Note that accurate classification can only be attributed to the spatial response 

patterns of different planned movement types, and not the overall signal amplitudes within each 

ROI (see Figure 3.5). GT = Grasp Top, GB = Grasp Bottom. Also note that decoding accuracies 

are colour-coded according to pair-wise discriminations and not trial types.  
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As anticipated, the three sensory control areas (L-SS cortex, L- and R-HG) showed no significant 

decoding during planning, highlighting the fact that predictive information can be specifically 

localized to particular nodes of the parieto-frontal network. This is largely intuitive for our 

sensory control areas: somatosensory cortex should not be expected to decode anything until the 

mechanoreceptors of the hand are stimulated at movement onset (see Figure 3.4). Likewise, L- 

and R-Heschl’s gyri are primary auditory structures, and thus are not expected to carry sustained 

plan-related predictive information. Null results should always be interpreted with caution in 

pattern classification (as they may reflect limitations in the classification algorithms rather than 

the data (see Pereira and Botvinick, in press); nevertheless, the absence of decoding during 

planning in these areas is certainly consistent with expectations.  

 

Importantly, our results also show that plan-related decoding can only be attributed to the 

intention to perform a specific movement, as we find no significant decoding above 50% chance 

in the preceding Preview phase (i.e. when movement-planning information was unavailable). 

Moreover, when we additionally tested whether above chance decoding during planning was also 

significantly higher than the within-trial decoding found during the preceding Preview phase, we 

found this to be the case in every region (denoted by red asterisks in Figure 3.4). Critically, 

accurate classification only reflects the spatial response pattern profiles of different planned 

movement types, and not the overall fMRI signal amplitudes within each ROI. When we 

averaged the trial responses across all voxels and subjects in each ROI (as done in conventional 

fMRI ROI analyses) we found no significant differences for the three different hand movements, 

in any phase of the trial (Preview, Plan or Execute; see trial time courses in Figure 3.3 and an 

univariate analysis of signal amplitudes for the same time windows as those extracted for MVPA 

in Figure 3.5, for confirmation of this fact). As an additional Type I error control for our 

classification accuracies, we ran the same pattern discrimination analysis on two non-cortical 

ROIs outside of our plan-related network where classification should not be possible: the right 

ventricle and outside the brain. As expected, pattern classification revealed no significant 

decoding in these two areas for any phase of the trial (Figure 3.6). 
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Figure 3.5: No fMRI signal amplitude differences found within the parieto-frontal regions 

used for pattern classification. Responses are averaged across voxels within each ROI and 

across subjects (2-volume averaged windows corresponding to Preview, Plan and Execute 

phases). Note that only one significant univariate difference is observed in R-SPOC, a non-

decoding region. Errors bars represent SEM across subjects. 
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In addition to using the spatial voxel activity patterns in order to predict upcoming hand 

movements, we performed a voxel weight analysis for each ROI (for example, see Kamitani and 

Tong, 2005) in order to directly determine whether any structured spatial relationship of voxel 

activity according to the action being planned could be found (data not shown). In order to do 

this, for each iteration of the cross-validation (1002 or 1026 iterations, depending on the number 

of runs per subject) a different SVM discriminant function was refined based on the subset of 

trials included for training.  We calculated the voxel weights for each function and then averaged 

across all iterations to produce a set of mean voxel weights; this procedure was repeated for each 

pair-wise comparison, ROI and subject (note that the weight of each voxel provides a measure of 

its relationship with the class label as learned by the classifier; in this case, GT, GB, or Touch 

planned actions)(for details, see Pereira and Botvinick, in press). Both across and within subjects 

for each ROI and pair-wise comparison, we found little structured relationship of voxel weights 

according to the action being planned.  For instance, no correspondence was found between the 

GT vs. Touch and GB vs. Touch spatial arrangement of voxel weights in each ROI, despite the 

two grasp actions being highly similar and the two touch actions being exactly the same. We did, 

however, notice that within individual ROIs, despite the inconsistency of voxel weight patterns 

across subjects and across pair-wise comparisons, voxels that discriminated one planned 

movement vs. another tended to cluster. That is, voxels coding for one particular movement 

(reflected by the positive or negative direction of the weight) tended to lie adjacent to one 

another within the ROI, even though these sub-ROI clusters were not necessarily consistent 

between comparisons. While caution should be applied to interpreting the magnitude of the voxel 

weights assigned by any classifier (Pereira and Botvinick, in press), this general result is to be 

expected based on the structure of the surrounding vasculature and spatial resolution of the 

BOLD response (Logothetis and Wandell, 2004), further reinforcing the notion that spatial voxel 

patterns directly reflect underlying physiological changes. Furthermore, and more generally, the 

findings from this voxel weight analysis are highly consistent with expectations from monkey 

neurophysiology. The neural organization of macaque parieto-frontal cortex is highly distributed 

and multiplexed, with neurons containing different sensorimotor frames of reference and 

separate response properties (e.g., for effector or location) residing in close anatomical proximity 

(Snyder et al., 1997; Andersen and Buneo, 2002; Calton et al., 2002; Andersen and Cui, 2009; 

Chang and Snyder, 2010). As such, combined with the fact that we are able to accurately predict 

upcoming hand actions from the trained pattern classifiers, the largely unstructured arrangement 

of voxel weights appears to have a well-documented anatomical basis. 



86 

 

 

3.3.2 Additional Univariate Analyses 

Although not shown, we also performed a univariate contrast of [(GT-Execute + GB-Execute) 

vs. 2*(Touch-Execute)] in order to define left aIPS, a brain area frequently reported in studies 

from our lab, consistently shown to be preferentially involved in grasping actions (Culham et al., 

2003; Gallivan et al., 2009; Cavina-Pratesi et al., 2010). We localized this region in six of eight 

subjects (t=2.4, p<0.05, in four subjects these clusters did not survive cluster threshold 

correction) allowing a direct comparison of its general anatomical location with the left aIPS 

regions we defined in single subjects for pattern analyses according to the contrast of 

Plan>Preview (which instead shows no univariate differences between Grasp vs. Touch trials 

during the Execute phase; see Figure 3.5). We found a good degree of overlap between the 

(Plan>Preview)-defined left aIPS and the left aIPS defined by a contrast of [(GT-Execute + GB-

Execute) vs. 2*(Touch-Execute)], with the latter aIPS being much smaller in size. For instance, 

in the 6 subjects who showed activity in aIPS with the [(GT-Execute + GB-Execute) vs. 

2*(Touch-Execute)] contrast, we found that this area shared the following percentage of its total 

voxels with the larger aIPS area defined by the Plan>Preview  contrast: Subject 1 (13.7%; size of 

Grasps vs. Touch defined aIPS: 66 voxels; size of Plan>Preview defined aIPS: 100 voxels), 

Subject 2 (25%; size of Grasps vs. Touch defined aIPS: 4 voxels; size of Plan>Preview defined 

aIPS: 97 voxels), Subject 3 (75%; size of Grasps vs. Touch defined aIPS: 4 voxels; size of 

Plan>Preview defined aIPS: 62 voxels), Subject 4 (33.3%; size of Grasps vs. Touch defined 

aIPS: 6 voxels; size of Plan>Preview defined aIPS: 59 voxels), Subject 5 (33.3%; size of Grasps 

vs. Touch defined aIPS: 3 voxels; size of Plan>Preview defined aIPS: 92 voxels) and Subject 6 

(75%; size of Grasps vs. Touch defined aIPS: 4 voxels; size of Plan>Preview defined aIPS: 84 

voxels). The discrepancy in the size and signal amplitude differences between these two regions 

can be easily explained as a difference of contrasts: specifying a directed search for Grasps > 

Touches reveals a much smaller subset of aIPS voxels, with each individual voxel showing the 

specified effect. In comparison, the anatomically defined aIPS for the more general contrast of 

Plan > Preview (used for pattern analyses here) additionally selects for voxels outside the range 

of this smaller voxel subset and thus when averaging the response amplitudes across this larger 

cluster size (as shown in Figures 3 and 5), we effectively diminish the influence of each 

individual voxel’s contribution on the overall ROI signal. It is worth mentioning that in addition 

to finding small left aIPS activations in six subjects with the univariate contrast of [(GT-Execute 

+ GB-Execute) vs. 2*(Touch-Execute)], small clusters of voxels in three other areas (left pIPS, 

left motor cortex and left PMd) were also reliably co-activated; areas revealed here to decode all 
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three planned movements with pattern classification analyses. Apart from distinguishing 

univariate and multivariate approaches (for further explanations and examples see (Mur et al., 

2009; Pereira et al., 2009; Raizada and Kriegeskorte, 2010)) these findings, more than anything, 

highlight the additional plan-related information contained in voxel spatial patterns. 
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Figure 3.6: Classifier decoding accuracies in non-brain control regions. A) Non-brain 

control ROIs defined in each subject (denoted in green; example subject shown). B) Classifier 

accuracies for the 3 trial phases for the right ventricle (left) and outside the brain ROI (right). 

Error bars represent SEM across subjects. Solid lines show chance classification accuracy (50%). 

Importantly, no significant differences were found with t-tests across subjects with respect to 

50% chance.  
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3.4 Discussion 

For the first time, fMRI signal decoding is used to unravel predictive neural signals underlying 

the planning and implementation of real object-directed hand actions in humans. We show that 

this predictive information is not revealed in preparatory response amplitudes but in the spatial 

pattern profiles of voxels. This finding may explain why previous characterizations of plan-

related activity in parieto-frontal networks from traditional fMRI subtraction methods have been 

largely met with mixed degrees of success. From a theoretical perspective, these results provide 

new insights into the different roles played by various regions within the human parieto-frontal 

network -- results that add to our previous understanding of the predictive movement information 

contained in parietal preparatory responses (Andersen and Buneo, 2002; Cisek and Kalaska, 

2010) and advance previous notions of motor and premotor contributions to movement planning 

(Tanne-Gariepy et al., 2002; Filimon, 2010).   

3.4.1 Decoding in Parietal cortex 

A particularly notable finding from this study is that preparatory activity along the dorso-medial 

circuit (L-SPOC, L-aPCu, and L-midIPS) decodes planned grasp vs. touch movements. Although 

these areas are well known to be involved in the planning and execution of reaching movements 

in both humans and monkeys (e.g. Andersen and Buneo, 2002; Culham et al., 2006; Beurze et 

al., 2007), there has been remarkably little evidence to suggest their particular involvement 

during grasp planning. To our knowledge, the only evidence to date in support of this notion 

comes from neural recordings in monkeys showing that parieto-occipital neurons, in addition to 

being sensitive for reach direction, are also sensitive to grip/wrist orientation and grip type 

(Fattori et al., 2009; Fattori et al., 2010). Based on our similar findings in SPOC, it now seems 

clear that fMRI pattern analysis in humans can provide a new tool for capturing neural 

representations only previously detected with invasive electrode recordings in monkeys. 

Moreover, our present results advance these previous findings by showing for the first time that 

motor plans requiring hand preshaping or precise object-directed interactions extend further 

anteriorly into both the precuneus and midIPS.  

The posterior IPS (pIPS) in the human and macaque monkey appears to serve a variety of visual-

motor and attention related functions: it is involved in the orienting of visual selection and 

attention (Szczepanski et al., 2010), encodes the 3D visual features of objects for hand actions 

(Sakata et al., 1998), and integrates both target and effector-specific information for movements 

(Beurze et al., 2009). pIPS preparatory activity in our task may largely reflect the combined 
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coding of all these properties given that differences in finger precision, hand orientation, and 

attention to 3D object shape is required across the three hand movements. Since attention is often 

directed towards a target location prior to movement, these particular findings might provide 

additional evidence for the integration of visual-motor and attention-related processes within 

common brain areas during movement planning (Moore and Fallah, 2001; Baldauf and Deubel, 

2010). 

Area aIPS in both the human and monkey shows selective activity for the execution of grasping 

movements (e.g. Murata et al., 2000; Culham et al., 2003).  Here we show that both aIPS and an 

immediately posterior division, post-aIPS, are selective for the planning of grasp vs. reach 

movements. Moreover, aIPS decodes between similar grasps upon objects of different sizes 

during execution while post-aIPS performs such discriminations during planning.  These results 

are consistent with object size-tuning expected from macaque AIP (Murata et al., 2000) and 

provide additional support for a homology between AIP and human aIPS.  Importantly, the 

distinction here between the two human divisions of aIPS provides evidence for a gradient of 

grasp-related function, with an anterior division perhaps more related to somatosensory feedback 

(Culham, 2004) and the online control of grip force (Ehrsson et al., 2003) and a posterior 

division more related to visual object features (Culham, 2004; Durand et al., 2007) and object-

action associations (Valyear et al., 2007). In fact, these functionally distinct regions may 

correspond to anatomically distinct regions defined by cytoarchitechtonics (Choi et al., 2006).  

3.4.2 Decoding in Motor and Premotor cortex 

Although motor cortex, traditionally speaking, is predominantly engaged near the moment of 

movement execution and presumed -- at least in comparison to the higher-level cognitive 

processing observed in parietal and premotor cortex -- to be a relatively lower-level motor output 

structure (i.e. given its direct connections with corticospinal neurons (Chouinard and Paus, 2006) 

and that much of its activity can be explained in simple muscle control terms (Todorov, 2000)), 

such descriptions likely only partially capture some of its complexity. For instance, 

microstimulation of motor cortex structures can produce a complex array of ecologically relevant 

movements (e.g. grasping, feeding etc.(Graziano, 2006) and recent evidence also suggests that its 

outputs reflect whether an action goal is present or not (Cattaneo et al., 2009). The fact that we 

can decode each particular hand movement from the preparatory responses in motor cortex 

several moments prior to action execution might additionally speak to a more prominent role in 
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movement planning processes. Alternatively, it might reflect the fact that higher-level signals 

from other regions must often pass through motor cortex before going to spinal cord.  

 

In addition to motor cortex, areas in premotor cortex have direct anatomical connections (albeit 

weaker) to spinal cord (Chouinard and Paus, 2006), but importantly, are also highly 

interconnected with frontal, parietal and motor cortical regions (Andersen and Cui, 2009), 

making them ideally situated to receive, influence, and communicate high-level cognitive 

movement-related information. Beyond forming a critical node in the visual-motor planning 

network, recent evidence proposes that different premotor areas (e.g. PMd and PMv) may have 

dissociable processes. For instance, experiments in both humans and monkeys appear to suggest 

that PMv is more involved in hand preshaping and grip-specific responses (distal components) 

whereas PMd is more involved in power-grip or reach-related hand movements (proximal 

components)(e.g. Tanne-Gariepy et al., 2002; Davare et al., 2006). These findings are consistent 

with the suggestion that PMv and PMd form the anterior components of dissociable parieto-

frontal networks involved in visual-motor control, with the dorso-lateral circuit (DLC) -- 

involving connections from pIPS to AIP and then to PMv -- thought to be specialized for 

grasping, and the dorso-medial circuit (DMC) -- involving connections between V6A/aPCu to 

midIPS and then to PMd -- thought to be specialized for reaching (for reviews see Rizzolatti and 

Matelli, 2003; Grafton, 2010). Given that most of these previous distinctions are based on 

characterizations of activity evoked during the movement itself, the accurate decoding of 

different planned hand movements shown here provides a significant additional dimension to 

such descriptions. Indeed, while our finding that PMv can discriminate different upcoming 

movements with the hand (grasps and reaches) may be congruent with this parallel-pathway 

view, the same finding in PMd (more traditionally implicated in reach planning) seems largely 

incompatible. There are several reasons, however, to suspect that PMd, as shown here, may also 

be involved in grasp-related movement planning. For instance, both PMd and PMv contain 

distinct hand digit representations (Dum and Strick, 2005), PMd activity is modulated during 

object grasping (Raos et al., 2004), by grasp-relevant object properties (Grol et al., 2007; 

Verhagen et al., 2008) and the grip force scaling required (Hendrix et al., 2009), and multiunit 

responses in PMd (as well as PMv) are highly predictive of the current reach and grasp 

movement (Stark and Abeles, 2007). Furthermore, previous work from our lab has found 

differences in PMd between grasping and reaching during the execution phase of the movement 
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(Culham et al., 2003; Cavina-Pratesi et al., 2010). Our current findings with fMRI in humans add 

to an emerging view that simple grasp (distal) vs. reach (proximal) descriptions cannot directly 

account for the preparatory responses in PMd and PMv and that significant coordination between 

the two regions may be a requirement for complex object-directed behaviour. 

3.4.3 Implications 

Here we have demonstrated that MVPA can decode surprisingly subtle distinctions between 

actions across a larger network of areas than would be expected from past human neuroimaging 

research. Based on non-human primate neurophysiology, one might expect decoding of more 

pronounced differences between trials (such as the effector used or the target location acted 

upon).  Here, however, effector and object location remained constant, yet we found decoding of 

slight differences in the planning of actions: in several areas we were able to discriminate 

upcoming grasp vs. reach hand movements, and in a subset of these areas -- even more 

surprisingly -- we could additionally discriminate upcoming precision grasps upon objects of 

subtlely different sizes. These findings suggest that neural implants within several of the reported 

predictive regions may eventually enable the reconstruction of highly specific planned actions in 

movement-impaired human patient populations. A critical consideration for cognitive neural 

prosthetics is the optimal positioning of electrode arrays in order to capture the appropriate 

intention-related signals (Andersen et al., 2010). Here, we highlight a number of promising 

candidate regions that can be further explored in non-human primates to not only further assist 

their development but also expand our understanding of intention-related signals related to 

complex sensorimotor behaviours. 
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Chapter 4 

4. Decoding effector-dependent and effector-independent movement intentions from 

human parieto-frontal brain activity
4
 

4.1 Introduction: 

How the human brain plans and effortlessly orchestrates movements of different body effectors 

(e.g. hands and eyes) remains a poorly understood problem in visual-motor neuroscience. An 

influential view, based on neural recording studies in monkeys, proposes that movement 

intentions are organized into effector-specific subregions (e.g. eyes vs. hand), with each region 

predominantly involved in the visual-motor planning and control of its own effector (e.g. 

saccades vs. reaches (Snyder et al., 1997)). For instance, interconnected regions like the medial 

intraparietal area (MIP), V6A, and dorsal premotor cortex (PMd), are preferentially engaged 

when reach movements are being planned, whereas interconnected areas like the lateral 

intraparietal area (LIP) and frontal eye-fields (FEF) are preferentially engaged in eye movement 

planning (Andersen and Buneo, 2002; Andersen and Cui, 2009), even when in both cases, the 

spatial target of the movement remains unknown (Hoshi and Tanji, 2000; Calton et al., 2002; 

Dickinson et al., 2003). Furthermore, planning processes in these areas, while still intimately 

linked to the preferred effector, abstractly reflect the spatial goals/intentions of an action rather 

than the specific muscle activations required. For example, neural recordings from MIP show 

that reach targets are predominantly encoded in gaze-centred coordinates, as is the case in LIP 

(Andersen et al., 1985; Batista et al., 1999). This use of a common reference frame can facilitate 

the first stages of the coordinate transformations required to convert sensory inputs (e.g. visual) 

into motor (e.g. limb) outputs and additionally assist coordination between the hand and eye 

(Andersen and Buneo, 2002). But how do these neural findings in monkeys compare and 

translate to our current understanding of how movement intentions are coded in the human 

brain? 

 

                                                 
4
 A version of this chapter is currently under revision for resubmission. Gallivan, J.P., McLean, D.A., Smith, F.W. & 

Culham, J.C. (in revision) Decoding effector-dependent and effector-independent movement intentions from human 

parieto-frontal brain activity. Journal of Neuroscience. 
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The poorer spatial sensitivity inherent in non-invasive methodologies like functional magnetic 

resonance imaging (fMRI) presents clear difficulties in comparing brain activity between species 

(Kagan et al., 2010). For instance, even if there were a region with highly specialized and 

intermingled populations of neurons that separately encode various effectors (e.g. eye vs. hand) 

or their parameters (e.g. movement left vs. right), the coarse spatial resolution of fMRI may fail 

to reveal overall signal amplitude differences. Despite these challenges, multiple efforts have 

been made to compare and topographically describe these attributes of visual-motor integration. 

To date, the emerging viewpoint, in contrast to findings in the monkey, suggests that effector-

selectivity and spatial planning processes are poorly localized, varying only gradually across the 

human parieto-frontal network (for review, see Culham et al., 2006; Filimon, 2010). It is 

becoming increasingly clear, however, that this conventional fMRI approach of comparing signal 

response amplitudes (and examining the activity within each voxel independently) may lack the 

sensitivity to detect certain types of neural information (Haxby et al., 2001; Kamitani and Tong, 

2005).  

Here we implemented multi-voxel pattern analyses (MVPA), an fMRI technique that 

discriminates between conditions based on the evoked spatial voxel activity patterns, in order to 

re-examine the effector-specific and spatially specific nature of intention-related signals in the 

human brain. Using a delayed eye and hand movement task we found, in contrast to the largely 

undifferentiated human parieto-frontal activations observed with conventional fMRI subtraction 

analyses, that during planning we can predict distinctly effector-specific and spatially specific 

movements across several parieto-frontal brain areas.  
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Figure 4.1: Experimental methods and example brain activity. A) Subject setup from side 

view. B) (Top) Experimental apparatus and objects shown from the subject’s point of view. The 

objects (white blocks) never changed position from trial-to-trial. Green star with dark shadow 

represents the fixation LED and its location in depth. Dashed line represents the arc of 

reachability with respect to the participant. The hand is positioned at its starting location. 

(Below) Executed saccade and reach movements. Dashed lines represent eye position. C) Timing 

of one event-related trial. Trials began with the 3D objects being simultaneously illuminated 

while the subject maintained fixation (Preview phase; 6 s). Subjects were then instructed via 

headphones to perform one of four movements: Touch the left object (“Touch Left”), Touch the 

right object (“Touch Right”), Saccade to the left object (“Look Left”) or Saccade to the right 

object (“Look Right”). This cue initiated the Plan phase portion of the trial. Following a fixed 

delay interval (12 s), subjects were cued (‘beep’) to perform the instructed hand movement 

(initiating the Execute phase). Two seconds after the Go cue, vision of the workspace was 

extinguished and participants waited for the following trial to begin (14 s, ITI). D) Averaged 

neural activity from left posterior IPS over the length of a single trial. Events in D are time-

locked to correspond to events in C. MVPA was performed on single trials based on the 

windowed average of the % signal change corresponding to the three different time-points 

denoted by each of the gray shaded bars (each corresponding to activity elicited from the three 

distinct trial phases Preview, Plan and Execute). The time points corresponding to the Plan phase 

(bordered in red) were of critical interest, and provide the focus of our analyses. 
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4.2 Materials and Methods: 

 In brief, our task required subjects to perform either a reach or saccade movement towards a 

target in one of two different locations on each trial; subjects were first cued to the action to be 

carried out then, following a delay period, performed the action (see Figure 4.1 B,C). On all 

trials, both objects were presented throughout the sequence, such that the visual presentation 

remained constant and only the instructions differed. This delayed-timing paradigm allowed us 

to isolate the sustained plan-related neural activity that evolves prior to movement from the 

transient visual response (Preview phase) and movement execution responses (Execute phase) 

(Figure 4.1D).  

 

The focus of this study was to examine whether MVPA implemented in specific regions-of-

interest (ROIs) during movement planning (Plan Phase) could predict 1) upcoming reaches vs. 

saccades and 2) upcoming leftward vs. rightward movements.  In the former case, we examined 

the dependence of effector decoding on the spatial location of the object to be acted upon, Effector-

within-space.  This included two decoding tests: (1) Hand-Left (HandL) vs. Eye-Left (EyeL); 

and (2) Hand-Right (HandR) vs. Eye-Right (EyeR).  In the latter case, we examined the 

dependence of spatial decoding on the effector to be used, Space-within-effector.  This included 

two decoding tests: (1) HandL vs. HandR; and (2) EyeL vs. EyeR.  

 

Furthermore, we also examined whether the intention-related signals in an area were governed 

by shared or separate sensorimotor mechanisms (e.g. Dinstein et al., 2008). To do this, we 

performed cross-trial-type MVPA by using one set of trials to train the pattern classifier and a 

different set of trials to test the classifier.  For instance, to test Space-across-effector, we trained 

the classifier to discriminate location for one effector (e.g. EyeL vs. EyeR trials) and tested it on 

the other (e.g. HandL vs. HandR).  By similar logic, we tested Effector-across-space by training 

the classifier to discriminate effector for one location (EyeL vs. HandL) and testing it on the 

other (EyeR vs. HandR). In sum, this additional analysis allows us to test whether the patterns of 

activity discriminating two movements are the same as or different than the patterns of activity 

discriminating a different set of movements. For instance, although classifiers accurately 

discriminating both HandL vs. EyeL and HandR vs. EyeR pair-wise comparisons indicate that 

actions are being planned with respect to an effector, accurate cross-trial-type decoding would 



101 

 

 

furthermore show that the effector-specificity is represented independent of target location. 

Likewise, in terms of spatial-specificity, by crossing classifier training-and-testing for EyeL vs. 

EyeR and HandL vs. HandR trials, we can assess whether eye and arm movements are being 

prepared in a common spatial reference frame, independent of the effector to be used (as reported 

in the monkey (Andersen and Buneo, 2002; Buneo et al., 2002)). Critically, similar to many 

natural environmental interactions -- where the spatial locations of targets remain constant and it 

is only our planned interactions that change – in our task the positions of the two target objects 

never changed from trial-to-trial.  

 

To localize a set of common ROIs that could then be selected in each individual subject for use 

in the MVPA analysis, we performed a whole-brain group-level voxel-wise search to find areas 

where the activity during movement generation (i.e. movement planning (Plan) and execution 

(Execute)) was higher than the activity during simple visual object presentation (Preview; when 

subjects had vision of both targets yet were unaware of which action to perform). This [Plan & 

Execute > Preview] contrast revealed activity throughout a well-documented parieto-frontal 

network of areas (Figure 4.2, see Table 2.1 for coordinates). Within this network, we focused 

MVPA on six commonly described human and monkey anatomical ROIs in both the left and 

right hemispheres, each previously implicated in visual-motor processing: 1) superior parieto-

occipital cortex (SPOC), an area involved in reach preparation and execution (Galletti et al., 

1997; Prado et al., 2005; Cavina-Pratesi et al., 2010) 2) posterior intraparietal sulcus (pIPS), an 

area involved in attention and eye and hand movement-related processes (Calton et al., 2002; 

Beurze et al., 2009; Chang and Snyder, 2010; Szczepanski et al., 2010) 3) middle IPS (midIPS), 

an area often implicated in both eye and reach movement planning (Andersen et al., 1985; 

Snyder et al., 1997; Batista et al., 1999; Culham et al., 2006) 4) premotor dorsal (PMd), a region 

primarily involved in reach-related processes (Caminiti et al., 1990b; Caminiti et al., 1990a; 

Pesaran et al., 2006; Cavina-Pratesi et al., 2010) 5) precentral gyrus, an area often implicated in 

general eye and hand motor-related processes (Beurze et al., 2009; Filimon, 2010) and 6) 

premotor ventral (PMv), an ROI most often implicated in hand-related actions (Graziano et al., 

1994; Cavina-Pratesi et al., 2010; Filimon, 2010). One additional area, left somatosensory (SS 

cortex), was selected as a sensory control region, not expected to accurately decode movements 

until stimulation of the hand’s mechanoreceptors at movement onset (i.e. at Execute phase). The 

question of interest here was whether we would be able to predict upcoming reaches and/or 
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saccades and their movement directions from preparatory activity in each of these pre-specified 

areas. 

4.2.1 Subjects 

Eight right-handed volunteers participated in this study (4 females; mean age: 24.3 years). 

 4.2.2 Setup and Apparatus 

Participants performed individual movements with the eyes or the right hand towards one of two 

object locations when required. The target objects were made of LEGO pieces (length: 7 cm x 

depth: 3 cm x height: 3 cm) and were secured to the workspace at a location along the arc of 

reachability for the right hand. The target stimuli were painted white to increase their contrast 

with the black background of the platform. The left target object was placed on the left side of 

the platform within reach by the participant’s right hand and the right target object was placed on 

the right side of the platform, equidistant with respect to the subject’s sagittal plane, at a further 

distance nearing the maximal extent of the participant’s reach. Once specified, the target objects 

were secured to the platform at these locations (see Figure 4.1B). During the experiment, the two 

objects were illuminated simultaneously from the front by a bright white Light Emitting Diode 

(LED). During participant setup, the illuminator LED was positioned so as to equally illuminate 

the objects in both locations. To control for eye movements, a small green fixation LED was 

placed above and immediately between the two target objects and subjects were required to 

always foveate the fixation LED, unless a saccade was executed.  

For each trial, the subjects were required to perform one of four actions upon the target objects, 

following a delay period: 1) manually touch the top of the left object with the knuckles (“Touch 

Left” auditory command; HandL trial) which required transporting the hand to the object without 

hand pre-shaping, 2) touch the right object (“Touch Right” auditory command; HandR trial) 

which required the exact same hand posture, 3) saccade to the left object (“Look Left” auditory 

command; EyeL trial) or 4) saccade to the right object (“Look Right” auditory command, EyeR 

trial). For both of the eye movement conditions, in order to specifically control for the amplitude 

of the saccades and allow equivalency across trials, small black dot stickers were placed on the 

centers of the target stimuli (on the object surface which faced the subject), and when cued, 

participants were required to saccade to these specific locations. Importantly, for each trial, the 

target objects never changed their peripherally-located positions, thus eliminating retinal 
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differences across the experiment. Critically, from trial to trial, it was only the subject’s 

movement intentions that changed. 

4.2.3 Experiment Design and Timing 

We used a slow event-related planning paradigm with 34 s trials, each consisting of three distinct 

phases: ‘Preview’, ‘Plan’ and ‘Execute’ (see Figure 4.1C). Each trial began with the Preview 

phase, where the subject’s workspace was illuminated revealing the two peripherally-located 

target objects.  After 6 s of the Preview phase, subjects were given an auditory cue (0.5 s), either 

“Touch Left”, “Touch Right”, “Look Left” or “Look Right”, informing them of the upcoming 

movement required; this cue marked the onset of the Plan phase. After 12 s of the Plan phase, a 

0.5 s auditory beep cued participants to immediately execute the planned action (for a duration of 

approximately 2 s), initiating the Execute phase of the trial. Two seconds following the 

beginning of this Go cue, the illuminator was turned off. For reach movements, subjects were 

instructed to touch the top of the target object and return the hand to its central starting position 

when the illuminator was extinguished. For eye movements, subjects were instructed to saccade 

to the target object (and foveate the black dot) and then return the eyes to the fixation LED when 

the illuminator was extinguished. After the illuminator was turned off, subjects then waited in the 

dark while maintaining fixation for 14 s, allowing the BOLD response to return to baseline prior 

to the next trial (ITI phase). The four trial types, with five repetitions per condition (20 trials 

total) were randomized within a run and balanced across all runs so that each trial type was 

preceded and followed equally often by every other trial type across the entire experiment. 

4.2.4 MRI acquisition and preprocessing 

Error trials – trials where the participant fumbled with the object, performed the incorrect 

instruction, or contaminated the plan phase data by slightly moving their limb or eyes or by 

performing the action before the ‘Go’ cue -- were identified off-line from the videos recorded 

during the session; only two trials from two subjects (four trials total) contained such movement 

errors.  
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Figure 4.2: Parieto-frontal brain areas selected for MVPA. Cortical areas that exhibited 

larger responses during movement generation than the preceding visual phase [(Plan + Execute) 

> 2*(Preview)] are shown in orange/yellow activation. Results calculated across all subjects 

(Random Effects GLM) are displayed on one representative subject’s inflated hemispheres. The 

general locations of the selected ROIs are outlined in circles (actual ROIs were anatomically 

defined separately in each subject). L = Left, R = Right (ROI acronyms are spelled out in main 

text). Sulcal landmarks are denoted by white lines (stylized according to the corresponding 

legend). LH = Left-hemisphere, RH = Right-hemisphere.   
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Table 4.1: ROIs with corresponding Talairach coordinates (mean x, y, and z centre of mass 

and std). Mean ROI sizes across subjects from AC-PC data (in mm
3
 and functional voxels).  
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4.2.5 Regions of Interest (ROI) 

To specify our ROIs at the group level (allowing further investigation of common ROIs at the 

single-subject level), we searched for brain areas involved in movement generation and 

contrasted activity for movement planning and execution (collapsed over effector and spatial 

target location) vs. the simple visual response to object presentation prior to instruction: 

[Plan(EyeL + EyeR + HandL + HandR) + Execute(EyeL + EyeR + HandL + HandR) > 

2*Preview(EyeL + EyeR + HandL + HandR)]. The resulting statistical map of all positively 

active voxels (RFX, t(7) = 3, p<0.01, cluster threshold corrected: 278mm
3
) was then used to 

define 13 different ROIs (6 ROIs on both the left and right, and one ROI, somatosensory cortex, 

on the left; for activity from this contrast see Figure 4.2). Six of these ROIs (across parietal and 

premotor cortex) were selected based on their well-documented involvement in movement 

planning/execution and the final ROI, left somatosensory cortex, was selected as a sensory 

control region (i.e. known to respond to transient stimuli (i.e. sensory events), but not expected to 

participate in sustained movement planning/intention-related processes). Importantly, each of 

these ROIs could then be easily anatomically localized in each individual’s AC-PC-aligned data 

(see ROI selection below). 

 

The specific voxels submitted for MVPA were then selected from the (Plan & Execute > 

Preview) GLM contrast on single subject AC-PC-aligned data and based on all significant 

activity within a 3375 mm
3
 cube  centered on the pre-defined anatomical landmarks for each of 

the 13 ROIs (t=3, p<0.003, each subject’s activation map was cluster threshold corrected 

(corrected, p<0.05) so that only voxels passing a minimum cluster size were selected; average 

minimum cluster size across subjects was 112.5 mm
3
; for details see ROI selection, below).  

4.2.6 ROI selection: 

Left and Right Superior parieto-occipital cortex (SPOC)  

• defined by selecting voxels located medially and directly anterior to the Parieto-occipital 

sulcus (POS)(Gallivan et al., 2009) 

Left and Right posterior IPS (pIPS)  

• defined by selecting activity at the caudal end of the IPS (Sakata et al., 1998; Beurze et 

al., 2009). 
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Left and Right middle IPS (midIPS)  

• defined by selecting voxels half-way up the length of the IPS, centred on the medial bank 

(Calton et al., 2002; Chang et al., 2009), near a characteristic ‘knob’ landmark observed 

consistently within each subject.  

Left and Right Premotor dorsal (PMd)  

• defined by selecting voxels at the junction of the Precentral sulcus (PreCS) and Superior 

frontal sulcus (SFS)(Picard and Strick, 2001).  

Left and Right Precentral gyrus  

• defined by selecting voxels lateral to the junction of the PreCS and SFS, encompassing 

the Precentral gyrus and posterior edge of the PreCS.  

Left and Right Premotor ventral (PMv)  

• defined by selecting voxels slightly inferior and posterior to the junction of the Inferior 

frontal sulcus (IFS) and PreCS (Tomassini et al., 2007).  

Left somatosensory cortex (L-SS cortex)  

• defined by selecting voxels encompassing the Post-central gyrus and Post-central sulcus 

(PCS), medial and anterior to the anterior IPS.  

 

See Table 4.1 for details about ROI coordinates and sizes, and Figure 4.2 for representative 

anatomical locations on one subject’s brain.  
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Figure 4.3: Trial-related percent signal change neural activity in the parieto-frontal regions 

used for MVPA. Activity in each plot is averaged across voxels within each ROI and across 

subjects. Vertical dashed lines correspond to the onset of the Preview, Plan and Execute phases 

of each trial (from left to right). Shaded gray bars highlight the 2-volume (4 s) windows that 

were averaged and extracted for MVPA (a conventional univariate analysis of signal amplitude 

differences within these same time-windows is provided in Figure 4.6). Note that time 

corresponds to imaging volumes (TR=2), and not seconds. 



110 

 

 

4.2.7 Multi-voxel pattern analysis (MVPA) 

4.2.7.1 Voxel Pattern Preparation 

To prepare the data for spatial pattern classification, the percent signal change was computed 

from a windowed-average of the time-course at a time point of interest (e.g. Preview, Plan or 

Execute) with respect to a windowed average of the time-course at a common baseline, for all 

voxels in the ROI (see Methods in Chapter 2 for more details).   

4.2.7.2 Single-Trial classification 

For each subject and for each of the 13 action-related ROIs, 12 separate binary support vector 

machine (SVM) classifiers were estimated for MVPA (i.e. for each of the Preview, Plan and 

Execute phases and each pair-wise comparison, HandL vs. EyeL, HandR vs. EyeR, HandL vs. 

HandR, and EyeL vs. EyeR). We used a “leave-five-trials-out” cross-validation to test the 

accuracy of the binary SVM classifiers, meaning that five trials from each of the conditions 

being compared (i.e. 10 trials total) were reserved for testing the classifier and the remaining 

trials were used for classifier training (i.e. 35 or 40 remaining trials per condition, depending on 

whether the subject participated in eight or nine experimental runs, respectively).  Single trials in 

the independent test data set (ten total), prior to classifier testing, were averaged according to 

condition (i.e. creating two averaged data points to be separated in multidimensional voxel 

space), improving voxel pattern signal-to-noise in the test data set (see also Smith and Muckli, 

2010). Because a full cross validation is not entirely reasonable with a “leave-five-trials-out” 

design due to the ~10
5
 possible iterations, to provide a highly reliable estimate of decoding 

accuracies we performed 1008 train-and-test iterations for each pair-wise discrimination . For 

subjects with eight runs, each trial was used exactly 126 times to train the classifier and in 

subjects with nine runs, each trial was used exactly 112 times to train the classifier.  
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4.3 Results 

 

Figure 4.4: Decoding movement intentions across the parieto-frontal network. Decoding 

accuracies are shown for each time phase (Preview, Plan, and Execute) in each ROI. Classifier 

training was done on single trials and tested on the average activity patterns of the single trials 

for each condition in the independent test data set. Importantly, accurate classification can only 

be attributed to the spatial response patterns of different planned movement types, and not the 

overall signal amplitudes within each ROI (see Figure 4.6). Note that decoding accuracies are 

colour-coded according to pair-wise discriminations and not trial types. Error bars represent 

standard error of the mean (SEM) across subjects. Solid black lines are chance accuracy level 

(50%). Asterisks assess statistical significance with t-tests across subjects with respect to 50%. 
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 During movement planning we found a wide range of decoding profiles across the network of 

specified parieto-frontal brain regions: activity patterns in several of the areas predicted the 

effector to be used (eye vs. hand) or the target location to be acted upon (left vs. right), and in 

several regions, we could accurately predict both types of movement information (Figure 4.4). 

For instance, in parietal cortex, L- and R-SPOC -- a region often implicated in reaching (Galletti 

et al., 1997; Prado et al., 2005; Fattori et al., 2009; Gallivan et al., 2009; Cavina-Pratesi et al., 

2010) -- not only showed effector-specific preparatory responses but also predicted the direction 

of an upcoming reach (but not the direction of an impending eye movement). In both L-pIPS and 

R-midIPS, areas implicated in eye and hand movement processes (Snyder et al., 1997; Chang et 

al., 2008; Beurze et al., 2009; Chang and Snyder, 2010), a combined effector-specific and 

spatially specific planning response was observed: both areas predicted all conjunctions of the 

effector to be used (hand vs. eye) and the location to be acted upon (left vs. right). Interestingly, 

this contrasts with the decoding profile found in L-midIPS, which instead showed only effector-

independent movement intentions: the spatial location to be acted upon was encoded regardless 

of the effector required to perform the movement. In premotor cortex we found a similar array of 

decoding profiles, with 1) the reach-related L-PMd (Caminiti et al., 1990b; Caminiti et al., 

1990a; Pesaran et al., 2006; Andersen and Cui, 2009) predicting all conjunctions of spatial and 

effector movements, 2) the hand-related L-PMv (Graziano et al., 1994; Cavina-Pratesi et al., 

2010) encoding effector-independent (spatially specific) movement intentions, and 3) the R-PMd 

and L- and R-precentral gyrus regions encoding mostly reach-specific movement plans (i.e. 

decoding the effector to be used and reach direction). Importantly, consistent with expectations, 

our control region L-SS cortex, failed to decode planned movements (and only the executed 

actions, see Figure 4.4), reinforcing the notion that predictive movement information is 

constrained within plan-related parieto-frontal areas. As an additional control of our decoding 

accuracies, we ran the same classification analyses in two non-brain ROIs where decoding is 

unlikely: the right ventricle and outside the brain. Indeed, MVPA in these two areas showed no 

accurate decoding for any trial phase (see Figure 4.7). 
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Figure 4.5: Cross-trial-type decoding accuracies examining the degree of effector-

specificity and spatial-specificity of the intended movements. Decoding accuracies are shown 

for each time phase (Preview, Plan, and Execute) in each ROI. Effector-across-space accuracies 

were computed from training classifiers on HandL vs. EyeL trials and testing on HandR vs. 

EyeR trials and then averaging these values with the opposite train-and-test ordering, within each 

subject. Space-across-effector accuracies were computed from training classifiers on EyeL vs. 

EyeR trials and testing on HandL vs. HandR trials (again, averaging these values with the 

opposite train-and-test ordering, within each subject). Error bars represent SEM across subjects. 

Solid black lines are chance accuracy level (50%). Asterisks assess statistical significance with t-

tests across subjects with respect to 50%.  
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Expanding on the within-trial MVPA analysis, we also examined whether movement intentions 

were coded by shared or separate distributed neural mechanisms using cross-trial-type MVPA 

(see Dinstein et al., 2008; Formisano et al., 2008; Harrison and Tong, 2009). To test whether the 

spatially selective coding of planned reach and saccade movements found in several of the 

parieto-frontal areas relied on a common spatial reference frame, we trained pattern classifiers 

using EyeL and EyeR trials and tested the accuracy of the classifiers using HandL and HandR 

trials (the opposite train-and-test process -- train set: HandL vs. HandR, test set: EyeL and EyeR 

-- was also performed and we averaged the accuracies from both approaches).  This Space-

across-effector decoding approach was statistically significant in L-pIPS, R-pIPS, L-midIPS, R-

midIPS, and L-PMd (Figure 4.5, red bars). Significant cross-trial-type decoding seems sensible 

in many of the areas where the within-trial activity patterns are already able to accurately 

discriminate both reach and saccade direction (i.e. HandL vs. Hand R & EyeL vs. EyeR trials) 

like in L-pIPS or L-midIPS (see Figure 4.4), and further suggests that the spatial-specificity of 

the response in these areas is reliant on a shared coordinate frame for the hand and eye (given 

that the spatial locations of the targets are constant across the planning of reaches and saccades). 

In fact, even non-significant cross-trial-type decoding can be informative in areas able to 

individually discriminate reach and saccade direction (e.g. L-PMv) as it suggests that the spatial 

frames of reference underlying eye and hand movements may be different. There is difficulty, 

however, in interpreting the Space-across-effector results from the plan-related activity in R-

pIPS and the execute-related activity in L-midIPS, as both these regions fail to show accurate 

decoding for EyeL vs. EyeR trials in the respective trial phases when we used within-trial MVPA 

(see Figure 4.4).  

We next examined whether the effector-specificity of the planned movements in several parieto-

frontal areas could be further discriminated from resident spatial processes in the area by training 

classifiers using HandL and EyeL trials and testing the classifiers using HandR and EyeR trials 

(again, the opposite train-and-test process was also performed and the accuracies were averaged). 

This Effector-across-space decoding analysis was statistically significant during planning in 

several regions: L-SPOC, L-pIPS, L-PMd, and L- and R-Precentral gyrus (Figure 4.5, blue bars), 

indicating that the neural coding for the effector to be used was not dependent on the spatial 

location to be acted upon. Rather interestingly, several of these same areas also showed spatial 

tuning with respect to the planned target location from within-trial MVPA (Figure 4.4). We 

comment further on this finding in the discussion below.  
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Figure 4.6: Few signal amplitude differences found within the parieto-frontal regions and 

time-windows used for MVPA. Responses are averaged across voxels within each ROI and 

across subjects for the 2-volume averaged windows corresponding to Preview, Plan and Execute 

phases. Note that very few statistically significant univariate differences are found throughout 

the parieto-frontal network. Errors bars represent SEM across subjects. 
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Critically, our results show that decoding revealed during the Plan phase can only be attributed to 

the intention to perform a specific movement, given the absence of decoding observed during the 

preceding Preview phase, when movement-planning information was unavailable (Figures 4.4 

and 4.5). Furthermore, accurate decoding can only reflect the voxel spatial activity patterns for 

different movement plans, and not the overall response amplitudes within each ROI. When we 

averaged trial responses across all voxels in each ROI (i.e. as done in conventional univariate 

fMRI analyses), we found only a few significant differences for the four planned movements 

(see Figure 4.6). In addition to this analysis of response signal amplitudes, we also wanted to 

topographically characterize both effector-specific and spatially specific (effector-independent) 

movement planning and execution processes at the group level, in a more similar manner to that 

done in previous studies. The goals of this additional analysis were to further highlight and 

differentiate the types of predictive sensorimotor neural information that can be extracted from 

pattern classification analyses as compared to conventional fMRI subtraction analyses. To do 

this, we performed a number of group RFX GLM subtraction contrasts.  
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Figure 4.7: Classifier decoding accuracies in non-brain control regions. A) Non-brain 

control ROIs defined in each subject (denoted in light orange; example subject shown). B) 

Classifier accuracies for the right ventricle (left) and outside the brain ROI (right). Error bars 

represent SEM across subjects. Solid lines show chance classification accuracy (50%). Note that 

no significant differences were found with t-tests across subjects with respect to 50% chance. C) 

Percent signal change activity from each selected region, averaged across subjects. 
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First, in order to characterize the cortical topography of effector-specific movement planning 

processes (independent of spatial-specificity), we searched for areas that showed higher activity 

for eye movement planning than the activity elicited by simple visual presentation of the targets, 

prior to instruction of the eye movement (RFX GLM, t(7)=3, p<0.01, [Plan(EyeL + EyeR) > 

Preview(EyeL + EyeR)]; cluster threshold correction: 291 mm
3
, Figure 4.8 left panel, shown in 

yellow). To similarly characterize the areas engaged in the planning of hand movements we 

performed the equivalent contrast ([Plan(HandL + HandR) > Preview(HandL + HandR)]; same 

statistical threshold, cluster threshold correction: 284 mm
3
, Figure 4.8 left panel, shown in red, 

overlap for eye and hand shown in orange). We also further characterized movement execution 

topography for the eye vs. hand (and their overlap) using similar contrasts and the same logic as 

above ([Execute(EyeL + EyeR) > Preview(EyeL + EyeR)]; [Execute(HandL + HandR) > 

Preview(HandL + HandR)], same statistical thresholds, same cluster thresholds, Figure 4.8 right 

panel).  
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Figure 4.8: Activation topography of effector-selectivity (eye vs. hand) during movement 

planning and execution with conventional subtraction analyses. (Left) Brain areas that 

showed significant activation (RFX GLM, t(7)=3, p<0.01, cluster threshold corrected) during 

movement planning for the eye or hand independent of the spatial target location [Plan(EyeL + 

EyeR) > Preview(EyeL + EyeR)] in yellow; [Plan(HandL + HandR) > Preview(HandL + 

HandR)] in red. (Right) Brain areas that showed significant activation (at the same statistical 

threshold) for movement execution of the eye or hand [Execute(EyeL + EyeR) > Preview(EyeL 

+ EyeR)] in yellow; [Execute(HandL + HandR) > Preview(HandL + HandR)] in red. The overlap 

of eye and hand movement planning or execution is shown in orange. 
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Second, we also examined the brain areas recruited for reach planning with respect to the 

upcoming reach direction (i.e. spatial-specificity for reach movements). We searched for areas 

with higher activation for planning reaches to the left or right targets vs. visual presentation of 

the object prior to the reach instruction (RFX GLM, t(7)=3, p<0.01, [Plan(HandL) > 

Preview(HandL)], cluster threshold correction: 287 mm
3
; [Plan(HandR) > Preview(HandR)], 

cluster threshold correction: 269 mm
3
, Figure 4.9 left panel; leftward reaches in yellow, 

rightward reaches in red, and the overlap shown in orange). The same type of contrasts were also 

applied in order to similarly characterize reach execution processes ([Execute(HandL) > 

Preview(HandL)]
 
; Execute(HandR) > Preview(HandR)], same statistical thresholds, same 

cluster thresholds, Figure 4.9 right panel).  

Lastly, we wanted to characterize the regions of the brain recruited for saccade planning with 

respect to the direction of the saccade (i.e. spatial-specificity for eye movements). Consistent 

with the rationale above, we searched for areas that showed higher activation for the planning of 

saccades to the left or right vs. visual presentation of the target objects prior to the eye movement 

instruction (RFX GLM, t(7)=3, p<0.01, [Plan(EyeL) > Preview(EyeL)], cluster threshold 

correction: 277 mm
3, 

; [Plan(EyeR) > Preview(EyeR)], cluster threshold correction: 284 mm
3
, 

Figure 4.10 left panel; leftward saccades in yellow, rightward saccades in red, and the overlap 

shown in orange). We then also characterized the directionality of the executed saccade 

movements according to the same logic ([Execute(EyeL) > Preview(EyeL)]; [Execute(EyeR) > 

Preview(EyeR)], same statistical thresholds, same cluster thresholds, Figure 4.10 right panel). 
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Figure 4.9: Activation topography of spatial-selectivity (left vs. right targets) for reach 

planning and execution with conventional subtraction analyses. (Left) Brain areas that 

showed significant activation (RFX GLM, t(7)=3, p<0.01, cluster threshold corrected) during 

reach planning depending on the spatial target location [Plan(HandL) > Preview(HandL)] in 

yellow; [Plan(HandR) > Preview(HandR)] in red. (Right) Brain areas that showed significant 

activation (at the same statistical threshold) for reach execution [Execute(HandL) > 

Preview(HandL)] in yellow; [Execute(HandR) > Preview(HandR)] in red. The overlap of left 

and right reach planning or execution is shown in orange. 
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With respect to the activation topography of hand movements, eye movements, their overlap, and 

the spatial-specificity of these effector-specific responses, the group findings reported here 

correspond remarkably well with the parieto-frontal network of areas engaged for planned and 

executed reaches and/or saccades (Sereno et al., 2001; Curtis et al., 2004; Schluppeck et al., 

2005; Curtis and D'Esposito, 2006; Medendorp et al., 2006; Schluppeck et al., 2006; Beurze et 

al., 2007; Kastner et al., 2007; Beurze et al., 2009; Kagan et al., 2010; Lindner et al., 2010; Van 

Pelt et al., 2010), planned pointing and saccades (Connolly et al., 2000; Astafiev et al., 2003; 

Connolly et al., 2003; Connolly et al., 2007; Hagler et al., 2007), reaching and saccade execution 

(Levy et al., 2007; Filimon et al., 2009), as well as other work from our lab, using actual 

reaching (Culham et al., 2003; Culham et al., 2006; Culham and Valyear, 2006; see also Filimon, 

2010 for review). These previous studies have also found overlapping and topographically mixed 

saccade and reach responses in the posterior and middle IPS, superior parietal cortex, as well as 

parts of PMd, precentral gyrus, and PMv. One notable departure from previous findings, 

however, is that we failed to observe larger response amplitudes for reaching vs. saccade 

execution in several anterior and superior parts of the PPC, as well as PMv and PMd. In fact, our 

univariate analysis of response signal amplitudes (for the same time points as those extracted for 

pattern classification) found no statistical differences between the execution of reaches and 

saccades (except for SS-cortex, consistent with expectations, see Figure 4.6). The pragmatic 

explanation of this discrepancy with past findings relates to the contrasts we employed to 

localize the action-related ROIs to be used for MVPA. In order to localize the ROIs in Figure 

4.2, we searched for areas that simply showed higher activity for movement planning and 

execution compared to the simple transient response that accompanies visual presentation of the 

object prior to instruction (Plan + Execute > Preview). This type of contrast was in fact 

necessary, because in addition to specifying ROIs preferentially involved in sensorimotor 

planning and control, it importantly specifies that the voxels submitted for MVPA are unbiased 

towards showing univariate differences between reaches and saccades and the movement 

directions (orthogonality of ROI localization is a critical consideration when interpreting the 

resultant decoding accuracies, (Kriegeskorte et al., 2009)). This general procedure significantly 

contrasts with previous approaches, which explicitly search for reach and saccade univariate 

differences (e.g. Astafiev et al., 2003; Hagler et al., 2007; Levy et al., 2007; Filimon et al., 2009) 

in order to characterize their topographical relationships and neural organization. In fact, when 

we directly performed a group subtraction analysis of a similar nature in order to localize our 

same ROIs (RFX GLM, t(7)=3, p<0.01 , [Execute(HandL + HandR) > Execute(EyeL + EyeR)], 
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cluster threshold correction: 276 mm
3
) we found very little activation throughout the brain (of 

which no voxels survived cluster threshold correction)[Note that this particular null result might 

initially seem to contradict the findings presented in Figure 4.8, where several regions involved 

in hand movements (in red) do not overlap with regions in involved in eye movements (in 

yellow); however, it is important to re-emphasize that the topographical activation maps in 

Figure 4.8 only show significant reach- and saccade-related activation with respect to the 

Preview phase and not with respect to each other (i.e. hand vs. eye movements)]. This null 

finding of course may reflect the reduced statistical power to be expected from a RFX group 

voxelwise analysis with only eight subjects (minimum group size generally recommended is 12 

(Desmond and Glover, 2002)), a point likely further compounded by the fact that all the subject 

data  is unsmoothed (note that although data smoothing is optimal for group voxelwise analysis, 

it is detrimental to detecting fine-grained spatial activity patterns with MVPA (Mur et al., 2009)). 

Nevertheless, despite the potential sources of discrepancies with past findings,  we find it 

important to re-emphasize the critical findings from this experiment: despite the absence of 

signal amplitude differences between different effector- and spatial-movement plans, we are still 

able to predict in several parieto-frontal areas the chosen effector and spatial location of an 

upcoming action. 
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Figure 4.10: Activation topography of spatial-selectivity (left vs. right targets) for saccade 

planning and execution with conventional subtraction analyses. (Left) Brain areas that 

showed significant activation (RFX GLM, t(7)=3, p<0.01, cluster threshold corrected) during 

saccade planning depending on the spatial target location [Plan(EyeL) > Preview(EyeL)] in 

yellow; [Plan(EyeR) > Preview(EyeR)] in red. (Right) Brain areas that showed significant 

activation (at the same statistical threshold) for saccade execution [Execute(EyeL) > 

Preview(EyeL)] in yellow; [Execute(EyeR) > Preview(EyeR)] in red. The overlap of left and 

right saccade planning or execution is shown in orange. 
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4.4 Discussion: 

Whereas previous fMRI studies have predominantly used MVPA for decoding the perceptual 

neural responses which accompany (and follow from) the presentation of sensory stimuli (Haxby 

et al., 2001; Kamitani and Tong, 2005; Formisano et al., 2008; Harrison and Tong, 2009), here 

we apply MVPA to decode planned target-directed actions, events which have yet to occur. We 

show in several parieto-frontal brain areas that we can not only decode the intention to perform a 

saccade or reach, but that we can also discern the underlying spatial and non-spatial nature of the 

movement plan. Importantly, we also find that accurate decoding does not merely reflect an 

attention-driven modulation: consistent with intention vs. attention distinctions made from 

monkey neural activity (Snyder et al., 1997), in most of the areas examined, the preparatory 

signals discriminate whether an eye or arm movement is being planned towards a single spatial 

target location. Furthermore, we show that this predictive movement information is not revealed 

from a univariate analysis of signal response amplitudes, a finding that may indicate why 

previous attempts to identify effector-specific and spatially specific movement plans with fMRI 

in the human have largely revealed graded or indistinguishable processes.  

Beyond applying standard within-trial MVPA analyses to determine which types of planned 

movements can be decoded in each brain area, we also used cross-trial-type-decoding analyses 

which allowed us investigate whether 1) planned reach and eye movements were spatially 

encoded in shared coordinates (Space-across-effector decoding) and/or 2) whether the planned 

movements were coded by non-spatial, motor-specific signals (Effector-across-space decoding). 

Ultimately, the combination of both MVPA approaches (within-trial and cross-trial classification 

analyses) allowed for the fine-grained differentiation of effector-specific and effector-

independent (spatially specific) signals within single parieto-frontal regions, a discrimination 

directly congruent with the activity profiles of individual parieto-frontal neurons in non-human 

primates. For instance, in monkey IPS the neural arrangement is highly multiplexed, with many 

plan-related neurons preferentially responsive to an effector (eye vs. hand) and direction (e.g. left 

vs. right), whereas others may only carry information related to either the effector or spatial goal 

(Snyder et al., 1997; Calton et al., 2002; Dickinson et al., 2003). These idiosyncrasies in neural 

arrangement provide a sensible neurophysiological basis for the complex profiles of predictive 

activity observed here at the coarse level of distributed parieto-frontal fMRI patterns. In addition, 

this pattern analysis approach allows for an important theoretical departure from previous human 

fMRI (and also magnetoencephalography (MEG)) studies.  Nearly all prior investigations have 
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relied on the implicit assumption that movement plans for reaches and saccades are 

topographically organized with respect to the target location (e.g. a target for an eye movement 

on the right will be encoded by the left hemisphere). This notion emerges from our 

understanding of the contralateral architecture that governs lower-level cortical structures (e.g. 

visual cortex, superior colliculus) and has found varying degrees of support in parietal cortex 

(Sereno et al., 2001; Medendorp et al., 2003; Hagler et al., 2007; Levy et al., 2007; Kagan et al., 

2010; Van Der Werf et al., 2010). For several regions, however, there seems no good reason to 

suspect that simply because the resident neurons may encode stimuli in a particular reference 

frame (e.g. gaze-centred coordinates), that the entire region will be topographically organized 

(e.g. retinotopically) in an ordered configuration along similar dimensions (see also Filimon, 

2010). In fact, this assumption critically overlooks several important parieto-frontal properties 

such as its highly distributed/unstructured organization (Andersen and Buneo, 2002), neurons 

containing ipsilateral or bilateral response fields (Barash et al., 1991; Ben Hamed et al., 2001), 

and moreover, the fact that movement planning processes are asymmetrically organized 

(lateralized) in the human, compared to the monkey brain (Kagan et al., 2010)(the latter point is 

re-emphasized by the generally stronger left-hemisphere decoding of planned movements found 

here). To further underscore these points, we explicitly examined the topography of planned and 

executed reaches and saccades using conventional fMRI analyses (see Figures 4.8-4.10) and 

found, in agreement with previous fMRI investigations containing analyses of a similar nature 

(Hagler et al., 2007; Levy et al., 2007; Beurze et al., 2009; Filimon et al., 2009), that the cortical 

topography for reaches, saccades, and goal locations is highly mixed. This result highlights 

another main benefit of using MVPA for sensorimotor investigations: assumptions of structurally 

organized cortical topographies are unnecessary.  

4.4.1 Posterior Parietal Cortex (PPC) Decoding 

Although studies in both humans and monkeys have commonly reported a role for superior 

parietal cortex in reaching (Andersen and Cui, 2009; Vesia et al., 2010), here we show that L- 

and R-SPOC preparatory activity also predicts upcoming reach directions, a finding that has only 

been previously reported with neural recordings in monkeys (e.g. Fattori et al., 2009). Whereas 

we might only speculate on the underlying organization governing the spatial-selectivity of 

reaches in SPOC (see Bernier and Grafton, 2010), the decoding profiles found in pIPS and 

midIPS offer clearer interpretations. pIPS has been implicated in a vast range of human 

sensorimotor processes: including visual-spatial attention (e.g. Szczepanski et al., 2010) and 
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spatial target and effector integration (Beurze et al., 2009). The middle IPS in contrast, has been 

more thoroughly characterized in non-human primates (Andersen and Buneo, 2002) of which a 

prominent feature is its poorly defined functional properties: neurons in the area can support 

either reaching or saccades or both movement planning processes. For instance, reach-related 

neurons can be found not only in both V6A and MIP, but also within aspects of cIPS and LIP, 

areas proximally positioned on the lateral bank of the IPS (Calton et al., 2002; Chang and 

Snyder, 2010) more prominently implicated in  coding action-relevant 3D visual object features 

(Sakata et al., 1998) and the targets for saccades (Andersen et al., 1985)), respectively. A few 

human studies to date have attempted to describe the homologous functional locations of these 

regions, and the pIPS and midIPS decoding results provided here also offer good 

approximations: L-pIPS, L-midIPS and R-midIPS all predict the direction of both eye and arm 

movements, and interestingly, this spatial-selectivity is shared across the hand and eye. Although 

future investigations will require different initial positions of the eye, hand and target locations in 

order to discriminate whether these shared eye and hand coordinate frames are with spatial 

reference to the eye, limb, head/body or world (e.g. Snyder et al., 1998; Batista et al., 1999; 

Buneo et al., 2002; Pertzov et al., 2010), the critical finding here is that we are able to decode 

and localize for the first time in humans these effector-independent shared reference frames -- 

known to be present in monkeys for quite some time (Andersen et al., 1985; Batista et al., 1999), 

but difficult to confirm in humans with conventional fMRI analyses. 

4.4.2 Premotor Cortex Decoding  

If PPC can be generally described to encode reach targets with reference to the eye (Chang and 

Snyder, 2010), then by comparison, the reference frames that characterize reach-planning in 

premotor areas appear more closely linked to the final motor output. A recently emerging view 

of premotor cortex, and of PMd in particular, suggests that neurons prepare reaching movements 

by using a relative position code: single neurons can encode the target relative to the eye (eye-

centred), the target relative to the hand (hand-centred), the eye relative to the hand, as well as 

combinations of two or all three (Pesaran et al., 2006). Furthermore, it has more recently been 

shown that the same relative position code can also characterize the planning of saccades in PMd 

(Pesaran et al., 2010), presumably facilitating eye-hand coordination given that both saccade and 

reach movements can be planned in a common spatial reference frame (Pesaran et al., 2010). 

These recent findings in monkeys seem particularly relevant for interpreting the L-PMd decoding 

results here: not only are both reach and saccade movement plans spatially tuned to target 
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locations, but we now show in humans that this spatial tuning is shared across effectors. Given 

that the relative positions of the hand, eyes and targets are constant across trials during reach and 

saccade planning, a compelling suggestion is that the shared L-PMd activity might indicate 

reliance on this shared relative position code (Pesaran et al., 2006, 2010). Of course, the current 

study cannot differentiate this possibility from the other, although not mutually exclusive 

explanation, that the shared patterns across effectors reflect the use of a common eye-, head- or 

world-centred (absolute) reference frame (e.g. Snyder et al., 1998; Pertzov et al., 2010). 

Interestingly, in L-PMv, we were able to predict upcoming reach and saccade movement 

directions but, as an important departure from our PMd results, this spatial-selectivity was not 

shared across effectors. This result resonates with previous neurophysiological findings 

suggesting that PMv encodes target locations for saccades and reaches in different coordinates, 

with eye movements possibly in head- or eye-centred reference frames (Fujii et al., 1998) and 

hand movements possibly in arm/limb-centred reference frames (Graziano et al., 1994).  

4.4.3 Implications: 

These findings offer new insights into how saccades and reaches are planned in the human brain. 

We show that it is possible to decode planned reaches and saccades, the spatial locations they 

intend on moving towards, and in several cases, we can characterize the coordinate frame and 

non-spatial, motor-specific nature of the movement plan. Importantly, whereas motor cortex 

signals are increasingly used to decode motor intentions (Andersen et al., 2010), here we 

highlight several candidate parieto-frontal brain areas where high-level, intention-related activity 

can be harnessed to operate and control neural prosthetics in movement-impaired patient 

populations. 
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Chapter 5 

5. How the brain uses tools: Separate and shared movement plans for the hand and tool in 

human parieto-frontal cortex  

5.1 Introduction 

The capacity of the primate brain to abstractly represent high-level action goals separately from 

the underlying body mechanics necessary to achieve those goals provides an enduring 

characteristic of highly intelligent behavior. In fact, nearly the entire repertoire of human object-

directed behavior is consciously planned at this more abstract level. For instance, when we plan 

to grab for a cup of coffee (the goal), we are not cognitively concerned with the precise muscle 

activations or degrees of limb rotation required. Moreover, we can flexibly achieve this same 

goal completely independent of the specific effector used for movement (e.g., left or right hand, 

etc.). Understandably, this seemingly simple behavioral capacity must rely on a rather complex 

goal-directed motor hierarchy, with increasing levels of abstraction. Much is currently known 

about the lowest levels of this motor hierarchy, including the neural coding of intrinsic and 

extrinsic muscular dynamics (e.g., velocity, force, direction; (Evarts and Thach, 1969; Todorov, 

2000; Kalaska, 2009) as well as the slightly higher-level kinematics of reaching and grasping 

(Jeannerod et al., 1995; Andersen and Buneo, 2002; Culham et al., 2006; Filimon, 2010). 

Remarkably little is known, however, about the underlying neural mechanisms that support the 

highest levels of this motor hierarchy, where abstract movement goals are represented 

independent of the underlying kinematics required (i.e., goal-centred representations). Perhaps 

the most exceptional and recognizable example of this high-level goal-centred behavior is when 

primates use tools. 

Tool-use, whether using a stone, stick, rake, or pliers, ultimately functions as an extension of the 

body (Van Lawick-Goodall, 1970) and requires the transfer of a proximal movement goal (e.g., 

initiated by the hand) to a more distal goal (desired action with the tool) (Johnson and Grafton, 

2003; Johnson-Frey, 2004). Neural evidence suggests that with training, a tool can actually 

become incorporated into the body schema of the actor. For instance, the receptive fields of 

bimodal visuo-tactile parietal neurons, originally linked to the hand and arm in monkeys, can 

expand to encompass the length of a rake following training (Iriki et al., 1996; Hihara et al., 

2006). Similarly, parietal patients exhibiting near-space neglect and extinction, following use of 

a tool, can show a spatial extension of these deficits (Berti and Frassinetti, 2000; Ladavas, 2002; 
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Maravita and Iriki, 2004). This evidence, along with other findings (Umilta et al., 2008; 

Cardinali et al., 2009; Jacobs et al., 2010), has led to the suggestion that the brain areas recruited 

for hand actions also come to support tool-use. While this is in part to be expected, given that it 

is proximal movements of the hand that guide distal movements of the tool, how exactly are 

planned tool movements coded by the brain regions involved in hand actions?  

Previous theories and neural evidence argue that tool-related movements need to be coded at two 

distinct hierarchical levels. The first is an effector-specific representation, where the hand and 

tool are separately coded and thus sensitive to the kinematic properties of each effector 

(Hamilton and Grafton, 2006; Umilta et al., 2008; Jacobs et al., 2010). The second level is a 

more abstract effector-independent representation, where the tool is then coded as an extension 

of the hand/limb and the overall goal of the motor act is represented separately from the precise 

hand/tool kinematics required to achieve the goal (Umilta et al., 2008). This of course begs the 

question, where in the human brain are these hierarchical representations functionally nested? 

And furthermore, how can we possibly differentiate effector-specific and effector–independent 

movement plans from human brain activity? 

An important clue to addressing both of these questions comes from neural recordings of 

grasping neurons in ventral premotor and motor cortex of the macaque monkey trained to use 

pliers (Umilta et al., 2008). The authors found that in both these areas, many neurons that 

originally encoded hand grasping subsequently encoded tool grasping, even when the tool 

required kinematics opposite to those required when grasping with the hand alone (that is, when 

the tool, “reverse pliers”, required a closing of the hand to open the tool aperture and vice versa). 

Such results suggest  effector-independent representations. At the same time, however, almost 

half of motor cortex neurons maintained their selectivity for the hand’s kinematics only (i.e., 

effector-specific representation). While this previous study could only differentiate these two 

hierarchical representations during movement execution, it is necessary that both effector- and 

goal-related information also be incorporated into the initial movement plan (Snyder et al., 1997; 

Andersen and Buneo, 2002; Andersen and Cui, 2009). As such, a major focus of the current 

study was to determine whether prior to initial movement, both effector-specific and effector-

independent motor intentions could be decoded from human preparatory brain activity. 

Furthermore, based on the sites of neural recording, this previous monkey study did not specify 

any role for parietal cortex in contributing to or maintaining these distinct representations.  

Indeed, an overwhelming amount of neural evidence in monkeys strongly implicates parietal 
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cortex in the coding of actions at various levels of abstraction (Andersen and Buneo, 2002; 

Musallam et al., 2004; Fogassi et al., 2005; Mulliken et al., 2008; Andersen et al., 2010; Bonini 

et al., 2011) and it remains to be determined -- specifically in the case of target-directed tool-use 

-- where certain human parietal regions are situated within the motor hierarchy.  We addressed 

these outstanding issues by manipulating the type of action performed on a target object 

(grasping vs. reaching) and the type of effector used (hand vs. tool). Using fMRI multi-voxel 

pattern analysis (MVPA) and a delayed-movement paradigm, we directly probed where in 

parieto-frontal cortex movement plans (grasping vs. reaching) for the hand and tool were distinct 

(effector-specific) versus where plans were independent of the acting effector (effector-

independent). 

5.2 Material and Methods 

In an event-related design with a delay interval, subjects used either their hand or a tool to 

execute a precision grasp or reach towards (without hand/tool preshaping) a single centrally-

located three-dimensional target object (Figure 5.1B). The tool was a set of reverse tongs; when 

the hand closed on the grips, the ends of the tongs would open and vice versa. Use of the hand 

and tool were alternated across experimental runs. The position of the single target object was 

changed between hand and tool experimental runs in order for the grasps and reaches to be 

performed at a comfortable distance for each effector (see Figure 5.1B). On each trial, subjects 

were first cued to the hand/tool action to be carried out then, following a delay period, they 

performed the instructed action. Importantly, the delay timing of the paradigm allowed us to 

divide the trial into discrete time epochs and isolate the sustained plan-related neural activity that 

evolves prior to movement from the transient visual (Preview phase) and movement execution 

responses (Execute phase; see Figure 5.1 C,D). We implemented multi-voxel pattern analysis 

(MVPA) in specific parieto-frontal regions-of-interest (ROIs) during movement planning (Plan 

Phase) and questioned: 1) whether we could predict upcoming grasps vs. reaches with either the 

hand or tool (or both); and 2) where in the parieto-frontal network predictive patterns of activity 

where shared across effectors (despite vast differences in the movement kinematics required to 

control actions with the hand and tool and independent from low-level visual and somatosensory 

differences related to the object position and its presence/absence in the hand, respectively).  
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Figure 5.1: Experimental methods and evoked neural activity. A) Subject setup shown from 

side view. B) (Left) Experimental apparatus and target object shown from the subject’s point of 

view for experimental runs where either the hand (top) or reverse tool (bottom) were used. The 

location of the target object (white block) was switched between run types but did not change its 

position from trial-to-trial within a given run. Dashed line represents the arc of reachability for 

each run type with respect to the participant. The hand is shown at its starting location. Green 

star with dark shadow represents the fixation LED and its location in depth. (Right) Hand and 

tool movements performed by the subject. C) Timing of each event-related trial. Trials began 

with the 3D object being illuminated while the subject maintained fixation (Preview phase; 6 s). 

Subjects were then instructed via headphones to perform one of two movements: Grasp the 

object (“Grasp”) or Touch the object (“Touch”), initiating the Plan phase portion of the trial. 

Following a fixed delay interval (12 s), subjects were cued (‘beep’) to perform the instructed 

movement (initiating the Execute phase). Two seconds after the Go cue, vision of the workspace 

was extinguished and participants waited for the following trial to begin (14 s, ITI). D) Averaged 

fMRI activity from left dorsal premotor (PMd) cortex, time-locked to trial length. MVPA was 

performed using single trials in two ways: 1) based on the windowed average (2 imaging 

volumes; 4 s) of the % signal change BOLD activation corresponding to the three different time-

epochs denoted by each of the gray shaded bars (each corresponding to activity elicited from the 

three distinct trial phases Preview, Plan and Execute; the time points corresponding to the Plan 

phase were of critical interest, and provide the focus of this paper) and 2) based on the % signal 

change BOLD activation evoked for each single time point in the trial (time-resolved decoding), 

allowing us to pinpoint when exactly predictive movement information was available.  



139 

 

 

We first localized a common set of action-related ROIs within each individual subject for use in 

MVPA. These a priori ROIs were defined by performing a whole-brain voxel-wise search by 

contrasting the activity evoked during movement generation (i.e., movement planning (Plan 

phase) and execution (Execute phase)) versus the activity evoked during simple visual object 

presentation (Preview phase; when subjects had vision of the target object yet were unaware of 

which action (grasp vs. reach) to perform). This [Plan & Execute > Preview] contrast revealed 

activity throughout a well-documented parieto-frontal network of areas (Figure 5.2, see Table 5.1 

for coordinates). Within this network, we focused MVPA on ten commonly described human 

and monkey anatomical ROIs in the left hemisphere (contralateral to the arm used), each 

previously implicated in either hand-related and/or tool-related visual-motor processing. We 

localized superior parieto-occipital cortex (SPOC), posterior intraparietal sulcus (pIPS), middle 

IPS, motor cortex, and dorsal premotor (PMd) cortex – a group of well-known parietal and 

frontal areas generally implicated in hand-related movement planning processes (Culham et al., 

2006; Andersen and Cui, 2009; Cisek and Kalaska, 2010; Filimon, 2010) -- and then defined the 

posterior anterior IPS (post. aIPS), aIPS, supramarginal gyrus (SMG), and ventral premotor 

(PMv) cortex  -- a group of parietal and frontal areas generally implicated in hand preshaping 

and tool-related motor planning (Johnson-Frey, 2004; Umilta et al., 2008; Jacobs et al., 2010). 

One additional area, left somatosensory (SS cortex), was selected as a sensory control region, not 

expected to accurately decode movements until stimulation of the hand’s mechanoreceptors at 

movement onset (i.e., at the Execute phase).  

5.2.1 Subjects 

Thirteen right-handed volunteers participated in this study (7 females; mean age: 25.7 years, age 

range: 20-33 years).  

5.2.2 Setup and Apparatus 

Participants performed single movements with their hand or a novel tool (reverse tongs) towards 

a single centrally-located object when required. The target object was made of LEGO pieces 

(length: 7 cm x depth: 3 cm x height: 3 cm) and was secured to the workspace at one of two 

locations along the arc of reachability for the effector (hand or tool) to be used during the 

experimental run. The exact placement of the object on the platform was adjusted for the hand 

and tool to match each participant’s arm/tool length such that all required movements were 

comfortable. To mark the object location for hand runs, the participant used the right hand to 

place the target object at a central position on the platform, in line with the point of fixation and 
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oriented to maximize the comfort for grasping. To mark the object location for tool runs, the 

participant placed the target object within reach of the tool at a further central position, in line 

with the point of fixation and with the same orientation as that used for the hand. Once specified 

and prior to the initiation of each run type (Hand or Tool), the target object was secured to the 

platform at one of these two corresponding locations (see Figure 5.1B).  

For each trial, subjects were required to perform one of two actions upon the target object, 

following a delay period: 1) reach towards and precision grasp (G) the object (“Grasp” auditory 

command) without lifting and 2) reach towards (R) and manually touch the top of the object 

(“Touch” auditory command). For experimental runs with the hand, grasping required the 

subjects to precision grasp the object with their thumb and index finger (Hand-G) without lifting 

whereas the reaching action required the subject to simply transport their hand to the object 

without hand pre-shaping (Hand-R). For experimental runs with the tool, grasping required the 

subjects to precision grasp the object with the set of reverse tongs without lifting, which involved 

squeezing the grips on the tongs (in order to initially open the distal ends of the tongs) and then 

subsequently releasing pressure on the grips (in order to close the distal ends of the tongs onto 

the object; Tool-G). Reaching actions with the reverse tongs simply required the subject to 

transport the tool to the object without any further manipulation, and touch the top of the target 

(Tool-R). Participants were instructed to keep the timing of hand movement for grasping and 

reaching trials as similar as possible. Other than the execution of these hand and tool actions, the 

hand throughout the other phases of the trial (Preview phase, Plan phase and ITI) was instructed 

to remain still and in a relaxed ‘home’ position on the right surface of the platform. For each 

participant the home/starting position was marked with a small elevation of black tape and 

subjects were required to always return to this same position following execution of the 

instructed movement. For experimental runs with the hand, the required home position of the 

hand was a relaxed fist, and for experimental runs with the tool, the required home position was 

to have the thumb and index finger gently placed on the grips of the tool (without applying 

pressure). Importantly, within each experimental run, the target object never changed its 

centrally-located position, thus eliminating retinal differences across workspace of each effector 

but quite importantly, maintaining large retinal differences (i.e., position of the object with 

respect to fixation) and somatosensory differences (presence or absence of the tool in hand) 

between hand and tool runs. Although including hand and tool trials within the same run would 

have enabled direct statistical comparisons between them, this would have necessitated insertion 
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and removal of the trial during experimental testing, possibly leading to additional movement 

artifacts. In between runs, the tool was given to and removed from the subject by the 

experimenter. 

We chose a reverse set of tongs as the tool to be used in this experiment because it provided an 

opposite mapping between the proximal movements of the hand and the distal movements of the 

tool (i.e., when the hand closed on the reverse tongs, the end of the tongs opened, and vice 

versa). This incongruence was imperative to the aims of the study (i.e., decoding higher-level 

movement goals independent of the muscle activations required) as it allowed the object-directed 

intentions of both effectors (hand and tool) to be held constant (i.e., grasping and reaching) while 

at the same time, uncoupling the lower-level hand kinematics required to operate each effector.  

In contrast, when a normal set of tongs are used, the distal ends of the tool exactly mirror the 

movements made by the hand (i.e., when the hand closes on the tongs, the distal ends of the 

tongs also close), and if we had used this type of tool instead, it would have made it difficult to 

rule out that any tool-related decoding was independent of the hand movements required to 

operate the tool.  

5.2.3 Experiment Design and Timing 

We used a slow event-related planning paradigm with 34 s trials, each consisting of three distinct 

phases: ‘Preview’, ‘Plan’ and ‘Execute’ (see Figure 5.1C). Each trial began with the Preview 

phase, where the subject’s workspace was illuminated revealing the centrally-located target 

object.  After 6 s of the Preview phase, subjects were given an auditory cue (0.5 s), either 

“Grasp” or “Touch”, informing them of the upcoming movement required; this cue marked the 

onset of the Plan phase. After 12 s of the Plan phase, a 0.5 s auditory beep cued participants to 

immediately execute the planned action (for a duration of approximately 2 s), initiating the 

Execute phase of the trial. Two seconds following the beginning of this Go cue, the illuminator 

was turned off, providing the cue for subjects (during both hand and tool runs) to return the hand 

to its peripheral starting position. After the illuminator was extinguished, subjects then waited in 

the dark while maintaining fixation for 14 s, allowing the BOLD response to return to baseline 

prior to the next trial (ITI phase). The two trial types, with ten repetitions per condition (20 trials 

total) were randomized within a run and balanced across all runs that used the same effector 

(Hand or Tool) so that each trial type was preceded and followed equally often by every other 

trial type across the entire experiment. There were four trial types in total: Hand-Grasp (Hand-

G), Hand-Reach (Hand-R), Tool-Grasp (Tool-G) and Tool-Reach (Tool-R). 
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5.2.4 MRI acquisition and preprocessing 

Error trials – trials where the participant fumbled with the object, performed the incorrect 

instruction, or contaminated the plan phase data by slightly moving their limb or eyes or by 

performing the action before the ‘Go’ cue -- were identified off-line from the videos recorded 

during the session; only two trials from one subject and one trial from another subject (three 

trials total) contained such movement errors.  

5.2.5 Regions of Interest (ROI) 

To specify our pre-defined ROIs and select voxels to submit for MVPA from each subject we 

searched for brain areas involved in movement generation and contrasted activity for movement 

planning and execution (collapsed over hand, tool, grasp and touch) vs. the simple visual 

response to object presentation prior to instruction: (Plan & Execute > Preview) -- ([Plan(Hand-

G + Hand-R + Tool-G + Tool-R) + Execute(Hand-G + Hand-R + Tool-G+ Tool-R) > 

2*Preview(Hand-G + Hand-R + Tool-G + Tool-R)]. The resulting statistical map of all 

positively active voxels in each subject (t(7) = 3, p<0.003, each subject’s activation map was 

cluster threshold corrected (corrected, p<0.05) so that only voxels passing a minimum cluster 

size were selected; average minimum cluster size across subjects was 111.5 mm
3
; for details see 

ROI selection, below) was then used to define ten different ROIs within the left-hemisphere: 1) 

Superior parieto-occipital cortex (SPOC), 2) posterior intraparietal sulcus (pIPS), 3) middle IPS 

(mid-IPS), 4) posterior anterior IPS (post. aIPS), 5) anterior IPS (aIPS), 6) Supramarginal gyrus 

(SMG), 7) Somatosensory (SS) cortex, 8) Motor cortex, 9) Premotor dorsal (PMd) cortex, and 

10) Premotor ventral (PMv) cortex. All of these ROIs were selected based on their well-

documented involvement in movement planning/generation and we selected the SS cortex ROI 

as a sensory control region (i.e., known to respond to transient stimuli (i.e., sensory events), but 

not expected to participate in sustained movement planning/intention-related processes). The 

voxels included in each ROI were easily defined based on all significant activity within a 3375 

mm
3
 cube  centered on a pre-defined anatomical landmarks that corresponded with functional 

activity (see ROI selection below for criteria).  

5.2.6 ROI selection 

Left Superior parieto-occipital cortex (SPOC)  

• defined by selecting voxels located medially either within or directly anterior to the 

Parieto-occipital sulcus (POS)(Gallivan et al., 2009) 
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Left posterior IPS (pIPS)  

• defined by selecting activity at the caudal end of the IPS (Sakata et al., 1998; Beurze et 

al., 2009). 

Left middle IPS (midIPS)  

• defined by selecting voxels half-way up the length of the IPS, centred on the medial bank 

(Calton et al., 2002; Chang et al., 2009), near a characteristic ‘knob’ landmark observed 

consistently within each subject.  

Left region located posterior to L-aIPS (L-post. aIPS)  

• defined by selecting activity just posterior to the junction of the IPS and Post-central 

sulcus (PCS), on the medial bank of the IPS (Culham, 2004).  

Left aIPS (L-aIPS)  

• defined by selecting voxels located directly at the junction of the IPS and PCS (Culham 

et al., 2003).  

Left inferior parietal lobule (L-IPL)  

• defined by selecting activity along the supramarginal gyrus, lateral to the anterior 

segment of the IPS (Lewis, 2006). 

Left somatosensory cortex (L-SS cortex)  

• defined by selecting voxels medial and anterior to the aIPS, encompassing the Post-

central gyrus and PCS.  

Left Motor cortex  

• defined by selecting voxels around the left ‘hand knob’ landmark in the Central sulcus 

(CS)(Yousry et al., 1997).  

Left Premotor dorsal (PMd)  

• defined by selecting voxels at the junction of the Precentral sulcus (PreCS) and Superior 

frontal sulcus (SFS)(Picard and Strick, 2001).  

Left Premotor ventral (PMv)  

• defined by selecting activity inferior and posterior to the junction of the Inferior frontal 

sulcus (IFS) and PreCS (Tomassini et al., 2007).  
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See Table 5.1 for details about ROI coordinates and sizes, and Figure 5.2 for representative 

anatomical locations on one subject’s brain.  
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Figure 5.2: Parieto-frontal brain areas selected for movement plan decoding. Cortical areas 

that exhibited larger responses during movement generation than the preceding visual phase 

[(Plan + Execute) > 2*(Preview)] are shown in orange/yellow activation. Results calculated 

across all subjects (Random Effects GLM) are displayed on one representative subject’s inflated 

hemispheres. The general locations of the selected ROIs are outlined in circles (actual ROIs were 

anatomically defined separately in each subject). Linked to each ROI is the corresponding 

percent (%) signal change BOLD activity averaged across voxels within each ROI and across 

subjects and plotted according to trial length (note that time is in imaging volumes, each volume 

= 2 s). Vertical dashed lines correspond to the onset of the Plan and Execute phases of each trial 

(from left to right). Sulcal landmarks are denoted by white lines (stylized according to the 

corresponding legend). ROI acronyms are spelled out in main text. 
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Table 5.1: ROIs with corresponding Talairach coordinates (mean x, y, and z centre of mass 

and std). Mean ROI sizes across subjects from AC-PC data (in mm
3
 and functional voxels).  
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5.2.7 Multi-voxel pattern analysis (MVPA) 

5.2.7.1 Voxel Pattern Preparation 

To prepare the data for spatial pattern classification, the percent signal change was computed 

from the time-course at a time point(s) of interest with respect to the time-course at a common 

baseline, for all voxels in the ROI.  This was done using two approaches. The first approach 

involved extracting the percent signal change values for a windowed-average at three different 

epochs over the course of the trial (Preview, Plan and Execute phases of the trial; called epoch-

related decoding). The second approach involved extracting percent signal change values for 

each time point in the trial (time-resolved decoding). For the details of both approaches, see 

Materials and Methods in Chapter 2. 

5.2.7.2 Single-Trial classification 

For each subject and for each of the ten action-related ROIs, separate binary support vector 

machine (SVM) classifiers were estimated for MVPA (i.e., for each of the pair-wise comparisons 

examined, Hand-G vs. Hand-R and Tool-G vs. Tool-R, and for each of the Preview, Plan and 

Execute phases in the epoch-related decoding approach and for each individual time point in the 

time-resolved decoding approach). We used a “leave-four-trials-out” cross-validation to test the 

accuracy of the binary SVM classifiers (i.e., four trials from each of the conditions being 

compared (i.e. eight trials total) were reserved for testing the classifier and the remaining trials 

were used for classifier training (i.e. 26 or 36 or 46 remaining trials per condition, depending on 

whether the subject participated in six, eight, or ten experimental runs, respectively).  Single 

trials in the independent test data set (eight total), prior to classifier testing, were averaged 

according to condition (i.e. creating an averaged spatial patterns of activity for each condition), 

improving voxel pattern signal-to-noise in the test data set (see also Smith and Muckli, 2010). 

Because a full cross validation is not entirely reasonable with a “leave-four-trials-out” design due 

to the ~10
4
 possible iterations, to provide a highly reliable estimate of decoding accuracies we 

performed a minimum of 1008 train-and-test iterations for each pair-wise discrimination. In the 

subject with six runs, each trial was used exactly 134 times to train the classifier, in subjects with 

eight runs, 1010 iterations were used and each trial was used exactly 100 times to train the 

classifier, and in the subject with ten runs, 1032 iterations were used and each trial was used 

exactly 82 times to train the classifier.  
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5.3 Results 

5.3.1 Movement plan decoding 

During movement planning (where we examined the final 4 s prior to movement initiation) we 

found a full range of decoding profiles across the network of specified parieto-frontal regions. 

For instance, activity patterns in SPOC accurately predicted upcoming grasping vs. reaching 

actions with the hand only whereas in contrast, voxel patterns in SMG successfully predicted the 

same actions with the tool only (Figure 5.3, red and blue bars and traces). Interestingly, in nearly 

all the remaining regions, we were able to successfully predict the movement goal (grasping vs. 

reaching) for both the hand and tool effector (see Figures 5.4 and 5.5, red and blue bars and 

traces). For instance, in parietal cortex, preparatory activity in pIPS, midIPS, post. aIPS and aIPS 

could be used to accurately discriminate which object-directed hand or tool movement was to be 

performed moments later. Consistent with these parietal findings, in frontal cortex, predictive 

activity for hand and tool actions were also found in motor cortex, PMd, and PMv. Importantly, 

consistent with expectations, our sensory control region, SS cortex, failed to decode planned 

movements and only discriminated the different actions once executed (see Figure 5.3, red and 

blue bars and traces). This latter finding substantiates the notion that predictive movement 

information is constrained within action-related parieto-frontal brain areas. As an additional type 

I error control of our decoding accuracies, we ran the same classification analyses in two non-

brain ROIs where decoding should never be expected: the right ventricle and outside the brain. 

Indeed, MVPA in these two areas showed no accurate decoding for any trial phase (see Figure 

5.8). 

Critically, our results show that decoding revealed during the Plan phase can only be attributed to 

the intention to perform a grasp vs. reach movement. This is reflected in the absence of decoding 

observed during the preceding Preview phase, when movement-planning information was 

unavailable to the participant (see Figure 5.6). Furthermore, we find that accurate decoding 

predominantly reflects the voxel spatial activity patterns for the two different movement plans, 

and not the overall response amplitudes within each ROI. When we averaged trial responses 

across all voxels in each ROI (i.e., the same approach done in conventional univariate fMRI 

analyses), we primarily only found significant differences between hand and tool conditions 

(data not shown); this of course, is to be expected given the range of visual and somatosensory 

differences between trials with the two effectors (e.g., Hand-G vs. Tool-G, Hand-R vs. Tool-R).  
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Figure 5.3: Movement plans for the hand or tool decoded from parietal cortex. Decoding 

accuracies are shown for the Plan phase only (epoch-related decoding; left column) or for each 

time point in the trial (time-resolved decoding; right column). The epoch-related decoding plots 

are based on a windowed average of the spatial activity patterns denoted by the gray shaded bars 

in the time-resolved decoding plots. In the time-resolved decoding plots, vertical dashed lines 

correspond to the onset of the Plan and Execute phases of the trial (from left to right). For 

decoding accuracies discriminating grasp vs. reach actions with the Hand (in red) and Tool (in 

blue) classifier training was done on single trials and tested on the average activity patterns of the 

single trials for each condition in the independent test data set.  Across-effector decoding 

accuracies (in purple) were computed using the same approach but from training classifiers on 

Hand-G vs. Hand-R trials and testing on Tool-G vs. Tool-R trials and then averaging these 

values with the opposite train-and-test ordering, within each subject. A) Decoding accuracies for 

SPOC (which predicts hand actions only) and SMG (which predicts tool actions only). B) 

Decoding accuracies for our sensory control region, SS-cortex.. Note also that decoding 

accuracies are color-coded according to pair-wise discriminations and not trial types. Error bars 

represent standard error of the mean (SEM) across subjects. Solid black lines are chance 

accuracy level (50%). Asterisks assess statistical significance with 2-tailed t-tests across subjects 

with respect to 50% (*=p<0.05; **=p<0.01; ***=p<0.005; ****=p<0.001). Note that to 

minimize the number of asterisks presented for time-resolved decoding (plots in right column), 

statistical significance is shown only at p<0.05 (note also that the color of each asterisk denotes 

which pair-wise discrimination is significant at each point in time). 
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Figure 5.4: Separate movement plans for the hand and tool decoded in anterior parietal 

and motor cortex. Decoding accuracies are shown for the Plan phase only (epoch-related 

decoding; left column) or for each time point in the trial (time-resolved decoding; right column). 

All accuracies are computed the same as in Figure 5.3. Error bars represent standard error of the 

mean (SEM) across subjects. Solid black lines are chance accuracy level (50%). Asterisks assess 

statistical significance with 2-tailed t-tests across subjects with respect to 50% (*=p<0.05; 

**=p<0.01; ***=p<0.005; ****=p<0.001). Note that to minimize the number of asterisks 

presented for time-resolved decoding (plots in right column), statistical significance is shown 

only at p<0.05 (note also that the color of each asterisk denotes which pair-wise discrimination is 

significant at each point in time). 
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5.3.2 Separate and shared representations 

Expanding on the within-effector MVPA -- and perhaps more important to the overall 

interpretation of our findings -- we next examined in which areas the end movement goal 

(grasping vs. reaching) was being represented independent of the effector to be used (i.e., 

separate from lower-level kinematics required to perform the movement). To do this, we trained 

pattern classifiers using Hand-G and Hand-R trials and tested the accuracy of the classifiers 

using Tool-G and Tool-R trials (the opposite train-and-test process -- train set: Tool-G vs. Tool-

R, test set: Hand-G vs. Hand-R -- was also performed, and then we averaged the accuracies from 

both approaches)(for this technique, see also Dinstein et al., 2008; Formisano et al., 2008; 

Harrison and Tong, 2009). We found accurate across-effector classification in four regions 

during planning: two areas in posterior parietal cortex, pIPS and midIPS, and two areas in 

premotor cortex, PMd and PMv (see purple bars and traces in Figure 5.5). Recall that because 

the object location was changed (with respect to fixation) between hand and tool experimental 

runs, successful across-effector classification of upcoming grasping vs. reaching movements 

cannot be simply attributed to low-level visual similarities between hand and tool trials, and 

therefore must instead reflect the encoding of a more abstract movement goal (grasping vs. 

reaching). Note also that accurate cross-trial-type classification does not simply result from any 

area where the classifiers are able to successfully discriminate grasp vs. reach movements for 

both the hand and tool. In fact, although several other areas can accurately differentiate the two 

upcoming movements for both effectors (e.g., post. aIPS, aIPS, and motor cortex), the predictive 

spatial patterns of activity in these areas were not sufficiently similar between the hand and tool 

trials (see Figure 5.4). This latter finding is in itself notable, as it alternatively suggests that these 

particular areas contain separate movement plans for the hand and tool, providing a neural 

instantiation of the effector-specificity required for complex tool-use.  
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Figure 5.5: Shared movement plans for the hand and tool decoded in posterior parietal and 

premotor cortex. Decoding accuracies are shown for the Plan phase only (epoch-related 

decoding; left column) or for each time point in the trial (time-resolved decoding; right column). 

All accuracies are computed the same as in Figure 5.3. Significant decoding for the cross-trial-

type (across-effector) approach shows that the movement goal (Grasp vs. Reach) is being 

represented independent of the effector (Hand vs. Tool) to be used in the action. Error bars 

represent standard error of the mean (SEM) across subjects. Solid black lines are chance 

accuracy level (50%). Asterisks assess statistical significance with 2-tailed t-tests across subjects 

with respect to 50% (*=p<0.05; **=p<0.01; ***=p<0.005; ****=p<0.001). Note that to 

minimize the number of asterisks presented for time-resolved decoding (plots in right column), 

statistical significance is shown only at p<0.05 (note also that the color of each asterisk denotes 

which pair-wise discrimination is significant at each point in time). 
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5.3.3 Time-Resolved Decoding 

 In order to verify the observations made with the epoch-related decoding approach and more 

precisely pinpoint when exactly predictive movement information was available in the spatial 

voxel patterns, we additionally ran a decoding analysis for each point in time over the course of 

the trial (see Soon et al., 2008 for a similar approach; Harrison and Tong, 2009). This analysis 

(both within-effector and across-effector decoding) was performed in exactly the same way as 

that done in the epoch-related analysis presented above, except that here, the train-and-test 

iterations were performed using the spatial voxel activity patterns found at each individual 

imaging volume (TR). The results of this analysis are found in Figures 5.3-5.5 (right columns) 

and they largely confirm two general observations from the plan epoch-related analysis: 1) 

predictive movement information, if it is ever made available during planning, generally arises in 

the two time points prior to initiation of the movement (although note that in a few areas, pIPS, 

midIPS, post. aIPS, aIPS, SMG and PMd, this information is also available prior to these two 

time points) and 2) in further support that this predictive motor information is directly related to 

the intention to make a movement, accurate classification never arises prior to the subject being 

aware of which action to execute (i.e., prior to initiation of the Plan phase).  
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Figure 5.6: Movement plans for the hand and tool decoded from parieto-frontal cortex. 

Decoding accuracies are shown for each trial time phase (Preview, Plan, and Execute) for the 

parietal ROIs (A) and frontal ROIs (B). Classifier training was done on single trials and tested on 

the average activity patterns of the single trials for each condition in the independent test data 

set. Note that only standard pattern classification is shown here; cross-trial-type decoding 

between the hand and tool for each trial time phase is shown in Figure 5.7. Error bars represent 

standard error of the mean (SEM) across subjects. Solid black lines are chance accuracy level 

(50%). Asterisks assess statistical significance with 2-tailed t-tests across subjects with respect to 

50% (*=p<0.05; **=p<0.01; ***=p<0.005; ****=p<0.001). 
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Figure 5.7: Cross-trial-type decoding reveals shared movement plans for the hand and tool 

in parieto-frontal cortex. Cross-trial-type decoding accuracies are shown for each trial time 

phase (Preview, Plan, and Execute) for the parietal ROIs (A) and frontal ROIs (B). Across-

effector decoding accuracies were computed from training classifiers on Hand-G vs. Hand-R 

trials and testing on Tool-G vs. Tool-R trials and then averaging these values with the opposite 

train-and-test ordering, within each subject. ROIs with significant decoding for this cross-trial-

type approach show where the movement goal (Grasp vs. Reach) is being encoded independent 

of the effector (Hand vs. Tool) used. Error bars represent standard error of the mean (SEM) 

across subjects. Solid black lines are chance accuracy level (50%). Asterisks assess statistical 

significance with 2-tailed t-tests across subjects with respect to 50% (*=p<0.05; **=p<0.01; 

***=p<0.005; ****=p<0.001). 
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Figure 5.8: Classifier decoding accuracies in non-brain control regions. A) Non-brain 

control ROIs defined in each subject (denoted in light yellow; example subject shown). B) 

Classifier accuracies for the right ventricle (left) and outside the brain ROI (right) for each of the 

trial epochs. Error bars represent SEM across subjects. Solid lines show chance classification 

accuracy (50%). Note that no significant differences were found with 2-tailed t-tests across 

subjects with respect to 50% chance. C) Percent signal change activity from each selected 

region, averaged across voxels and subjects. 
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5.4 Discussion 

Behavioral, neuropsychological and neurophysiological evidence demonstrates that a central and 

governing feature of movement planning, and indeed of higher-level cognition in general, is the 

linking together of overarching action goals with the  precise underlying kinematics required by 

the body to achieve those goals (Alexander and Crutcher, 1990; Crutcher and Alexander, 1990; 

Kakei et al., 1999; Haaland et al., 2000; Kakei et al., 2001; Andersen and Buneo, 2002; 

Gentilucci et al., 2004; Fogassi et al., 2005; Grafton and Hamilton, 2007; Umilta et al., 2008; 

Ingram et al., 2010; Bonini et al., 2011). Yet exactly how the human brain is able to do this, 

specifically in the everyday case of tool-use, has been challenging to answer. Here we 

manipulated the type of object-directed action that was planned (grasping vs. reaching) as well as 

the effector (hand vs. tool) used to implement the action. Notably, the tool-effector required the 

planning of hand movements that were mirror opposite to the kinematics required when the hand 

was used alone. We employed the fine-grained sensitivity afforded by fMRI MVPA in order to 

directly examine where in human parietal and premotor cortex the target-directed movement 

goals were represented in an effector-specific or effector-independent manner. We found that 

these two distinct representations simultaneously coexisted in the moments prior to movement 

initiation, each localized to specific regions within parietal and premotor cortex. In doing so, 

these findings identify a highly distributed, goal-directed hierarchical neural architecture from 

human intention-related brain activity that spans the parieto-frontal network.  

 

We showed that both anterior parietal (post. aIPS, aIPS) and motor cortex contained effector-

specific representations, where the preparatory voxel activity patterns predicted upcoming 

grasping vs. reaching movements for both the hand and tool but were not shared across effectors. 

In contrast, in posterior parietal (pIPS, midIPS) and premotor cortex (PMd, PMv) areas, we 

found that in addition to decoding upcoming hand and tool movements, these activity patterns 

were similar enough to allow cross-trial-type classification. In addition, we also found one brain 

area, SPOC, that only discriminated planned hand actions and one other area, SMG, which only 

discriminated planned tool actions. These findings argue for a neuroanatomical segregation of 

visual-motor processing across parieto-frontal brain areas, with some regions, prior to movement 

onset, coding for effector-specific kinematic properties and low-level dissimilarities between 

hand and tool movements (different object position etc.) with other areas instead coding for the 

higher-level object-directed goals of the movement (grasping vs. reaching).  Importantly, we 

show that these distinct hierarchical representations can be revealed in the intention-related 



163 

 

 

signals of specific brain areas and not just in execution-related neural responses, as shown 

previously (Umilta et al., 2008). Moreover, we show that these two representations are 

temporally maintained in parallel, residing in different regions of the parieto-frontal network. In 

addition, while nearly all evidence to date has emphasized the transformative influence of tool-

use on neural firing patterns and body schema representations (Iriki et al., 1996; Berti and 

Frassinetti, 2000; Maravita and Iriki, 2004; Umilta et al., 2008; Cardinali et al., 2009), 

importantly, we also report sensorimotor brain areas whose preparatory patterns of activity 

remain linked to either the hand (i.e., SPOC) or tool (i.e., SMG).  

Nearly all previous studies using human fMRI to examine the neural substrates of tool-use and 

goal-centred coding have used tasks that require the observation of others’ actions, in which 

most commonly, 2D static images or movies of action-related behaviors are passively viewed by 

participants (Lewis, 2006; Grafton and Hamilton, 2007; Valyear and Culham, 2010). 

Alternatively, in many fMRI studies of tool use, participants make “pantomimed” hand actions 

(such as pretending to use a hammer with the hand held out of view) within the scanner.  In fact, 

of the scores of fMRI studies of tool use (Lewis, 2006), only a very small number have 

employed actual use of real tools (e.g., Imazu et al., 2007; Gallivan et al., 2009), as we did here. 

This fact is not coincidental; given the inherent difficulties of performing real object-directed 

movements in the scanner (e.g., arm and head movement-related artifacts in the fMRI signal), 

examining the neural mechanisms that support self-generated goal-directed behavior is 

challenging (Culham, 2004). Admittedly, the aims of some of these previous investigations has 

not necessarily been to reveal how the brain plans and executes different movement goals, but 

instead to reveal how, as an observer of a motor act, the brain understands the goals and 

intentions of the actor. This particular line of research has been primarily motivated by the 

discovery of so-called ‘mirror-neurons’ in the monkey (Rizzolatti et al., 2001), located in inferior 

parietal and ventral premotor cortex (Fogassi et al., 2005; Umilta et al., 2008), and which 

discharge both when the monkey performs a motor act and when the monkey views the same act 

performed by another individual (di Pellegrino et al., 1992; Gallese et al., 1996; Rizzolatti et al., 

2001). Nevertheless, past human neuroimaging research has largely left open the intruiguing 

question of how tools are incorporated into neural representations of goal-directed actions. As a 

departure from these previous observation-related studies in humans, the focus of the present 

paper was to understand first how self-generated goal-related movements are encoded. 

Understanding neural events at this level (i.e., the individual who is actually planning the action 
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goal) is likely to provide a pragmatic starting point for interpreting findings from observation-

related fMRI studies. 

5.4.1 Representation of the motor hierarchy across parieto-frontal cortex 

Hierarchical theories of motor control have existed for more than a century (Jackson, 1889; 

Sherrington, 1906; Hebb, 1949; Bernstein, 1996; Grafton and Hamilton, 2007), distinguishing 

between the various levels of abstraction required for action planning -- for example, at the level 

of muscles, joints, motor kinematics (e.g., reaching), and movement goals. The present findings 

offer substantive insights into precisely where different parieto-frontal regions might be situated 

within such a hierarchy. For instance, at some mid-level along this hierarchy we likely have 

regions like SPOC and SMG, which as shown here, respectively decode planned actions with the 

hand and tool only. SPOC is most often implicated in reaching actions (Prado et al., 2005; 

Cavina-Pratesi et al., 2010) although recent evidence suggests that it may also serve some grasp-

related function (Fattori et al., 2009; Fattori et al., 2010). The fact that we are unable to decode 

tool-related movement plans from this region suggests that human SPOC activity may only 

encode single/distinct motor acts with the hand. If this is the case, then other brain regions are 

required to code for the more complex action sequences required by the reverse tool (i.e., hand 

closing to first open the tongs and then hand release to close the tongs on the object). One such 

area may be the SMG, also localized here, a region notably implicated in the more abstract 

coding of movement goals and tool-related behaviors. For instance, inferior parietal cortex shows 

mirror-neuron-related properties (Fogassi et al., 2005; Grafton and Hamilton, 2007; Valyear and 

Culham, 2010), encodes the final goal of an action sequence in which grasping is embedded 

(Fogassi et al., 2005; Bonini et al., 2011), becomes activated when human subjects view (Lewis, 

2006; Valyear et al., 2007; Peeters et al., 2009) and pantomime (Rumiati et al., 2004; Johnson-

Frey et al., 2005) tool-related actions, and damage to the area creates difficulty in pantomiming 

or performing tool-use actions (Haaland et al., 2000; Johnson-Frey, 2004). Thus, the fact that the 

SMG, as shown here, is able to predict upcoming tool actions provides a noteworthy extension of 

these previous findings. 

At a slightly higher-level along this motor hierarchy, we found a few parietal and frontal brain 

regions that although able to predict upcoming grasping vs. reaching movements with the hand 

and tool, the preparatory activity patterns in each of these areas were specific to the effector used 

(i.e., no across-effector decoding). When considering the special case of tool-use provided here -

- where the operating mechanics of the tool are mirror opposite to those of the hand alone -- this 
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effector-specific level of action planning is critical. It not only provides kinematic sensitivity to 

these different effector properties (Umilta et al., 2008; Jacobs et al., 2010) but in addition, 

specificity to the other low-level sensory differences between hand and tool trials (e.g., 

retinotopic position of target). Three brain areas in our parieto-frontal network match this 

effector-specific description: post. aIPS, aIPS, and motor cortex. Certainly, the most expected of 

these areas is motor cortex. The area provides the largest source of descending motor commands 

to the spinal neurons that implement the specific mechanics of the action plan (Evarts and Thach, 

1969; Porter and Lemon, 1993; Chouinard and Paus, 2006) and correspondingly, much of its 

activity can be explained in low-level muscle control terms (Todorov, 2000; Kalaska, 2009). As 

such, the fact that it decodes upcoming kinematics with the hand and tool was largely anticipated 

(see also Project 1) and in a way, this finding provides a good positive control of data quality 

(i.e., similarly to how the preparatory voxel patterns from SS-cortex can effectively function as a 

negative control). In parietal cortex, both post. aIPS and aIPS are strongly implicated in grasp 

planning and execution (Taira et al., 1990; Sakata et al., 1997; Murata et al., 2000; Culham et al., 

2003; Frey et al., 2005; Tunik et al., 2005; Baumann et al., 2009). More notably, the anterior 

aspect of the IPS has also previously been implicated in tool-use (Gallivan et al., 2009; Jacobs et 

al., 2010), but to date, its precise role in planning tool-directed actions has remained unclear. The 

current findings substantially clarify this role and provide further evidence that tool-use is 

supported by the same brain regions used for hand actions (see also Umilta et al., 2008; Gallivan 

et al., 2009; Jacobs et al., 2010). Moreover, our results clearly indicate that this fact in itself is 

not sufficient evidence for the presence of effector-independent representations, as previously 

interpreted (Rijntjes et al., 1999; Castiello et al., 2000).  

At the highest and most abstract level of the motor hierarchy noted in the present study, we have 

several areas that in addition to discriminating movement plans for the hand and tool contain 

predictive voxel activity patterns that allow for accurate across-effector classification. That is, we 

find regions where the overall plan of the movement (grasping vs. reaching) is represented 

independently of the mirror opposite kinematics required by the two effectors to achieve the 

goal. Previous human behavioral (Gentilucci et al., 2004) and monkey neural recording studies 

(Umilta et al., 2008) provide compelling evidence for the existence of effector-independent 

representations during movement execution, but to our knowledge, no prior human neural 

evidence has provided empirical support for this observation. Our data shows that effector-

specific representations are also present in the action intention, revealed in the preparatory 
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activity evoked moments before movement onset. In posterior parietal cortex (PPC), the activity 

in both pIPS and midIPS fits this effector-independent description. In the human and macaque 

monkey, the PPC serves a variety of high-level visual-motor- and cognitive-related functions, 

such as integrating target- and effector-related information for movement (Snyder et al., 1997; 

Andersen and Buneo, 2002; Calton et al., 2002; Beurze et al., 2007; Chang and Snyder, 2010), 

representing forthcoming movement decisions (Gold and Shadlen, 2007), and encoding 3D 

features of objects for hand actions (Sakata et al., 1998; Katsuyama et al., 2010). Given this 

diverse range of cognitive-related properties, PPC seems well situated to abstractly represent 

higher-level movement goals related tool-use, as shown here. We also find evidence for effector-

independent representations in premotor areas, PMd and PMv. Based on previous investigations 

of tool-use (Umilta et al., 2008; Jacobs et al., 2010) and action understanding (Rizzolatti and 

Craighero, 2004; Hamilton and Grafton, 2008), we initially hypothesized that perhaps only PMv 

would encode movement goals for the hand and tool. PMv is a motor area critically involved in 

grasping in both the monkey (Jeannerod et al., 1995; Rizzolatti and Luppino, 2001; Raos et al., 

2006; Fluet et al., 2010) and human (Davare et al., 2006; Davare et al., 2008; Cavina-Pratesi et 

al., 2010) and its implication in higher-level goal-related processing (Rizzolatti and Luppino, 

2001; Bonini et al., 2011) -- particularly in the case of tool-use (Umilta et al., 2008) -- seems 

commensurate with the findings reported here. A somewhat unanticipated result, however – at 

least within the context of the previous tool-related literature -- was that the same abstract 

representation of hand and tool movement plans would be found in PMd. PMd is most often 

implicated in reach-related processes (Weinrich and Wise, 1982; Caminiti et al., 1990; Cisek and 

Kalaska, 2005; Pesaran et al., 2006), however, emerging evidence from our lab and others 

suggests that this description may be overly one-dimensional. We have recently shown that 

preparatory activity in PMd can predict upcoming grasping vs. reaching movements with the 

hand (Project 1) and several other groups have also reported grasp-related properties in the area 

(Raos et al., 2004; Grol et al., 2007; Stark et al., 2007; Verhagen et al., 2008; Hendrix et al., 

2009). The present findings, however, go beyond these previous descriptions and offer a more 

specific role for PMd: the high-level abstract coding of movement goals. 

Networks of brain areas are required to connect the abstract goals of an action with the lower-

level motor commands required to implement the goals (Kakei et al., 2003; Jubault et al., 2007; 

Grafton, 2010). Beyond localizing brain regions where distinct levels of the motor hierarchy may 

reside, in the specific cases where the same types of movement-related information are found 
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(e.g., effector-independent), our results necessarily fall short of being able to specify or 

differentiate the unique contribution of each region, to the upcoming movement. This is certainly 

understandable, given the fact that, at the most general anatomical level, parietal and premotor 

cortex are highly interconnected (Matelli and Luppino, 2000; Tanne-Gariepy et al., 2002; Cisek 

and Kalaska, 2010) and despite specific cases being made for the directionality or serial nature of 

processing between these two regions (Kalaska and Crammond, 1995; Lawrence and Snyder, 

2006; Buschman and Miller, 2007; Pesaran et al., 2008), the emergence of high-level goal-

directed behavior is largely seen as a complex interplay between both general areas (Cisek and 

Kalaska, 2010; Grafton, 2010). Nevertheless, the distinct patterns of interconnectivity and 

specialized subdivisions of parietal and premotor cortex (Andersen and Buneo, 2002; Tanne-

Gariepy et al., 2002; Culham et al., 2006) may provide clues as to what types of movement-

related information are contained in several of the specified areas. For instance, increasing 

evidence suggests that prehension is largely supported by two parallel parieto-frontal pathways, 

with a SPOC-midIPS-PMd circuit -- thought to be specialized for reaching and proximal 

movements of the arm -- interacting alongside a separate pIPS-AIP-PMv circuit -- thought to be 

specialized for grasping and distal movements of the fingers (Matelli and Luppino, 2000; 

Andersen and Buneo, 2002; Tanne-Gariepy et al., 2002; Borra et al., 2008; Grafton, 2010). From 

this standpoint, it might seem intuitive that effector-independent representations emerge within 

interconnected regions like pIPS and PMv (Koch et al., 2010) as well midIPS and PMd 

(Andersen and Cui, 2009). Yet the absence of effector-independent responses in both anterior 

IPS and SPOC regions (areas that also form part of these parallel pathways) might also suggest a 

further differentiation of function or some effector-specific to –independent gradient within each 

circuit (Beurze et al., 2007; Stark and Zohary, 2008; Filimon, 2010).  

Much effort is currently directed towards developing cognitive neural prosthetics, robotic 

devices operable by intention-related brain signals related to high-level movement goals 

(Schwartz, 2004; Andersen et al., 2010). A critical consideration in this field, however, is not 

only where in the human brain should these signals be recorded but also more generally, what 

types of signals beyond the simple kinematics of reaching and grasping can convey the more 

complex goal-directed behaviors of tool-use (e.g., eating with a fork, cutting with a pair of 

scissors, playing tennis, etc.)? The findings provided here offer possible answers to both these 

questions and show where the high-level goals of an action are encoded, independent of the 

specific motor acts needed to implement these goals.  
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Chapter 6 

6. General Discussion 

Although the ability to predict goal-directed sensorimotor behaviors from preceding changes in 

intention-related brain activity has been almost exclusively confined to the domain of non-human 

primate research and largely limited to methodologies that require invasive neural recordings, the 

current set of projects asked whether it would be possible to accomplish the same feat in human 

subjects using a non-invasive technique. Our voxel pattern fMRI analyses present two important 

findings with broad implications: First, we show that different upcoming object-directed 

movements can be decoded from the intention-related activity within several parieto-frontal 

areas of the human brain. Methodologically speaking, this finding is significant in many respects, 

because it shows that intentions can be studied not only with invasive neural recordings in non-

human species, but also with fMRI in humans and that the same general ‘types’ of high-level 

motor-related signals are discriminable. Second, and more importantly from a theoretical 

perspective, we show that several parieto-frontal network areas involved in movement planning 

can be differentiated based on the types of effector-specific movements that they can predict. 

Cortically mapping the effector-specificity of movement intention-related signals across monkey 

parieto-frontal cortex has provided several important breakthroughs into understanding the 

neural mechanisms and anatomical organization that supports goal-directed behavior and our 

findings in many cases both reinforce and expand upon the success of this approach. At a more 

general level, these results also impart a new appreciation for the highly detailed movement 

information contained in the human brain’s preparatory signals, provide significant 

developments in our understanding of human visual-motor control, and perhaps most 

importantly, offer a useful springboard for further investigations into higher-level cognitive and 

abstract processes like motor intentions. 

In Project 1, I used fMRI MVPA to first examine whether the intention to perform a specific 

hand action could be decoded from preparatory brain activity in different human parieto-frontal 

regions. Using a delayed-movement paradigm, we had our subjects first plan and then execute 

hand movements requiring different degrees of finger precision (grasping a small object, 

grasping a large object, and touching the object without hand preshaping). We found that despite 

an absence of signal amplitude differences between different planned movements, we were able 
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to predict in several parieto-frontal areas which hand action the subject was going to execute. In 

addition, we further showed that a subset of brain areas could also predict the object size to be 

grasped (small vs. large).  

In Project 2, fMRI MVPA was used to examine whether we could predict the effector to be used 

and the spatial location to be acted upon from preparatory brain signals in parieto-frontal cortex. 

Using a similar delayed-movement paradigm to Project 1, we had our subjects plan and then 

execute either reaches or eye movements towards two different spatial target locations. We found 

that again, even in the absence of signal amplitude differences, the spatial activity patterns 

preceding movement onset were predictive of upcoming reaches and saccades, and their intended 

directions. Moreover, using a cross-trial-type decoding approach, we found suggestive evidence 

in certain parieto-frontal regions that these predictive activity patterns were reflective of a shared 

spatial reference frame for the hand and eye. Within some of the same regions, we further 

showed that these preparatory spatial signals could be discriminated from non-spatial, effector-

specific signals.  

In Project 3, I used fMRI MVPA and a delayed-movement paradigm to examine how and where 

in the human brain high-level movement goals were encoded independent of the kinematics 

needed to achieve those goals. To this aim, I had subjects plan and then execute either grasp or 

reach actions (two different motor goals) using either their hand or reverse tool (requiring two 

different movement kinematics). We found that while only a few parieto-frontal areas predicted 

hand or tool movements only, the majority of examined regions decoded grasp vs. reach actions 

with both effectors. In these latter regions, using a cross-trial-type decoding approach, we found 

that the discriminatory patterns of activity were either shared or separate across effectors. We 

speculated that areas containing separate preparatory patterns of activity for the hand and tool 

were likely to encode the distinct kinematics required to operate the two effectors whereas in 

contrast, the areas containing shared activity patterns across effectors were likely to represent the 

abstract goals of the movement (grasping vs. reaching), independent of how those goals were 

mechanically implemented by the hand.  

My general discussion is divided into four main sections. First, I will consider what exactly 

significant intention-related decoding might mean within the context of an fMRI action-related 

movement task. This general question will be addressed by attempting to answer two more 

focused and specific questions: 1) from a more methodological standpoint, what is the 



176 

 

 

underlying neural basis and nature of the information being represented in the spatial voxel 

patterns of activity? And 2) from a more theoretical standpoint, what types of movement-related 

information are contained in specific parieto-frontal ROIs and what does this information reveal 

about the underlying hierarchical organization that governs the planning of goal-directed 

actions? I will also briefly discuss how the intention-related account of the present findings, 

offered in the previous pages, might compare with an attention-related account of the same 

findings (section 6.1). Second, I will outline a few minor methodological and theoretical issues 

that should be taken into consideration when interpreting the findings of the current projects. In 

particular, I will attempt to reconcile some of the discrepancies in decoding found between 

movement planning and execution and also briefly highlight some limits to the explanatory 

power of MVPA (section 6.2). Third, I will offer some interesting future avenues for 

investigation based on the findings provided here – some of which is currently underway in our 

lab and several other directions that remain to be explored (section 6.3). Lastly, I will offer some 

brief concluding remarks and highlight several of the new and important contributions offered in 

the previous pages. 
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Figure 6.1: Summary of findings from the three projects. Linked to each parieto-frontal brain 

area is a brief description of the intention-related decoding profiles discovered in that particular 

region across the three projects (P1, P2, and P3, where applicable). 
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6.1 What do these spatial activity patterns mean? 

Multivariate pattern recognition techniques have recently proven to be exceptionally useful in 

revealing fine-grained spatial differences in fMRI activity distributed across multiple voxels 

(Haxby et al., 2001; Haynes and Rees, 2005; Kamitani and Tong, 2005; Kriegeskorte et al., 

2006; Kay et al., 2008; Soon et al., 2008; Harrison and Tong, 2009; Stokes et al., 2009; Meyer et 

al., 2010), spatial information often ignored in traditional univariate analyses because statistics 

are run on single voxels (Norman et al., 2006; Mur et al., 2009; Pereira et al., 2009; Raizada and 

Kriegeskorte, 2010). Given the highly overlapping and distributed nature of sensorimotor 

activity within parieto-frontal networks (Andersen and Buneo, 2002; Andersen and Cui, 2009; 

Filimon, 2010) this important methodological consideration makes pattern analysis a particularly 

beneficial technique for studying visual-motor interactions and movement planning processes. 

With this in mind, coupled with our recent ability to localize and decode intention-related signals 

from human parieto-frontal activity, it would seem that two seperate but intimately related 

questions need to be addressed: 1) what is the neural organization that gives rise to the observed 

spatial pattern differences? and 2) from a more theoretical point of view, what type(s) of neural 

information might be gleaned from the predictive spatial patterns of activity? Although it 

remains unclear whether these two questions actually permit dissociations, based on previous 

findings in the human and macaque monkey, I will provide some discussion and speculation 

which aims to disentangle them.  With regards to the second question, I will then also briefly 

offer some speculations as to how and where different parieto-frontal brain regions may be 

situated within the hierarchical neural architecture that produces goal-directed behavior. 

6.1.1 What is the neural basis of the local spatial patterns? 

Although interest in the neural basis of spatial activity patterns is not new to visual-perceptual 

investigations (Haxby et al., 2001; Kamitani and Tong, 2005; Haynes and Rees, 2006; Haynes, 

2009; Freeman et al., 2011), it is certainly an issue which has yet to be explored in visual-motor 

research. In the visual-perceptual domain, the decoding of viewed faces and objects from 

overlapping neural representations in ventral temporal cortex has led to notions that pattern 

differences might reflect a distributed population code, being sampled in a task-specific manner 

(Haxby et al., 2001). Alternatively, the decoding of fine-grained activity patterns in early visual 

cortex elicited by differences in stimulus orientation (Haynes and Rees, 2005; Kamitani and 

Tong, 2005) has led to the suggestion that such discriminations might instead reflect the 

measurement of underlying feature-specific columns or small fine-grained clusters of cells 
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containing similar functional properties (Haynes and Rees, 2006; Soon et al., 2008; Haynes, 

2009) – an organizational principle, which on its own, has generated considerable debate 

(Mountcastle, 1997; Horton and Adams, 2005). More recent fMRI evidence, however, shows 

that there actually exists a far coarser topographic map of orientation preference in early visual 

cortex, arguing against interpretations that successful decoding necessarily exploits an 

underlying columnar architecture at the sub-voxel level (Freeman et al., 2011). Regardless of 

which one of these explanations turns out to be correct (or whether they are in fact mutually 

exclusive), it currently remains unclear how or whether any of these hypotheses can directly 

account for the findings provided here, and moreover, whether such neuroanatomical 

organizational principles extend to higher-level brain areas with more abstract and cognitive 

properties like parietal and premotor cortex.  

One thing we do know about the parieto-frontal network is that its neural organization is 

multiplexed: single brain areas in the macaque monkey can contain several highly-specialized 

and intermingled populations of neurons, each with different blends of sensory properties related 

to the reference frames they use to encode stimuli and motor movements. For instance, the 

neurons in one area can encode information in a variety of different coordinate frames – for 

example, eye-, head-, limb- or body-centered reference frames or even intermediates between 

these different coordinates - while neurons in another brain area may predominantly represent 

spatial information according to only one of these (e.g., eye-centered coordinates)(Andersen et 

al., 1997; Andersen and Buneo, 2002; Andersen and Cui, 2009). Moreover, these neurons can be 

highly-complex, showing relative frames of reference (e.g., eye-relative to the hand) and 

partially-shifting receptive fields gain-modulated by the position of the head, limb and eyes 

(Graziano, 2001; Andersen and Buneo, 2002; Cohen and Andersen, 2002; Graziano, 2006; 

Pesaran et al., 2006; Cassanello and Ferrera, 2007; Andersen and Cui, 2009).  In addition, recent 

neural evidence and computational models suggest that the reference frames used to plan reach 

movements can flexibly adapt to the available sensory input (Pouget and Snyder, 2000; Sober 

and Sabes, 2005; McGuire and Sabes, 2009; Bernier and Grafton, 2010). To further complicate 

matters, a variety of recording techniques show that single premotor neurons can be specific for 

either a reach direction or grasp type, and from their synchronous interactions, specific for 

different combinations of reach and grasp (e.g., Stark et al., 2007). In addition, these neural 

populations are highly intermixed with selectivity for either proximal (e.g., elbow) or distal (e.g., 

finger) movements (Stark and Abeles, 2007; Stark et al., 2007; Stark et al., 2008). Assuming 
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some homologies with the monkey (Grefkes and Fink, 2005) we should expect to find, in the 

parieto-frontal network of humans, the same heterogeneous mixture of both sparse and 

distributed neural codes related to separate reference frames and/or movement types. In relation 

to the larger scale signal changes observed with BOLD fMRI, it seems plausible that these 

neurophysiological properties might be encoded in the hemodynamic spatial response patterns 

discriminated by pattern recognition techniques.  

It certainly stands to reason ,however, given that the neurovascular coupling mechanisms relating 

neural responses with BOLD signal changes are far from being well understood (Logothetis et 

al., 2001; Logothetis and Wandell, 2004; Viswanathan and Freeman, 2007; Maier et al., 2008; 

Sirotin and Das, 2009), that the fMRI activity patterns generated by our planning-related task 

need not directly correspond with the planning-related activity observed at the single neuron 

level. Recall that each functional voxel (3 mm x 3 mm x 3 mm) contains somewhere on the order 

of 1.35-1.62 million neurons (Pakkenberg and Gundersen, 1997; Koch, 2004) and thus if 

anything is to be interpreted from spatial voxel patterns, it is that we are measuring the 

coordinated activity of multiple specialized and distributed sub-populations of neurons. While 

this fact in itself complicates the direct transfer and inference of neural properties from one 

species to the other  -- for instance, our present results are necessarily limited in addressing the 

types of reference frames used for action planning or revealing particulars about the underlying 

multiplexed organization of the parieto-frontal neurons – the pattern analysis method in many 

respects provides a complementary approach to monkey neural recordings and as shown here, 

particularly in Project 3, it allows us to explore the neural representation of motor hierarchies 

across the brain. Monkey neural studies, for all their benefits (and there are many), are often 

limited by the fact that in most cases only one brain region and only a single neuron can be tested 

at a time. In addition, the recorded activity from neurons is largely biased towards larger cells. 

Unquestionably, this makes it challenging to fully explore how the brain, as a functioning and 

interacting network, guides goal-directed action. Indeed, complex visual-motor behaviors like 

reaching and grasping are not limited to the outputs of individual neurons nor the workspace 

defined by a single neuron’s receptive field but instead rely on the outputs of large neural 

populations governed by short- and long-range interconnections between different anatomical 

regions.  

Unfortunately, beyond demonstrating that the same general ‘types’ of intention-related signals 

can be found in similar areas of the human and monkey parieto-frontal network and also showing 
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how we can use voxel pattern information to explore new types of experimental questions 

(hierarchical motor architectures, see Project 3), at present, it remains difficult to pin down the 

specific neural origin for these fMRI spatial pattern signals. Exactly where multivariate activity 

patterns fit within this continuum from single neuron responses to large scale hemodynamic 

changes across multiple voxels, particularly within parieto-frontal cortical regions, remains an 

interesting and open question for future investigations. 

6.1.2 What is the information contained in the local spatial patterns? 

Although we can only speculate on the information represented in the predictive spatial patterns 

of activity, the different plan-related decoding profiles found across several of the parietal and 

premotor areas (e.g., grasps vs. reaches, reaches vs. eye movements, hand vs. tool) coupled with 

previous human- and monkey-related activations reported in these regions, appears to provide 

some important clues. Instead of simply re-hashing the types of plan-related decoding profiles 

found in several parieto-frontal areas (for a detailed summary of this information, see Figure 6.1, 

and for a more detailed account, see the specific Discussion sections of each project) the aims of 

this particular discussion will be to speculate on the more generalized function of each brain 

area, and in particular, how the coordinated activity of these different parieto-frontal areas leads 

to the planning and implementation of high-level goal-directed behaviors. Instrumental in this 

discussion will be the concept of a motor hierarchy (described in some detail in Project 3) -- 

where at a general schematic level, the planning of any complex visual-motor behavior or goal 

(e.g., pouring a glass of wine) can be viewed as being supported by increasingly specialized 

modules or networks, each linked to the completion of individual sub-goals (Shallice and 

Burgess, 1996; Dehaene and Changeux, 1997) and each more intimately related to the output or 

kinematics of the final action (Grafton and Hamilton, 2007). For instance, in the given example 

of pouring a glass of wine, some lower-level of the motor hierarchy would need to be concerned 

with the specific muscle activations required to position the limb, forearm, and finger muscles 

(e.g., activation of flexors and extensors, joint angles, etc.) whereas at some slightly higher-level 

of the motor hierarchy there would also need to be a detailed coding for the precise movement 

kinematics needed to complete the action (e.g., the hand preshaping required to grasp the wine 

bottle and the temporal and spatial coordination of the arm and hand needed to pour). Of course, 

located above these two levels, there also needs to be an overall movement plan -- some sort of 
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abstract representation
5
 of the overarching goal or intention of the action or actor (in the case 

here for example, pouring the glass of wine to be served to a dinner guest) -- that then 

successively calls upon the lower-levels of the motor hierarchy to actually implement the desired 

act. Although the concept of a motor hierarchy has a long, distinguished history (Jackson, 1889; 

James, 1890; Sherrington, 1906; Hebb, 1949) and resonates with several universally 

acknowledged organizational principles of the central nervous system – for example, parieto-

frontal cortex plans movements at a higher-level than motor cortex, and motor cortex plans 

movements at a higher-level than the spinal cord, and so forth – a basic question in visual-motor 

neuroscience is whether this largely descriptive hierarchical organization has a cognitive 

counterpart, directly situated in the underlying neuroanatomy of parieto-frontal cortex. As 

already mentioned, the PPC and premotor cortex are highly multiplexed and interconnected 

structures, thought to provide an integral neural interface between sensation and goal-directed 

movement, and it remains an important and open question whether different levels of a motor 

hierarchy can be functionally localized to specific regions within this network.  

Before moving ahead, a critical point worth re-emphasizing here and one that becomes 

immediately obvious when reflecting upon the adaptability of goal-directed actions to current 

environmental contexts is that there is no strict one-to-one mapping between the different 

hierarchical levels of motor control. That is, the same kinematic and muscular components need 

not always lead to the same motor goal, and attainment of the same motor goal need not 

necessarily require the exact same kinematic and muscular components. The best example of this 

latter case is when we grasp a coffee cup; while the goal of grasping the cup need not change, we 

can flexibly achieve this goal by using either the left or right hand (which necessitate different 

muscle activations) or with an object already in hand, like a pencil (necessitating compensatory 

hand kinematics to grasp the coffee cup).  It was really through using derivations of this second 

case in Projects 2 and 3 -- where the general goals of an action could remain constant but the 

ways in which those goals were kinematically achieved could change – that provided a tractable 

approach for studying hierarchical motor control and for framing several of the experimental 

hypotheses. It should be noted that although Project 1 was in many ways informative of the types 

of intention-related hand signals that could be decoded and provided a good measure of the 

                                                 
5
 Note that the term ‘abstract’, as used throughout this thesis, is only meant to denote a neural 

coding or representation that is not directly linked to a detailed specification of the movement 

kinematics to be performed.  
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sensitivity of MVPA (i.e., as a general proof-of-principle and springboard for Projects 2 and 3), 

beyond showing simple intention decoding within a given brain area we were unable to provide 

any substantial insights into an underlying hierarchical neuroanatomical organization in parieto-

frontal cortex  (except of course, to perhaps argue that some brain regions may additionally 

encode the finger precision required for grasping the smaller object). In Project 2, however, we 

used a task often employed in monkey neural recording experiments (e.g., Snyder et al., 1997) 

that had subjects act upon one of two different spatial target locations (two different goal 

positions) using one of two different effectors for movement (hand vs. eyes); thus, different low-

level muscle activations were required to act at the same spatial locations. Project 3 was similar 

in principle but used a task where subjects planned and executed one of two different movement 

goals (grasping vs. reaching an object) using either their hand or a reverse tool. In this way, the 

same two motor goals – grasping vs. reaching – were held constant but the movement kinematics 

differed greatly depending on the effector to be used. Critical to separating the neural 

representations pertaining to higher-level abstract movement goals vs. lower-level movement 

kinematics was the results of our cross-trial-type decoding analyses (applied in Projects 2 and 3). 

Cross-classification analysis allowed us to ask the question of whether the voxel patterns of 

activity discriminating two different movement plans (i.e., acting left vs. acting right, grasping 

vs. reaching) were either similar or different across effectors (e.g., arm vs. eyes, hand vs. reverse 

tool). 

To facilitate the discussion of these findings, we have subdivided the different parieto-frontal 

brain areas according to whether they encode the higher-level movement goals or lower-level 

movement kinematics required to achieve those goals. While this decoding-based division of the 

parieto-frontal network intuitively permits a functional characterization of different regions, a 

critical question of interest that I will aim to address is whether areas showing the same types of 

decoding profiles are necessarily engaged in the same types of movement-planning processes.  

 

6.1.2.1 Higher-level goal representations in parieto-frontal cortex 

Four brain regions in particular show the types of response patterns suggestive of a more 

prominent role in abstract, goal-related movement planning: two areas in the PPC – pIPS and 

midIPS – and two areas in premotor cortex – PMd and PMv. In Project 2, pIPS, midIPS and 

PMd were found to encode the effector to be used (eye vs. arm) and the spatial location to be 
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acted upon (left vs. right) for an upcoming movement. With cross-trial-type decoding, however, 

we were able to reveal a far more complex underlying pattern of activity: each of the three areas 

represented the goal target location independent of the effector to be used in the movement. In 

Project 2 we took this as suggestive evidence that these three brain areas may use a common 

coordinate frame for reaches and saccades (highly consistent with past and recent neural 

evidence from monkeys)(Batista et al., 1999; Pesaran et al., 2006, 2010) but of course, because 

we did not manipulate the initial positions of the eyes, head or limb, we could only speculate on 

which body part this common reference frame was anchored. In PMv, although we found that its 

activity could accurately predict the spatial target location to be acted upon, these activity 

patterns did not allow for cross-trial-type decoding. We took this latter finding to suggest that the 

reference frames used for planning arm movements and saccades were separate within this area 

(e.g., Graziano et al., 1994; Fujii et al., 1998). In Project 3, we found that all four brain areas also 

predicted upcoming grasp vs. reach movements with both the hand and tool. Although this type 

of finding is to be largely expected from any brain region discriminating the hand kinematics 

required for movement (and also consistent with the expectations from Project 1) cross-trial-type 

decoding further revealed that the activity patterns discriminating grasp vs. reach movements 

were highly similar across the two effectors.  This instead suggests that these areas might 

represent more abstract higher-level movement goals rather than the specific muscle activations 

and hand kinematics required. 

It is worth recognizing that in a general sense, the findings from these two projects are quite 

compatible. Despite large differences in the tasks employed, most of these areas contain 

representations of the overall movement goal separate from the effector to be used, highly 

consistent with expectations from neurophysiology. For instance, neurons in the posterior aspect 

of the IPS show a variety of encoding schemes: some encode the target location to be acted upon, 

some the effector to be used and some the conjunction of both pieces of information (e.g., Calton 

et al., 2002; Dickinson et al., 2003). Our findings in pIPS and midIPS appear to reflect this 

general underlying organization of PPC. Similarly, monkey premotor areas like PMd and PMv 

also largely represent movement goals related to target location and action type, rather than 

specifying details of the muscle activations required (e.g., Rizzolatti and Luppino, 2001; Pesaran 

et al., 2006). 
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A possible discrepancy that arises between the two projects, however, concerns how it is that 

these four areas can be tuned to motor goals like spatial location (left vs. right target) in Project 2 

but in Project 3 show tuning for the motor goal of the object-directed action (grasping vs. 

reaching) independent of the object’s location (recall that the position of the object changes 

between hand and tool experimental runs)? Stated more succinctly, how can the same brain areas 

represent target locations in one experiment and then show motor selectivity independent of 

target location in the other experiment? It is important to first emphasize that this latter point is 

not necessarily true; when we compared grasping with the hand vs. grasping with the tool (i.e., 

planning grasp vs. grasp actions at two different spatial locations) we found highly significant 

decoding in each of these four brain regions. To complicate matters, however, in many of these 

same regions we also found significant decoding during the Preview phase (i.e., prior to the 

motor instruction being given to the subject). This latter finding, however, is sensible when 

considering the large visual differences that exist between hand and tool experimental runs (e.g., 

tool present vs. absent, change in object position, etc.) and the highly sensitive nature of MVPA 

to detect small task-related visual differences (e.g. Kamitani and Tong, 2005). As such, in this 

case, we could not unequivocally attribute any action-related spatial-specificity to only the 

intention to perform the action (although, certainly some location-selectivity is expected based 

on the findings of Project 2 
6
). Nevertheless, to return to the question posed, it is important to 

emphasize that spatial- and motor-specific response properties are not mutually exclusive. For 

goal-directed behavior, it is not enough to merely specify the target location of an action; it is 

equally important to specify how it is going to be acted upon. Indeed, some of the areas in 

Project 2 specify this latter information: pIPS, midIPS and PMd, in addition to target location, 

specify which effector will be used for movement (hand vs. eye; note that pIPS and PMd also 

encode this information independent of the spatial location to be acted upon as shown with cross-

trial-type decoding). Based on these findings it seems entirely sensible then that these same areas 

also encode the motor goal of grasping vs. reaching independent of the effector/kinematics (hand 

vs. tool) and independent of the object’s position in space. Taken together, the results from these 

two projects demonstrate and re-affirm a distinguishing feature of neural response properties in 

the PPC and premotor cortex: the motor goal being represented can flexibly adapt to the current 

                                                 
6
 It is worth restating that the primary objective of Project 3 was to examine where in the brain a 

motor goal like grasping vs. reaching is represented despite the presence of so many low-level 

task-related differences (i.e., hand kinematics required, retinal position of the object, etc.), and 

thus, some level of caution should be applied when directly comparing the two projects.  
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context of the experimental task (e.g., Calton et al., 2002; Beurze et al., 2007; Baumann et al., 

2009; Bernier and Grafton, 2010; Davare et al., 2010; Fluet et al., 2010). In the context of Project 

2, both the spatial target location and effector to be used are highly relevant to successful 

completion of the task (given that both targets are simultaneously present on the platform and the 

subject needs to know how and which target to act upon) and so it is expected that various forms 

of these movement parameters be represented. In the context of Project 3, only completion of the 

motor goal (grasping vs. reaching) is relevant for any single trial (given that only one object 

appears on the platform for each experimental run and these action goals remain constant 

regardless of whether the hand or tool is being used) and so it is expected that this also be 

correspondingly represented at various hierarchical levels, similar to what we have shown. 

 

The question to immediately follow from this discussion then -- specifically given that I have 

denoted these four areas as being ‘high-level’ and involved in ‘goal’ encoding -- is what types of 

abstract motor goals are actually being represented in PPC and premotor cortex? The answer to 

this question has been a matter of ongoing debate and extensive research in both monkeys and 

humans (e.g., Fagg and Arbib, 1998; Colby and Goldberg, 1999; Rizzolatti and Luppino, 2001; 

Andersen and Buneo, 2002; Musallam et al., 2004; Rizzolatti and Craighero, 2004; Fogassi and 

Luppino, 2005; Graziano, 2006; Beurze et al., 2007; Grafton and Hamilton, 2007; Andersen and 

Cui, 2009; Bisley and Goldberg, 2010) and in some ways, the projects provided here fall short of 

being able to specifically address this question given that the same ‘types’ of preparatory patterns 

of activity (at least at the level of detail revealed with cross-trial-type decoding) are found in both 

premotor and PPC areas. What we do know for certain from these findings, however, is that the 

preparatory activity patterns clearly reflect the intention to perform an action. This notion is 

supported by the fact that we fail to find any significant decoding prior to the instruction being 

given to the subject (Preview phase) and importantly, no visual information in the subject’s 

workspace changes prior to, during, or after the movement instruction is given. Moreover, 

because the spatial patterns of activity allow for cross-trial-type decoding between effectors, we 

also know that these actions are not planned with any specification of the kinematics or muscle 

activations required and therefore they must in some way be abstractly linked to the final goal of 

the movement. In the case of planning arm vs. eye movements, a sensible and well-supported 

interpretation is that the intended spatial targets in both PPC and premotor cortex are being 

represented within a particular sensory frame(s) of reference (e.g., linked to the position of the 

eye, see Project 2 for a more detailed discussion). In the case of planning hand vs. tool 
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movements, it may be that the abstract action plan only specifies the grasping vs. reaching points 

on the object (e.g., Baldauf and Deubel, 2010), a notion intimately linked to a more narrowed 

focus of attention (Rizzolatti et al., 1987; Moore et al., 2003; Bisley and Goldberg, 2010). 

Alternatively, the action plan may specify general particulars about how the object will be 

interacted with (e.g., grasping vs. reaching), a notion closely related to some kind of forward 

state estimation or motor prediction based on efference copies of motor signals detailing what 

movements the limb will be engaged in moments later (Wolpert et al., 1998; Wolpert and 

Ghahramani, 2000; Wolpert and Flanagan, 2001; Shadmehr and Wise, 2005). Most commonly in 

the literature, these types of abstract goal-related representations are ascribed to the functions of 

the PPC, where presumably the earliest plans for movement are first formed (Andersen and 

Buneo, 2002). Indeed, PPC movement-related activity is often linked to the retinal coordinates 

provided by early visual cortex, and these visual reference frames are often independent of the 

effector to be used (reaches vs. saccades) and sensory cues given (Andersen and Buneo, 2002; 

Cohen and Andersen, 2002). In many respects, the activity in premotor areas appears to be a 

further continuation of this abstract processing, except at this level, additional movement related 

factors are accounted for like the position of the limb and/or position of body in space (Scott et 

al., 1997; Graziano, 1999; Pesaran et al., 2006; although see Chang et al., 2009 for evidence that 

this information is also coded in PPC; Bernier and Grafton, 2010) and whether or not a decision 

has been made to move (Kalaska and Crammond, 1995). As such, unlike the PPC which seems 

intimately involved in specifying the visual goals of a movement (Fagg and Arbib, 1998; 

Rizzolatti and Luppino, 2001; Andersen and Buneo, 2002; Culham et al., 2006; Andersen and 

Cui, 2009) premotor cortex may play a greater role in response selection and directly binding 

together different pieces of action-related information (Kalaska and Crammond, 1995; Kalaska et 

al., 1997; Pesaran et al., 2006; Filimon, 2010). Indeed, the anatomical proximity of premotor 

cortex to higher cognitive centres in prefrontal cortex and lower motor control centres in M1 

makes it ideally positioned to receive higher-order signals related to decisions and motivation 

(from prefrontal cortex) and transform incoming visual features of potential targets from PPC 

into goal-directed movement commands to be deconstructed by M1. 

 

6.1.2.2 Lower-level kinematic representations in parieto-frontal cortex 

Four brain regions in particular show the types of response patterns suggestive of a more 

prominent in coding the lower-level kinematics of planned actions: three areas in parietal cortex 
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– SPOC, SMG and aIPS – and one area in the frontal lobe, motor cortex. In Project 1 we found 

that all areas, with the exception of SMG, predicted grasp vs. reach actions with the hand. This 

general finding was confirmed in Project 3, with the exception that here we showed that SMG 

instead codes for movement plans with the tool, consistent with its well known involvement in 

tool action-related processing (e.g., Johnson-Frey, 2004; Lewis, 2006). Only SPOC activity was 

examined in Project 2, and consistent with its well established role in reach-related planning, it 

successfully predicted upcoming reach movements and their directions. It was only in Project 3, 

however, where we actually had the opportunity to fully characterize the activity patterns in all 

these four areas with cross-trial-type decoding. We interpreted non-significant cross-

classification to mean that the voxel patterns differentiating grasp vs. reach movement plans 

were too dissimilar across effectors and therefore likely linked to the kinematic differences 

required to operate the hand and tool. As described in some detail in the Project 3 discussion, 

effector-specific representations are critical to goal-directed behavior as they allow for the 

precise muscle-specific implementation of different movements. Frequently this type of 

kinematic role is largely attributed to a brain area like motor cortex (M1) given its direct 

anatomical projections to spinal cord neurons (Porter and Lemon, 1993; Chouinard and Paus, 

2006) and that much of its neural activity seems to directly reflect intrinsic (e.g., force, velocity) 

and extrinsic (e.g., location) factors related to movement (Kalaska, 2009). Similarly, to our 

knowledge, little evidence to date has implicated SPOC in higher-level goal-related processing 

(although see Bernier and Grafton, 2010). More often than not, its activity is associated with the 

on-line control of movement (see Grafton, 2010 for review) and more recently, in addition to 

reach execution, a role in wrist orientation and hand preshaping (Fattori et al., 2009; Fattori et 

al., 2010). One finding of particular interest, however, is that the activity in aIPS (both post. aIPS 

and aIPS) appears so closely linked to the planned movement kinematics. 

 

AIP has been often implicated in goal-related processing due to its close anatomical proximity to 

goal-related activations in the inferior parietal lobule of the macaque monkey (Fogassi et al., 

2005; Rozzi et al., 2008; Bonini et al., 2011) and the fact that the area is activated during action 

observations in humans (Hamilton and Grafton, 2006a; Hamilton and Grafton, 2006b; Hamilton 

et al., 2006; Dinstein et al., 2008; Hamilton and Grafton, 2008; Oosterhof et al., 2010). This 

latter finding, however, relies on implicit assumptions of a mirroring or motor simulation 

between the observation of a motor act and performance of that same act (Rizzolatti et al., 2001; 

Rizzolatti and Craighero, 2004, see also Project 3 discussion for a brief overview of this 
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literature). It is worth recognizing, however, that the anatomical location of aIPS – situated 

directly adjacent to somatosensory cortex – optimally positions it to receive proprioceptive 

feedback signals related to grasping (Culham, 2004) and maintain sensitivity to kinematic 

properties like grip force and scaling (Ehrsson et al., 2003; , see also Johansson and Flanagan, 

2009 for review). Moreover, increasing neural evidence has noted a more prominent role for 

aIPS in stereoscopic vision, showing that its activity is modulated by spatial target features like 

position in depth and in the fronto-parallel plane (Sakata et al., 1999; Durand et al., 2007; Joly et 

al., 2009; Srivastava et al., 2009). In addition, fMRI activity in aIPS increases as the grasp 

precision and grasp difficulty increases (Begliomini et al., 2007; Verhagen et al., 2008). These 

types of visual-motor neural response properties would seem unlikely to appear in a brain region 

more abstractly removed from the kinematic properties of the task. Thus, if aIPS is involved in 

goal-centred coding – which it very well may be -- then it might instead provide some sort of 

link or interface between low-level kinematic and high-level abstract representations of 

movement. This type of arrangement might help reconcile previous fMRI work from our lab 

showing that aIPS is selective for both the object (goal) and the kinematics used for grasping 

during the execution phase of the movement (Kroliczak et al., 2008), and in Project 3, why grasp 

vs. reach action planning in aIPS might still evoke voxel activity patterns that fail to transfer 

between movement effectors (like the hand and tool). More generally of course, these disparate 

findings in human aIPS (i.e., goal-encoding during action observation and kinematic encoding 

during grasping) may also suggest that the area plays complementary yet different roles in the 

both the understanding and generation of action intentions. 

 

Compared to the more abstract goal-related representations found in PPC and premotor cortex 

(noted in the previous section), the activity in the areas reported here provide for a more 

straightforward and less speculative interpretation. Preparatory voxel patterns in motor cortex 

likely represent the muscle activations and detailed mechanics required by the hand/limb for the 

upcoming movements (Kalaska, 2009). Similarly, SPOC and aIPS likely encode specific 

parameters related to the integration and coordination of the reach and grasp components of the 

planned action (Grafton, 2010) but by all accounts (Andersen and Buneo, 2002; Chouinard and 

Paus, 2006; Cisek and Kalaska, 2010; Filimon, 2010), specify these movements at a higher-level 

than motor cortex. SMG activity, as suggested in the Project 3 discussion, instead seems 

specialized for coding tool-use and its associated actions (Lewis, 2006; Valyear et al., 2007; 

Peeters et al., 2009; Valyear and Culham, 2010). Specifying actions at these intermediate 
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kinematic levels is central to the transformation of abstract movement goals into the 

displacement of muscles and limbs. 

6.1.3 Intention vs. Attention 

Despite several decades of considerable psychological and neuroscientific research into 

understanding attention and its related processes, William James’ classic description in his 

seminal work, Principles of Psychology (1890), remains just as pertinent and explanatory today 

as it did more than a century ago:  

 

“Everyone knows what attention is...the taking possession by the mind, in clear and vivid form, 

of one out of what seem several simultaneously possible objects or trains of thought. 

Focalization, concentration, and consciousness are of its essence. It implies withdrawal from 

some things in order to deal effectively with others.” 

 

This rather broad description seemingly encompasses nearly all aspects of our own internal, 

subjective experience of the world around us, and this fact, among other things, has made 

attention a particularly difficult process to study within the confines of the laboratory. Some 

traction on this front, however, has been gained by studying not attention per se (after all, any 

reasonable description of attention emphasizes that it is, by and large, a highly covert process) 

but rather the overt, easily observable behaviours that can result from internal attentional 

processes and their associated cognitive states. Indeed, the tight linkage between attention and 

action was also noted by James (1890) himself: “When we look or listen we accommodate our 

eyes and ears involuntarily, and we turn our head and body as well.” This important observation, 

along with significant experimental evidence showing that attention is often directed to the 

location of planned movements (Deubel and Schneider, 1996; Moore and Fallah, 2001; Bisley 

and Goldberg, 2003) and that the focus attention can affect the metrics of movements (Kustov 

and Robinson, 1996), has lead to several suggestions that the processes subserving attention and 

movement planning may rely upon or share common mechanisms (Rizzolatti et al., 1987; Bisley 

and Goldberg, 2003; Baldauf and Deubel, 2010). Several attempts have been made to explicitly 

test these notions by examining whether the processes of action planning and attention selection 

can be dissociated. Despite innumerable investigations into this matter, the seperability of these 

two mechanisms remains a matter of considerable and ongoing debate. 

 

The source of primary contention in the field of sensorimotor neuroscience is whether the 

preparatory responses that form prior to movement execution in several brain regions in both 
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humans and monkeys reflect an intentional response to perform the upcoming movement or 

alternatively, some sort of sensory and/or top-down attentional response. Put another way, and 

framed as a question: Does the persistant activity in a given brain region reflect a movement 

intention or the focus of attention for the location of the action? While on the surface this 

distinction might appear fairly subtle, the answer to this question can provide fundamental 

insights into what drives the persistent activity in neurons and ultimately, how the brain produces 

goal-directed behaviour. To disambiguate these two processes (i.e., intention vs. attention) many 

investigators have opted to use some variant of a delay memory task ((Hikosaka and Wurtz, 

1983), note that this task was described in some detail in the Introduction, see Figure 1.5). In this 

task the monkey (or human) is cued to the location of a movement, but the cue quickly 

disappears and the subject is required to perform a movement (e.g., with the eye or hand) to the 

remembered target location after some delay period. As such, the sensory/attentional response of 

the cue can be dissociated from any persistant activity that develops prior to movement (Snyder 

et al., 1997). Another popular task employed to dissociate attention- vs. intention-related 

responses is the anti-movement task. In this type of task the visual stimulus cuing the movement 

and the final destination of the movement are incongruent. For instance, in some studies, 

monkeys (or humans) will be trained to perform an action in the direction opposite the 

appearance of a stimulus. Importantly, this manipulation further allows the experimenter to 

uncouple the sensory and motor consequences of the task and examine whether this sensory vs. 

motor separation is observable at the level of individual neurons (or large populations of neurons 

in the case of fMRI). Findings from these types of tasks have been largely mixed, with some labs 

reporting parietal neurons with a primarily sensory-related or attentional coding for the location 

of the stimulus (Gottlieb et al., 1998; Colby and Goldberg, 1999; Gottlieb and Goldberg, 1999; 

Bisley and Goldberg, 2003) with other groups instead finding primarily movement-related or 

intentional coding for the direction of the movement (Snyder et al., 1997; Zhang and Barash, 

2000, 2004). Interestingly, many of the interpretations of these findings are complicated by the 

fact that neurons in several parietal structures – and the lateral intraparietal area (LIP) in 

particular – show large transient neural responses for flashed irrelevant cues (Powell and 

Goldberg, 2000; Bisley and Goldberg, 2003). Certainly, these transient-type sensory responses 

would be expected in areas involved in shifting attention or creating salience/priority maps of 

visual space (presumably in order to guide future attentional resources), but perhaps not 

necessarily in areas directly linked to intention-related processes (that is, unless the transient 
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response reflects a brief shift in intention or a default movement plan for the flashed target (for 

further discussion of this fact, see Andersen and Cui, 2009). 

 

Another substantial contribution to this debate has been the discovery of effector-specific neural 

responses (described in some detail in this thesis, but its direct implications were not fully 

developed and emphasized). That is, some brain areas code not only the spatial location of an 

upcoming target (spatial specificity), but also rather importantly, how that target will be 

interacted with (effector-specificity, for example, eye vs. limb effector, see Snyder et al., 1997; 

Cui and Andersen, 2007, see also the Project 2 findings). This is an important distinction to be 

made, because if neural responses in areas like parietal or premotor cortex were purely 

attentional or sensory in nature, then they should not be expected to discriminate the effector that 

will be used to act upon that sensory stimulus. The multiplexing of these spatial and non-spatial 

(where and how) signals within single neurons fits well within an intentional framework 

(Andersen and Buneo, 2002). Nevertheless, this finding, and others, has also lead to an 

expansion of the definition of attention to include what might be considered ‘motor attention’ 

(Rushworth et al., 2001), an attention specific to the effector to be used. 

 

While more on this ongoing debate could be discussed, it is probably becoming clear to the 

reader that similar questions might be posed for the findings reported in this thesis. For instance, 

could the effects I have reported as being intentional in nature, not simply be re-framed and 

discussed as being merely attentional? Hopefully I have been able to briefly overview the 

difficulty of disambiguating these two processes, and indeed, at present, it remains unclear – at 

least from my viewpoint -- whether attempts to separate attention and intention are actually 

helpful from the perspective of understanding brain function and organization. More to the point, 

it seems worth reconsidering whether or not these proposed intention vs. attention distinctions, 

which exist in our language, actually have a cognitive counterpart in the underlying neural 

mechanisms that guide behaviour. Certainly, just because it aids discussions and helps 

investigators to think about neural events as being parcelled/categorized into strictly sensory-, 

cognitive-, or motor-related divisions, this does not in itself necessitate that the brain, which has 

been largely conserved throughout evolution, respects these theoretical distinctions (for further 

discussions on these similar issues, see Culham and Kanwisher, 2001; Cisek and Kalaska, 2010).  
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The neural processes characterized in the present set of experiments have been described as 

motor intentions for the very reason that I am interested in investigating how goal-directed 

actions are coded in the human brain, and it is often much more useful to describe these types of 

processes as being products of one’s intentions. In contrast, descriptions of attention generally 

not only subsumes processes related to action planning but also commonly encompasses a much 

larger and far more inclusive range of cognitive processes (Bisley and Goldberg, 2003), where 

sensory stimuli are further selected for many different and diverse facets of additional neuronal 

processing. I tend to agree with previously noted distinctions which emphasize that while 

behaviours like eye movements may allow one to infer certain aspects related to the underlying 

attentional states of an individual (e.g., shifts in the focus of attention), this does not therefore 

necessitate that an examination of the neural mechanisms that underlie eye movements is an 

examination of attention itself (e.g., Andersen and Buneo, 2002; Andersen and Cui, 2009). 

Indeed, as noted by Andersen and Cui (2009): “...asserting that the oculomotor neurons in the 

brainstem control attention rather than move the eyes would not be a useful construct” and, 

“...over-generalizing attention to encompass a large variety of different neural processes weakens 

the concept and undercuts the ability to develop a robust understanding of other cognitive 

functions.” 

 

6.2 Methodological and minor theoretical considerations 

There remain just a few outstanding issues and caveats to the interpretation of the present 

findings that require some attention. I will now briefly turn to discuss some of these in the 

sections that follow. 

6.2.1 Planning- vs. Execution-related activity: 

An important finding illustrated by the current set of projects is that, despite what might be 

intuitive, the decoding of movement intentions is far more reliable than the decoding of the 

executed movements.  One possible interpretation of this finding is that it might emphasize 

dissociations within an area with respect to its role in motor planning vs. execution. For instance, 

it has been argued that the dorso-lateral circuit might be specialized for movement planning and 

goal-directed processing, while the dorso-medial circuit might alternatively be specialized for the 

on-line visual-motor control of a movement (for example, see Desmurget et al., 1999; Pisella et 

al., 2000; Glover, 2004; Grafton, 2010). Moreover, the tuning of individual motor-related 

neurons can shift between the time where the action is planned and the movement is initiated 
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(e.g., Baumann et al., 2009; Churchland et al., 2010). While these options are certainly possible, 

the far more parsimonious explanation for the additional sensitivity we observe during 

movement planning vs. execution is that motion artifacts are introduced into the data when the 

limb perturbs the magnetic field of the scanner (Culham, 2006, we noted this as providing a great 

challenge for movement-related fMRI studies in the Introduction). While these motion artifacts 

do not appear to affect the fMRI signal amplitudes shown here (note the absence of fMRI data 

spikes in Figures 3.3, 4.3. 5.2), it remains unclear how they might affect the spatial patterns of 

the signals being measured
7
. In addition to this important motion-related consideration, the 

differences in decoding observed during the execution phase of the trial (with respect to the Plan 

phase) might also be reflective of pattern differences which emerge from the preceding Plan 

phase. That is, any trial-specific spatial pattern differences accrued during the Plan phase may 

negatively bias or influence the extent to which pattern differences can be elicited following 

movement execution (similar to the issues created by baseline differences in standard voxel-wise 

univariate analyses). While the level of contamination on the Execute phase spatial patterns from 

either the limb movement or the preceding Plan phase are difficult to assess from a multivariate 

perspective, there are certainly cases in our data where Execute phase decoding seems sensible. 

For instance, a highly reasonable finding is that our somatosensory ROI only shows accurate 

decoding following the execution of the different hand actions in all three projects, notably the 

only time when the hand’s mechanoreceptors are activated. Nevertheless, because of the 

apparent disconnect between Plan and Execute phase decoding in several of the areas, and in 

light of the methodological and theoretical considerations mentioned above, I believe that 

convincing interpretations can only be applied with respect to the plan-related function of a given 

area. 

6.2.2 Caveats to interpretations from standard decoding analyses 

While accurate decoding strongly argues for different underlying neural representations with 

respect to two conditions (Norman et al., 2006), a lack of decoding (~50% chance classification) 

or null effect, could either mean 1) neural/pattern differences exist but these differences are not 

picked up by our support vector pattern classifiers (i.e., limit of methodology, Pereira and 

Botvinick, 2011), 2) the two conditions being compared engage the area in similar or 

                                                 
7
 Note that this execution-related artifact problem was an additional motivating factor (i.e., in 

addition to the novel theoretical questions being asked in each project) to examine whether we 

could decode motor intentions prior to initiation of the movement. 
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indistinguishable processes (i.e., same neural recruitment) or 3) the area is not recruited for either 

of the two conditions (i.e., indifferent to task). With respect to the current set of projects, given 

that we selected all of our parieto-frontal regions based on showing higher activity for action 

planning (and execution) than the simple visual transient responses which accompany 

presentation of the object, it stands to reason that all of the defined areas are in some way utilized 

during movement generation (note that this suggestion seems overwhelmingly confirmed by the 

highly overlapping and higher than baseline response amplitudes in each region across the three 

projects, see Figures 3.3, 4.3, and 5.2). Thus, it is reasonable to assume that an area that fails to 

decode between two planned movements is either 1) likely to contain real pattern differences that 

we cannot detect with our current SVM methodology or 2) perhaps more intuitively, play a 

similar functional role in their generation. Although I cannot definitively rule out this first 

possibility, the pattern of decoding profiles noted in Projects 1 and 2 – namely, that the 

distinguishing feature of nearly all parieto-frontal regions was whether or not the area could 

additionally discriminate precision grasps upon objects of different sizes or discriminate eye 

movement directions, respectively  -- seems to suggest that many of the non-decoding pair-wise 

comparisons are indicative of shared functional role for the motor plans examined (e.g., in the 

case of Project 1, a general non-discriminative role in precision grasping and in the case of 

Project 2, a largely non-discriminate role in the planning of eye movements). 

6.2.3 Caveats to interpretations from cross-trial-type decoding analyses (emphasis on Project 3 

findings) 

Although straightforward interpretations can be applied to accurate cross-trial-type classification 

results in an brain area where the patterns of activity already discriminate the movement goals 

within effector (i.e., Hand-G vs. Hand-R AND Tool-G vs. Tool-R trial types) – that is, in these 

areas it must be that the higher-level goals of grasping vs. reaching are represented given that the 

kinematics of the hand differ appreciably between effectors -- there are a few instances in our 

data where these same types of interpretations are difficult. For instance, note in Figure 5.7 that 

during the execute phase of the trial we find significant cross-trial-type decoding in PMd and 

PMv while at the same time both these regions fail to show accurate decoding using within-

effector MVPA for Hand-G vs. Hand-R trials (see Figure 5.6; also note that a similar disconnect 

can be found in a few time points in the time-resolved decoding analysis shown in Figures 5.4, 

5.5). Similar to statistically significant below chance decoding (which we do report in a few 

brain areas, see Figures 5.3, 5.4, and 5.5), one cannot claim success of the pattern classifier in 



196 

 

 

these cases and we appreciate that no firm conclusions can be drawn from these outlier 

observations (Pereira et al., 2009).  

6.2.4 Corrections for multiple comparisons? 

For the decoding accuracies presented throughout Projects 1-3, we did not employ corrections 

for multiple comparisons (i.e., the number of t-tests or ROIs) given a variety of important 

methodological and theoretical considerations that we present here. First and foremost, it is not 

intuitively clear, given the goals of this experiment, which level of Bonferroni correction is 

appropriate. That is, should we be correcting for the number of total pair-wise comparisons made 

within an ROI, the number of comparisons made within a single time-phase, or correcting for the 

total number of action-related ROIs in which we implemented pattern analyses? It is important to 

note that while the initial aim of such corrections would be to reduce type I errors (false 

positives), the far more likely outcome would be a drastic increase in the number of type II errors 

committed (false negatives; for detailed discussion see (Lieberman and Cunningham, 2009)). An 

alternate solution to limit the number of corrections required might be to also reduce the number 

of ROIs reported (e.g., only report parietal or premotor regions, and not both), but again this 

approach would greatly facilitate Type II errors.  Due to these issues, we report several 

quantitative and qualitative results ensuring that our findings are unlikely due to chance while at 

the same time, avoiding Type II errors.   

First, given the aims of this study (i.e., to decode object-directed movement plans and pinpoint 

exactly when the predictive information arises), I knew it was imperative to find no significant 

decoding during the Preview phase, when subjects were naïve with respect to the upcoming 

action (for confirmation of this fact, see Figure 3.4, 4.4, for example). In addition, we might 

expect areas showing significant decoding above 50% during planning to also have significantly 

higher decoding than the preceding Preview phase. To assess this we performed within-trial 

paired t-tests to determine whether movement planning accuracies were significantly higher than 

those elicited earlier in the same trial by the object’s visual presentation (note that this was only 

done as a proof-of-concept in Project 1, see Figure 3.4).  In effect, by applying the conjunction of 

these two tests to assess significance (Plan vs. 50% and Plan vs. Preview), it seems reasonable to 

interpret with great confidence the particular planning or intention-related role of a brain region.  

Second, recall the results of our randomization tests which empirically defined true chance 

classification based on a random shuffling of the test labels (~50% based on an average of the 
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one hundred permutations of Test trial identities within each subject). Critically, these non-

parametric permutation tests largely confirmed our parametric t-test findings (i.e., the brain 

regions which showed significant decoding with t-tests also showed highly significant decoding 

(p<0.001) based on an empirical probability distribution), with the only exception being that the 

permutation tests revealed significant decoding in areas not detected with conventional 

parametric analyses (see also Chen et al., 2010; Smith and Muckli, 2010). Importantly, this latter 

finding in itself suggests that parametric t-tests may already be highly conservative. 

Nevertheless, the additional rigor provided by this empirical test provides further evidence that 

the significant decoding results reported in several parieto-frontal areas across the three projects 

are not purely random occurrences. 

Third, and rather importantly, we report no significant pattern classification (vs. 50%) in any of 

our sensory control regions during movement planning (a Type I error control) in any of the 

three projects. Moreover, for the several brain areas within the parieto-frontal network that do 

allow for the accurate decoding of movement plans, their accuracy profiles are largely intuitive. 

For instance, in the case of Project 1, a brain area differentiating an upcoming grasp movement 

from a touch movement should be expected to show significant decoding for GT vs. Touch and 

GB vs. Touch trials. Moreover, a brain area discriminating the precision required by the two 

planned grip types (GT vs. GB) should also certainly be expected to decode the less subtle 

differences required by the grasp vs. touch movements (see Figure 3.4 for verification). In 

addition, a strong argument can be made for the reliability of these findings based on the 

consistency of movement plan decoding in both Projects 1 and 3 and across two separate 

populations of fMRI subjects. For instance, all of the parieto-frontal brain areas in Project 1 able 

to predict upcoming grasp vs. reach actions were also found to predict the same two actions in 

Project 3 (when subjects used their hand).  

Taken together, these three main observations provide strong arguments as to why the decoding 

accuracies we report in the three projects from our delayed-movement task are likely to reflect 

genuine plan-related neural differences. As such, instead of applying strict Bonferroni 

corrections for accuracies elicited during the Plan (and Execute) phase of the trial, we report the 

different levels of significance within each ROI (* = p<0.05, ** = p<0.01, *** = p<0.005, **** 

= p<0.001; with respect to 50%), ultimately allowing the reader, given the several important 

considerations above, to apply their own estimates of statistical significance. 
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6.3 Future Directions 

Several different experimental questions were asked in the present research projects and I would 

argue that many of them have been answered. For instance, can we decode intentions related to 

goal-directed actions from human brain activity? Unequivocally, yes. Can we characterize 

different brain areas according to the types of action intentions they decode? I think we have 

provided good evidence for that fact here. Furthermore, can we describe the hierarchical level at 

which a particular brain region represents upcoming movements? Again, I believe we have 

provided sufficient evidence for this to be the case. But for every question we have answered, 

newer questions are revealed. For instance, what other types of action-related or object-related 

information is contained in these intention-related signals? In what specific contexts can we 

disambiguate the neural coding between PPC and premotor cortex? Why are these intention-

related signals maintained several seconds prior to the action actually being initiated? Is there 

additional movement-related information contained in the temporal profile with which these 

spatial patterns of activity change? I should also emphasize that my three projects have focused 

rather exclusively on the role of parieto-frontal cortex in coding sensorimotor behaviors -- 

namely because a long and rich literature suggests that this is the first place we should look – but 

this does not of course exclude the possibility that intention-related signals are present elsewhere 

in the brain. For instance, it seems reasonable to suspect that several highly cognitive areas in 

prefrontal cortex might also encode the upcoming choices and behaviors of an individual. After 

all, prefrontal cortex is generally thought to provide the neural substrate for most aspects of 

higher-level cognition and decision-making (Purves et al., 2008, pp 663-686) and directly 

influence both perceptual and action-related representations in ventral-temporal cortex and 

premotor cortex, respectively (Rizzolatti and Luppino, 2001; Cisek and Kalaska, 2010). 

Moreover, while most lines of research in systems neuroscience focus on feed-forward or 

‘bottom-up’ functional connections between brain structures and their coordination in goal-

directed movement (e.g., those that originate from early visual cortex to PPC), we know 

relatively little about the extensive web of feedback connections that link higher cortical areas 

with lower-level areas (e.g., back projections from PPC to early visual cortex). These ‘top-down’ 

projections are thought to facilitate perceptual processes like attention and object recognition by 

selecting visual items of interest in the world for additional processing by lower-level visual 

cortical areas (Hupe et al., 1998; Super et al., 2001; Ress and Heeger, 2003; Jehee et al., 2007). 
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A particularly important component of nearly all theories of feedback connections in perceptual 

processing is that the destination of the feedback projection is the same cortical location as the 

origin of the feed-forward representation (although see Williams et al., 2008). In this way, 

processing of the initial neural representation in visual cortex is directly modulated (e.g., 

sharpened, enhanced) by descending feedback connections, allowing a direct one-to-one 

mapping of the stimulus-related and attention-related neural responses. But this is all related to 

perception; what about action?  

As I hope I have managed to make clear in my projects, the brain does much more than simply 

perceive and attend to objects in the world; it provides us with the capability of changing our 

environment. So, do feedback projections related to action intentions from PPC also influence 

early visual representations of targets? There is already some evidence from human fMRI and 

neural recordings in non-human primates to suggest that this may in fact be the case. For 

instance, during eye movements it has been demonstrated that early visual cortex remaps the 

previous cortical location of a briefly presented stimulus to a newly updated location 

corresponding with the most current position of the eye (Nakamura and Colby, 2002; Merriam et 

al., 2007). This cortical updating presumably allows for a stable visual perception of our 

surroundings despite multiple shifts in the retinal image caused by voluntary eye movements. We 

of course, however, do not just act on our surrounding environment with our eyes but also with 

hand movements, like reaching and grasping (indeed, eye movements by themselves are unable 

to actually manipulate objects within our proximity). Do early visual cortical areas also contain 

this information prior to an action being initiated? More specifically, can visual cortex activity 

predict whether the subject will make a grasp, reach or eye movement to a specific target 

location? 

 

6.3.1 Does early visual cortex provide a ‘read-out’ of a subject’s intentions? 

We have already begun investigating this intriguing question with a re-analysis of the data 

collected for Projects 1 and 2. Recall that in both of these projects, prior to the movement being 

initiated, the object position(s) never changed and thus any prediction of the subject’s upcoming 

movements from early visual cortex activity can only reflect differences in the planned action 

(presumably reflecting feedback projections from visual-motor-related structures in parieto-

frontal cortex). Using the exact same MVPA methods employed in each project and by 
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approximately mapping the retinal positions of the target objects in visual cortex (based on 

previously collected retinotopic data in two subjects and combined with some knowledge of the 

visual angles of the targets) we found that we could decode the subject’s motor intentions, 

several seconds prior to the action being performed (see Figures 6.2 and 6.3). A somewhat more 

unexpected finding, however, was that in project 2, unilateral visual cortex activity could also 

predict the effector to be used for movement into the ipsilateral visual field. Based on the well-

established contralateral organization of lower-level visual cortex (Purves et al., 2008, pp 289-

312) this necessitates that unilateral visual cortex contains effector-specific movement 

information for actions to targets that remain ‘unseen’ or hidden from its field of view. One 

possible reconciliation of this discrepancy is to assume that in addition to visual cortex 

‘selecting’ which movement to perform (left vs. right target) it also at the same time ‘de-selects’ 

the uncued target location (i.e., if the left target is selected, the right target is de-selected), but 

does so in a way that is specific to the cued effector (for more on target de-selection see Baldauf 

and Deubel, 2010; Bisley and Goldberg, 2010; Chapman, 2010; Cisek and Kalaska, 2010).  

While further experiments are currently being run in order to validate these startling 

observations, the present results would seem to substantially alter currently held views on the 

types of neural processing and feedback connections present in visual cortex. For instance, visual 

cortex has a well-documented role in attention-related processing but why would visual cortex 

receive differential feedback signals (e.g., from eye- and arm-related areas in PPC) depending on 

the type of effector to be used in an upcoming movement? More to the point, what purpose 

would this effector-specific feedback modulation serve? One possible explanation is that 

different amounts of object-directed attention are needed for saccades vs. reaches (e.g., saccades 

requiring more precision than reaches) and this is what is being reflected in the preparatory 

activity patterns in visual cortex. Alternatively, this finding might reflect some anticipatory 

response or the arrival of efference copy signals in preparation for an impending whole visual 

field shift (in the case of a saccade) vs. movement of only the arm in the visual field (in the case 

of a reach movement), allowing the early visual system to easily disambiguate the two types of 

actions once executed. Whatever the reason, it remains to be determined how these preparatory 

visual signals differ from the plan-related responses observed in parieto-frontal cortex. Certainly, 

it would be perculiar to suggest that both visual and parieto-frontal cortex are doing the exact 

same thing in the context of action planning but nevertheless, both areas are equally predictive 

(perhaps visual cortex even more so when taking into account the high % decoding accuracies) 

of a subject’s upcoming movement and this finding leads to the odd notion that with the 
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appropriate brain decoder, movement-impaired patient populations could control neural 

prosthetic devices with early visual cortex signals.  
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Figure 6.2: Upcoming grasp and reach movements predicted from early visual cortex 

activity based on a re-analysis of Project 1 data. Non-foveal early visual cortex activity shown 

in the brain of one representative subject (A) corresponding to the approximate lower visual field 

location of the centrally-located object (B). Visual cortex activity in A was localized by the 

contrast of Preview > Baseline. C) Classifier decoding accuracies (left) correspond to the visual 

cortex activity in A for the three trial phases examined in Project 1 (Preview, Plan and Execute) 

according to the three possible pair-wise comparisons (right). Errors bars represent SEM across 

subjects. Solid black lines are chance accuracy level (50%). Black asterisk assesses statistical 

significance with 2-tailed t-tests across subjects with respect to 50% (*=p<0.05). L = Left, R = 



203 

 

 

Right, POS = parieto-occipital sulcus, GT = Grasp Top, GB = Grasp Bottom. See Project 1 for 

further details. 
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Figure 6.3: Upcoming reach and eye movements predicted from early visual cortex activity 

based on a re-analysis of Project 2 data. Non-foveal visual cortex activity shown in the brain 

of one representative subject (A) corresponding to the approximate lower visual field locations 

of both the left- (in orange) and right- (in turquoise) positioned objects (B). In B, objects are 
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shown from subject point of view. Visual cortex activity in A was localized by the contrast of 

Preview > Baseline. C) Classifier decoding accuracies (left) correspond to the visual cortex 

activity in A for the three trial phases examined in Project 2  (Preview, Plan and Execute) 

according to four pair-wise comparisons (right). Note that color-coded borders around each set of 

decoding accuracies in C correspond to the visual cortex activity from one hemisphere. 

Interestingly, also note that in both early visual areas there is a decoding for planned movements 

in the ‘unseen’ ipsilateral visual field. Errors bars represent SEM across subjects. Solid black 

lines are chance accuracy level (50%). Black asterisk assesses statistical significance with 2-

tailed t-tests across subjects with respect to 50% (*=p<0.05). L = Left, R = Right, POS = parieto-

occipital sulcus. See Project 2 for further details. 
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Beyond early visual cortex and more broadly speaking, these findings also have fundamental and 

far-reaching implications for our understanding of action-related processing in the brain. For 

instance, in light of these most recent findings, I have also just begun exploring whether 

movement intention-related information can also be decoded from more traditional perceptual 

structures involved in object-related visual processing located in ventral visual cortex. I will now 

briefly highlight some promising findings from these additional investigations. 

 

6.3.2 Do object-processing perceptual regions provide a ‘read-out’ of a subject’s intentions? 

These exciting and largely unexpected findings in early visual cortex led us to a somewhat 

unusual prediction: That object-processing perceptual areas in the ventral visual pathway might 

also predict upcoming goal-directed actions. This prediction is based on the assumption that the 

intention-related signals in early visual cortex (originating from feedback projections in parieto-

frontal cortex) would feed-forward and influence the neural processing in anterior ventral visual 

areas. This finding, at least within the context of our current understanding of human and 

monkey ventral visual stream function, would be rather surprising since these areas are 

traditionally assumed to serve largely perceptual roles (e.g., shape recognition, etc. Malach et al., 

1995; Grill-Spector et al., 2001; Kanwisher, 2001; Kanwisher et al., 2001; Grill-Spector, 2003; 

Grill-Spector and Malach, 2004) and to our knowledge, no direct neural evidence to date has 

specified any sort of movement planning-related function. If any particular ventral stream visual 

area were to contain signals related to motor intentions we hypothesized that the lateral occipital 

complex (LOC) area would be the most likely. LOC is a central visual processing region 

intimately linked to object perception and highly interconnected with more anterior regions in 

ventral temporal cortex involved in higher-level perceptual processing (e.g., face recognition, 

visual scene processing, etc. Grill-Spector and Malach, 2004). Moreover, LOC shares direct 

anatomical connections with aIPS in parietal cortex (Borra et al., 2008), and is thus likely to 

share important visual target-related information with neurons involved in grasping. As such, 

apart from possibly receiving intention-related signals from early visual cortex structures it is 

also reasonable to suspect that LOC may be privy to grasp-related information being represented 

in aIPS.  

We have recently begun investigating whether LOC contains intention-related signals by re-

analyzing the hand movement data from Project 1. After localizing left and right LOC activity in 

each of our Project 1 subjects and implementing the exact same MVPA analyses, we found that 
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LOC could decode, similar to visual cortex, the different movement plans for the hand (see 

Figure 6.4). This finding suggests a far more prominent role for LOC in action encoding than 

initially thought and will prompt us to reconsider what particular types of object-related 

information are being represented in ventral cortex. We are currently following up on this novel 

finding with a second fMRI experiment in order to replicate these LOC findings but also ask new 

additional questions. For instance, is the activity in more anterior brain areas involved in face 

processing and visual scene recognition also predictive of a subject’s upcoming behaviors? The 

answers to these questions will no doubt have a profound impact on the way we view visual 

processing in ventral visual cortex, perhaps expanding our working definition of what visual-

perceptual or visual-motor processing actually means and in doing so, open the door for a more 

complete knowledge of brain function. 
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Figure 6.4: Upcoming grasp and reach movements predicted from the Lateral Occipital 

Complex (LOC) area based on a re-analysis of Project 1 data. A) Left and right LOC (shown 

in green) localized by the contrast of Preview > Baseline and shown on the brain of one 

representative subject.  B) Experimental setup shown from subject point of view. C) Classifier 

decoding accuracies (left) correspond to the left and right LOC activity in A for the plan phase 

only, according to the three possible pair-wise comparisons (right). Errors bars represent SEM 

across subjects. Solid black lines are chance accuracy level (50%). Black asterisk assesses 

statistical significance with 2-tailed t-tests across subjects with respect to 50% (*=p<0.05). L = 

Left, R = Right, GT = Grasp Top, GB = Grasp Bottom. See Project 1 for further details. 
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6.3.3 Other future directions: Examining ecologically-relevant behavior 

A highly challenging but critical next step in moving forward will be to map out the 

intention-related signals and neural organization that subserves more natural, ecologically-

relevant behavior. In the real-world, object-directed reach and grasp movements -- those which I 

have studied so far -- rarely on their own constitute the completion of a planned action. More 

often the case, the end-goal is further object manipulation (e.g., to lift the object) and initiating a 

more complex sequence of movements, in which only the single acts of grasping and lifting are 

embedded. At these higher, more abstract levels of movement planning additional factors need to 

be taken into consideration -- like not only the object’s dynamics required for lifting (e.g., 

weight), but also the proper sequencing of distinct motor acts (reaching, grasping, lifting, etc.) 

needed to achieve the desired end-goal. Characterizing human neural activity at these more 

complex stages of action planning remains largely uncharted territory and yet understanding the 

hierarchical neural architecture that underlies these seemingly simple, everyday object-directed 

behaviors remains critical to understanding many aspects of higher-level human cognition. I 

intend to pursue this line of research in my post-doctoral studies.  

6.4 Concluding remarks 

Neurophysiological recordings in awake, behaving non-human primates represent the gold-

standard in systems neuroscience. Undoubtedly, the ability to record from the activity of 

individual neurons has provided much of our current understanding of sensorimotor brain 

function and indeed in many ways, most human fMRI studies with investigations of a similar 

nature have been largely playing ‘catch-up’, determined to replicate several findings and 

observations noted in the monkey. A perfect example of this fact is provided in the motivation of 

Projects 1 and 2 here. These studies were largely designed with the basic premise of being able 

to map out intention-related signals in the human brain similarly to that shown in the macaque 

monkey (i.e., the intention-related signals of grasping, reaching, and eye movements). While this 

endeavor has been largely successful, and we think that we have provided strong, convincing 

evidence for homologies between brain areas in the monkey and human, many of the findings 

reported here were largely hypothesized in some form or another. Where I do think a 

breakthrough has been made, however, is through the development of a rather robust fMRI 

paradigm and application of a cutting-edge analysis technique to explore brain signals and neural 

processes that have unquestionably been constrained to experimental investigations with far 

more invasive neural techniques. The approach taken here will not only allow us to examine and 
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pinpoint several other homologies with the monkey, but more importantly from my perspective, 

provide us with the capacity to ask the types of experimental questions that have not been 

previously addressed. I believe that Project 3 provides a good example of this capacity; while 

some of the motivation of this particular project was based on previous tool-related findings in 

the monkey, our results and their implications extend far outside any species-specific domain or 

simple characterization of tool-related behavior. For the first time in humans we are able to 

localize exactly where in the brain specific levels of the motor hierarchy are functionally nested. 

Moreover, we demonstrate that this hierarchical architecture can be revealed several moments 

prior to the subjects actually initiating their action, a finding notoriously difficult to reveal in the 

firing rates of individual neurons (Rizzolatti & Luppino, 2001). Furthermore, instead of simply 

providing largely vague, unfocused and far-off future directions of study, I have outlined in some 

detail an immediate future research program that potentiates considerable alternatives towards 

our current view of action-encoding. For instance, I have provided preliminary evidence that 

intention-related signals can be decoded from brain structures not traditionally implicated in 

action planning processes (e.g., visual cortex, LOC; shown in the previous section). This type of 

finding provides a particularly important contribution to the field of sensorimotor neuroscience 

because it is unlikely to have been uncovered with monkey neural studies alone. Due to the 

invasive nature of neurophysiological recordings, for investigations to be fruitful, researchers 

often examine brain areas where signals have been previously well-characterized and the 

findings provided here not only offer several other candidate brain regions for further exploration 

in monkeys but at the same time, provide far-reaching implications for our understanding of 

goal-directed movement planning.  

Taken together, the set of fMRI projects provided here offers substantial insights into how 

different areas of the parieto-frontal network contribute to a broad range of goal-directed 

behaviors. To review, I first showed, as a general proof-of-principle, that it is possible to decode 

the intention to perform a specific action from brain activity, movements prior to any action 

actually be executed. I then showed that different movement-related intentions could be 

functionally mapped across human cortex and that specific brain areas could be generally 

characterized based on these preparatory signals. Lastly, I provided evidence for a hierarchical 

neural architecture across cortex, showing where kinematic signals related to movement were 

represented and where higher-level abstract movement goals were encoded. I expect that a 
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continuation of the research efforts provided here will offer great promise for understanding the 

cognitive underpinnings of human behavior. 
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review at Neuropsychologia (NSY-D-11-00378). Submitted: May, 3
rd

, 2011. [Journal Impact 

factor: 4.3] 

 

Wood, D.K., Gallivan, J.P., Chapman, C.S., Milne, J.L., Culham, J.C., and Goodale, M.A. 

 Visual salience dominates early visuomotor competition in reaching behaviour. Under review at 

Journal of Vision (JOV-02652-2011). Submitted: June, 23
rd

, 2011 [Journal Impact factor: 3.0] 

 

 

In preparation (3): 

 

In order of expected submission date (soonest first). Most works have been (or will soon be) 

presented at scientific meetings. 

 

Milne, J.L., Chapman, C.S., Gallivan, J.P., Wood, D.K., Culham, J.C., and Goodale, M.A. 

Object connectedness influences perceptual comparisons but not the planning or control of rapid 

reaches to multiple goals. 

 

Gallivan, J.P., McLean, D.A., Valyear, K.F., Pettypiece, C., and Culham, J.C. How the brain 

uses tools: Separate and shared movement plans for the hand and tool in human parieto-frontal 

cortex.  

 

Valyear, K. F., Gallivan, J.P., McLean, D.A., Culham, J.C. Neural priming of tool use.  

 

 

International and National Conference Presentations 

 

Talks (9): 

 

Culham, J. C. & Gallivan, J. P. (2011). Decoding of human hand and tool actions using 

functional magnetic resonance imaging.  Centre for Mind/Brain Sciences (CiMeC) Colloquium, 

University of Trento.  
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Gallivan, J.P., McLean, A., Smith. F.W., and Culham, J.C. (2011) Decoding effector-dependent 

and effector-independent movement intentions from human parieto-frontal brain activity. Talk 

presented at the CPS/CAPnet conference, Sainte-Adele, QUE. 

 

Culham, J. C. & Gallivan, J. P.  (2011). Decoding of human hand actions using functional 

magnetic resonance imaging. Federation of European Neuroscience Societies – International 

Brain Research Organization (FENS-IBRO) Hertie Winter School.  Obergurgl, Austria. 

 

Gallivan, J.P., McLean, A., Valyear, K.F., Pettypiece, C., and Culham, J.C. (2010) Decoding 

movement intentions from preparatory activity in human parietal and premotor cortex. Talk 

presented at the Society for Neuroscience, San Diego, CA. 

 

Culham, J.C., Monaco, S, and Gallivan, J.P. (2010) Parietal coding of movement components 

and object properties in reaching and grasping. Talk presented at the International Conference on 

Parietal Lobe Function, Amsterdam, The Netherlands. 

 

Gallivan, J.P., D.A. McLean, and Culham, J.C. (2009) fMRI shows that the extent of reachable 

space encoded within superior parieto-occipital cortex depends on handedness. Talk presented at 

the Society for Neuroscience, Chicago, IL. 

 

Valyear, K.F., Chapman, C.S., Gallivan, J.P., & Culham, J.C. (2009) Tool identity can prime 

grasping, but only when the goal is to use. Talk presented at the Society for Neuroscience, 

Chicago, IL. 

 

Chapman, C.S., Gallivan, J.P., Culham, J.C., and Goodale M.A. (2009) Mental blocks: Using 

fMRI to reveal the encoding of obstacles during reach-to-grasp movements. Talk presented at 

the Society for Neuroscience, Chicago, IL. 

 

Gallivan, J.P., Cavina-Pratesi, C., & Culham, J.C. (2007). Is that within reach? The human 

Superior Parieto-Occipital Cortex (SPOC) shows greater fMRI activation for reachable objects. 

Talk presented at theSociety for Neuroscience, San Diego, CA. 

 

Posters (8): 

 

Chapman, C.S., Gallivan, J.P., Wood, D.K., Milne, J.L., Culham, J.C., & Goodale, M.A. 

(2010) Rapid reaching task ‘points’ toward different representations of number. Poster presented 

at the Society for Neuroscience, San Diego, CA. 

 

Wood, D.K., Chapman, C.S., Gallivan, J.P., Milne, J.L., Culham, J.C., & Goodale, M.A. 

(2010) Visual salience of potential targets overrides spatial probabilities in a rapid visuomotor 

task. Poster presented at the Society for Neuroscience, San Diego, CA. 

 

Valyear, K. F., Gallivan, J.P., McLean, A., Chapman, C.S., Culham, J.C. (2010) Neural priming 

of tool use.Poster presented at the Society for Neuroscience, San Diego, CA. 

 

Gallivan J.P., Chapman C.S., Wood D.K., Milne J., Culham J.C., and Goodale M.A. (2009) 

Stuck in the middle: Kinematic evidence for optimal reaching in the presence of multiple 

potential reach targets. Poster presented at the Vision Sciences Society meeting in Naples, FL. 
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Chapman C.S., Gallivan J.P., Wood D.K., Milne J., Culham J.C., and Goodale M.A. (2009) 

Dynamic Target Acquisition: Rapid reach responses in the presence of multiple potential reach 

targets. Poster presented at the Canadian Neuroscience Meeting, Vancouver, BC. 

 

Gallivan, J.P., Chapman, C.S., & Culham, J.C. (2008). Do objects within reach prime the 

visuomotor system for action? Poster presented at the Canadian Neuroscience Meeting, 

Montreal, QUE  

 

Gallivan, J.P., Cavina-Pratesi, C., & Culham, J.C. (2007). The effects of reachability and tool 

use on fMRI activation for brain regions involved in hand actions. Poster presented at 

the Canadian NeuroscienceMeeting, Toronto, ONT. 

 

Gallivan, J. P., Cavina-Pratesi, C., & Culham, J. C. (2006). Do objects within reach activate 

human brain regions involved in hand actions?: An fMRI study. Poster presented at the Society 

for Neuroscience, Atlanta, GA. 

 

Invited Talks/Presentations (4): 

 

Culham, J. C. & Gallivan, J. P. (2011). Decoding of human hand actions using functional 

magnetic resonance imaging.  Department of Psychology, York University, Toronto, ONT.  

 

Gallivan, J.P. (2011) Decoding motor intentions from human brain activity. Talk presented 

at Queens University, Kingston, ONT. 

 

Gallivan, J.P., Chapman, C.S., & Culham, J.C. (2008). Do objects within reach prime the 

visuomotor system for action? Talk given to the Group on Action and Perception in Elmhurst, 

Ontario. 

 

Gallivan, J.P., Cavina-Pratesi, C., & Culham, J.C. (2007). How does reachability affect fMRI 

activation for brain regions involved in hand actions? Talk given to the Group on Action and 

Perception in Elmhurst, Ontario. 

 

Workshops: 

Neural Correlates of Object Recognition and Action Workshop. Atlanta, Georgia. 

 

Professional Affiliations: 

 

Member of the Centre for Brain and Mind, UWO (2009 – Present) 

Member of the Society for Neuroscience (2006 – Present) 

Member of the Vision Sciences Society (2008 – Present) 

 

Contributions: 

 

Ad hoc co-reviewer of submitted manuscripts: Experimental Brain Research (2), Journal of 

Neuroscience (3), Journal of Neurophysiology (1), Journal of Cognitive Neuroscience (1), 

Neuron (1), Cognition (1). 
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Youth Outreach and Community Service: 

 

London Ontario Brain Bee (http://www.uwomeds.com/ncog/main.php), in association with the 

Canadian Institutes of Health Research Canadian National Brain Bee 

(http://www.science.mcmaster.ca/brainbee/) – I gave the Brain Bee winner a tour of our lab 

and gave a demonstration of the basics of fMRI and behavioural kinematics, held February 28, 

2009 
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