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Abstract

This document introduces the work of Hamza and his collaborators during his PhD studies.
Hamza works on profinite Galois Theory: more precisely, his work focuses on realisation of
pro-p Galois groups over some fields with specific properties (filtrations, cohomology ...) for
a fixed prime p. This thesis gives a particular attention to number fields and Pythagorean
fields.

The first chapter studies connections between the work of Brumer on compact modules
and the work of Lazard on filtrations. Using results of Koch and Shafarevich, the previous
connections are applied to the theory of pro-p groups and fields extensions. This chapter
sets the background to study the rest of the work of Hamza and his collaborators.

The second, third and fourth chapters are papers written by Hamza and his collabora-
tors, in which they investigate extensions of number fields with restricted ramification and
non trivial cohomology. The fifth chapter is a work in preparation between Hamza, Maire,
Mináč and Tân where they introduce a class of pro-2 groups that they call ∆-Right Angled
Artin Groups (∆-RAAGs) and show that the ones occuring as absolute Galois groups are
exactly the ones which are absolute Galois groups of Formally real Pythagorean fields of
finite type.

The last chapter concludes with a complete answer to a question from Mináč-Rogelstad-
Tân for which Hamza had already given a partial answer for mild groups.

Keywords: Action on pro-p groups, Zassenhaus and lower central filtrations, graded and
filtered Lie algebras, Cohomology, Hilbert and Poincaré series, Mild groups, Right Angled
Artin Groups and Algebras, Absolute Galois groups, Restricted ramification, Formally real
Pythagorean fields, Koszulity
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Summary for Lay Audience

Galois theory was originally introduced by Evariste Galois, a young French mathematician,
in the 19-th century to characterise polynomial equations which are solvable by radicals, i.e.
the solutions can be expressed by a formula involving only integers, n-th roots, additions
and multiplications. For this purpose, Galois studied the group permutation of the solutions,
which is called Galois group. He was one of the founder of modern Group theory.

Before Galois, it was already known that polynomial equations of degree less than 4 are
all solvable by radicals. Abel, Galois and Ruffini were able to exhibit, for every integer n
larger than 5, polynomials of degree n which are not solvable by radicals. As an application,
some problems from Antiquity were solved: doubling the cube, trisecting the angle and
characterising all polygons which are constructible with compasses and straightedges.

A more modern version of Galois’ ideas focuses on studying all Galois groups of all
possible equations together collecting them into one large infinite group called the "absolute
Galois group". Due to its sheer size, this group is extremely difficult to understand and
challenges many mathematicians even today. My work, together with my collaborators,
aims to find new facts about this group.
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Co-Authorship Statement
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Introduction

History and context
This document mostly deals with Galois theory, which allows us to reduce some problems
from Field theory to Group theory. Galois originally introduced this theory in order to solve
polynomial equations by radicals, but it gained more and more applications. Nowadays,
people are interested in the following problem: given a field k, which groups are realisable
as Galois groups over k? This question is the primary motivation for this thesis.

Fermat’s Last Theorem

Non trivial integral solutions of the equation

xn + yn = zn, (FLTn)

with n a fixed integer larger than two, was one of the most important questions since the
17-th century (and since Antiquity for the case n = 2). The equation (FLT2) admits an
infinite number of solutions, which are called Pythagorean triplets: for instance, if u and v
are two fixed integers, then (x := u2 − v2, y := 2uv, z := u2 + v2) satisfies (FLT2). This leads
to the study of Pythagorean fields: the sum of two squares is a square. These fields were
well investigated by Lam [67, 68], Mináč and Spira [87, 94, 95], Jacob [51], Marshall [82],
Efrat-Haran [22], Griffin [36], Golmankani [32]. . . In particular, this thesis studies formally
real Pythagorean fields k of finite type (RPF), i.e. (−1) is not a square and k×/k2× is a finite
group, where k× (resp. k2×) is the group of invertible elements (resp. invertible squares) in k.
Observe also that these fields have strong connections with quadratic forms and realisation
of torsion-free Witt rings (see [26, 52, 51, 67]).

When n is strictly larger than two, it was conjectured by Fermat in the 17-th century
that (FLTn) does not have non trivial solutions, and this was recently proved by Wiles and
collaborators. The proof was long and difficult, we refer to [118] and [10] for a complete
exposition. This result is well known as the Fermat last Theorem.

The work of Golod and Shafarevich

A first partial proof of Fermat’s Last Theorem was given by Kummer in the 19-th century
when n is a regular prime. Siegel conjectured in 1964 that e−1/2 of prime numbers are regular,
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but it is still unknown yet whether there is an infinite number of them [136]. This leads us
to the imbedding problem: Is a number field k with class group hk always embedded into
a finite extension K with class group hK trivial? It was conjectured that the imbedding
problem always has a solution, but Golod and Shafarevich [33] gave as a counterexample the
field k := Q(

√
−2× 3× 5× 7× 11× 13).

The idea of Shafarevich was to study (pro)-p extensions, i.e. compositum of some
Galois extensions with degree a power of p. More precisely, he studied presentations of
Galois groups of p-extensions via generators and relations, and inferred a group theoretical
criterion on group presentations, which allowed him to obtain information on the Galois
group, and hence on the extension. Presentation of groups also played an important role in
the development of general group Theory [79] and [78, Chapter 2]. With Golod in [33], they
succeed in making this idea precise using filtrations/gradations and Lie algebra techniques.
we refer the reader to [12] and [15, Chapter IX] for further details, and [59] for an exposition
on p-extensions.

Gocha series and mild groups

The Golod-Shafarevich proof was based on the study of an invariant associated to a pro-
p group: gocha series; which allows us to read the cardinality and the cohomology of the
underlying pro-p group. Furthermore, from a pro-p group presentation, we infer (partial)
information on the gocha series. Lazard [69, Théorème 3.11, Appendice A.3] was able to
read possible Lie structures over Qp on pro-p groups (also called analytic groups) from their
gocha series’s poles: this is "l’Alternative des Gocha". Let us also quote the recent work
of Panov, Veryokin, Davis and collaborators [107, 132, 131, 16] who studied filtrations of
Coxeter groups using Lazard’s results [69] and inferred geometrical applications.

Labute and Mináč [62, 66] and [65] introduced a criterion on pro-p group presentations,
that is called mild, to infer pro-p groups with prescribed gocha series. Forré [29] also proposed
another approach to mild groups from ideas of Koch [60]. To proceed, they mostly combined
ideas developped by Anick [3, 4, 5, 1] in Knot theory and Morishita [100, 99] who studied
analogies between knots groups and Galois groups with restricted ramification. Let us also
quote the recent work of Efrat [21] who generalised some parts of Morishita’s work.

As an application, Labute obtained infinite extensions with Tame ramification (indeed of
cohomological dimension 2). These ideas where also expanded by Hajir-Maire-Ramakrishna
[41] with the "cutting tower strategy" which allows them to obtain (tame) towers of number
fields with prescribed ramification and specific cohomological properties. Let us also quote
Hamza-Maire [45], where they apply cutting tower strategy for infinite splitting. Mild groups
are also an active topic of research in pro-p group Theory. For instance they played a key
role in the recent work of Jaikin-Souza [53] on pro-p groups with Sylvester completed group
algebra. Let us also quote the work of Mináč and his collaborators [98] who related Koszulity
and mildness and the work of Hamza [44, 43] which is studied in the third and fourth chapters
of this document.

The Fontaine-Mazur conjecture states that every analytic extension with finite tame
ramification is finite. Hajir, Larsen, Maire and Ramakrishna showed in [38] that this con-
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jecture does not hold when the set of prescribed tame ramification is infinite. Let us re-
fer the reader to the work of Boston [9, 8] who gave a group theoretical interpretation of
Fontaine-Mazur conjecture using Lazard’s results [69]. Let us also quote Hajir-Larsen-Maire-
Ramakrishna [38] who were interested in tame extensions, and Lim-Maire [74] who worked
on analytic extensions.

Realisation of absolute Galois groups

Maximal p-extensions and their Galois groups allow us to collect all p-extensions. We study
the converse problem: which pro-p groups are realisable as pro-p absolute Galois groups?
Mináč and Tân [96, 97] recently introduced two conjectures which give us necessary condi-
tions on these groups: the Massey vanishing and the Kernel Unipotent conjectures. The first
conjecture was investigated by several mathematicians during the last decade, let us quote
Merkurjev-Scavia [84, 85, 83], Snopce-Zalesski [122], Blumer-Quadrelli-Weigel [7], [110, 109],
Efrat [23, 24].

The situation is of particular interest for formally real Pythagorean fields of finite type
(RPF). Mináč [87] obtained a detailled classification of all pro-2 absolute Galois groups
of formally real Pythagorean fields of finite type, as a minimal collection of pro-2 groups
containing Z/2Z and stable by coproduct and some "special" semi-direct products. Quadrelli
proved the Massey vanishing conjecture for RPF, and in Chapter 5, we prove the Kernel
Unipotent conjecture for these fields.

Realisation of specific quotients of the absolute Galois group (more precisely Galois
group with prescribed ramification) is also an active problem, let us quote [105, 42, 25, 11]
and others.

Summary

In this thesis, we pay particular attention to the following groups:
(i) The Galois group of the maximal extension, unramified outside a set of primes S

which does not contain places above p (tame case), with underlying field rational numbers
or quadratic extension with trivial p-class group,

(ii) Quotients of Galois groups over p-rational fields, i.e. quotients of artihmetic situa-
tions with free Galois groups,

(iii) Absolute Galois groups of formally real Pythagorean fields of finite type.

Results and outline of the Thesis
The absolute Galois group of a field k is mysterious in general but some information is known.
For instance Neukirch and Uchida [129] showed that this group characterises number fields,
but Lubotzky and Neftin [77] showed that p-Sylow subgroups are not sufficient. We study
some specific (p-)quotients.
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Chapter 1: Generalities

In the first chapter, we study generalities on profinite (and especially pro-p) groups; the
work of Lazard and Brumer on compact and graded algebras, that we apply to pro-p groups;
then we finish by studying Galois Theory to infer results about field extensions from pro-p
groups.

If k is a number field, let S be a finite set of primes in k and denote by kS the maximal
extension of k unramified outside S. It is already known, see [58, Theorem 1.48] and [121,
Theorem 2], that Gal(kS/k) is strongly complete, i.e. for every integer d there exists a finite
number of algebraic extensions of degree d which are unramified outside S. Serre [119],
Nikolov and Segal [104] investigate connections between strong completness and finitely
generated profinite groups. However, it is still unknown whether the group Gal(kS/k) is
finitely generated. We recall these results in Part 1.1.

A natural connection between groups and compact algebras is given by the completed
group algebra. In Part 1.2, we focus on the study of these algebras. Graded algebras
and their Hilbert series are heavily used in the proof of the Golod-Shafarevich Theorem
and "l’Alternative des Gocha". In this part, we recall results from Brumer and Lazard on
compact and graded algebras (especially strong freeness and Koszulity) that allow us to infer
cohomological results. Compact and graded algebras are connected by the Grad functor. The
typical exemple is given by Right Angled Artin Algebras, studied in this part.

Part 1.3 focuses on the completed group algebra of pro-p groups and their associated
gradations. We give a particular attention to mild groups, introduced by Labute and Mináč
[62] and [66] which illustrated these connections and have cohomological consequences.

We finish with Part 1.4 where we discuss Galois Theory, in order to relate previous
results on group Theory with field extensions. Our main fields studied are local, global and
RPF. We recall Koch’s [59] results on p-extensions on local and number fields; then we finish
by discussing standard results on Pythagorean fields [67] and the Milnor conjecture [86],
which relates Witt rings, Cohomology and absolute Galois groups. Of course, the Milnor
conjecture holds for any fields, but we prefer to discuss it only for RPF, as we infer in
Chapter 5 a complete understanding of their absolute pro-2 groups which is also closely
related to the number of orderings and cohomology.

Chapter 2: A Note on Asymptotically good extensions in which in-
finitely many primes split completely

This chapter covers the paper [45] written in collaboration with Christian Maire.
Let p be a prime and k be a number field. For p = 2, we assume that k is totally

imaginary. In this chapter, we prove the existence of asymptotically good extensions L/K
of cohomological dimension 2 in which infinitely many primes split completely. Our result
is mostly based on mild groups introduced by Labute-Mináč [62, 66] and the "cutting tower
strategy" from Hajir, Maire, and Ramakrishna [41].
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Chapter 3: Zassenhaus and lower central filtrations of Pro-p groups
considered as modules

This Chapter covers [44].
This paper is deeply inspired by the work of Filip [28] and it aims to study the action

of groups on Zassenhaus and lower central filtrations of finitely generated pro-p groups. We
shall focus on the semisimple case. Particular attention is given to mild groups; and for these
groups, we answer positively to [92, Question 2.13].

Chapter 4: On extensions of number fields with given quadratic
algebras and cohomology

This Chapter covers [43].
We introduce a criterion on the presentation of finitely presented pro-p groups which

allows us to compute their cohomology groups and their gocha series. Consequently, we infer
"new" quotients of mild groups of cohomological dimension strictly larger than two.

We interpret these groups as Galois groups over p-rational fields with prescribed ramifi-
cation and splitting. These results are essentially grounded on Right Angled Artin Algebras
properties.

Chapter 5: On Maximal extensions of Pythagorean fields and ori-
ented Graph products

This Chapter covers [46] written in collaboration with Christian Maire, Ján Mináč and
Nguyên Duy Tân.

We introduce ∆ the group with two elements and a class of pro-2 groups that we call
∆-RAAG, which is a subclass of oriented pro-2 groups introduced by Blumer, Quadrelli and
Weigel in [7]. Using results of Mináč’ PhD Thesis [87] and Hamza’s Master thesis, we show
that pro-2 absolute Galois groups of formally real Pythagorean fields of finite type (RPF)
are ∆-RAAGs.

Conversely, if a ∆-RAAG is realisable as an absolute pro-2 Galois group, we show that
the underlying field is necessarily RPF. As an application, we exhibit ∆-RAAGs which are
not pro-2 absolute Galois groups. We also infer that pro-2 absolute Galois groups of RPF
satisfy the kernel Unipotent conjecture introduced by Mináč-Tân in [96].

Chapter 6: A complete answer to a question from Mináč-Rogelstad-
Tân

This final chapter gives a complete proof to [92, Question 2.13] asked by Mináč-Rogelstad-
Tân. A partial positive answer was already given by Hamza in [44], presented in Chapter 3.
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General notations
• Let p be a prime number (in general odd), and G be a pro-p group (in general finitely

presented). If G is finitely presented, we denote by {x1; . . . ;xd} (resp. {l1; . . . ; lr}) a minimal
set of generators (resp. relations) of G. We introduce 1 → R → F → G → 1, a minimal
presentation of G.
• Define [A;B] (resp. Ap) the closed subgroup of G generated by [a; b] := a−1b−1ab

(resp. ap), where A and B are subgroups of G, and a ∈ A, b ∈ B. Denotes by AB the closed
subgroup of G generated by {ab; a ∈ A, b ∈ B}.

• We define the i-th cohomology group of the profinite group G over Fp by:

H i(G) := lim−→
U

H i(G/U,Fp), where G := lim←−
U

G/U,

and U is taken in an open normal basis of G. The cohomological dimension of a pro-p group
G is the least integer n such that H i(G) = 0 for all i > n.

Filtrations and gradations

• Let A be the ring Fp or Zp.
• Denote by Al(A, G) the completed group algebra of G over A and observe that G

embeds naturally into Al(A, G). Define Aln(A, G) the n-th power of the augmentation ideal
of Al(A, G). We always assume that the A-module Aln(A, G)/Aln+1(A, G) is free. Notice
that this condition is automatically checked when A := Fp, contrary to the case A := Zp
(see for instance [63, Theorem]). Observe that Al(A, G) endowed with the topology given
by {Aln(A, G)}n∈N is a compact module.
• We fix {xj}1≤j≤d a lift in F of a basis of Al1(A, G)/Al2(A, G); by [120, Corollaire 3,

Proposition 42, Chapitre 14], this basis does not depend on the choice of A. The Magnus
isomorphism, from [69, Chapitre II, Partie 3], gives us the following identification of A-
algebras between Al(A, F ) and the noncommuative series over Xj’s with coefficients in A:

ϕA : Al(A, F ) ≃ A⟨⟨Xj; 1 ≤ j ≤ d⟩⟩; xj 7→ Xj + 1 (1)

• Define Ee(A) (resp. E(A)), where e := (e1; . . . ; ed) is a d-tuple of integers, as the alge-
bra A⟨⟨Xj; 1 ≤ j ≤ d⟩⟩ filtered by deg(Xj) = ej (resp. deg(Xj) = 1) and write {Ee,n(A)}n∈N
(resp.{En(A)}n∈N, the n-th power of the augmentation ideal) for its filtration. One in-
troduces I(A, R) the ideal of Ee(A) generated by {ϕA(r − 1); r ∈ R} endowed with the
induced filtration {In(A, R) := I(A, R) ∩ Ee,n(A)}n∈N, and Ee(A, G) the quotient filtered
algebra Ee(A)/I(A, R), with induced filtration {En(A, G)}n∈N.
• Introduce the following filtration on G:

Ge,n(A) := {g ∈ G;ϕA(g)− 1 ∈ Ee,n(A, G)}.

When A := Fp and e is trivial, this filtration denotes the Zassenhaus filtration of G (for
references see [92]). Under some conditions on G (see for instance [64]), if A := Zp, the
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filtration Gn(Zp) corresponds to lower central series, defined by γ1(G) := G and γn(G) =
[γn−1(G);G].

• Define

Le(A, G) :=
⊕
n∈N

Le,n(A, G), where Le,n(A, G) := Ge,n(A)/Ge,n+1(A), and

Ee(A, G) :=
⊕
n∈N

Ee,n(A, G), where Ee,n(A, G) := Ee,n(A, G)/Ee,n+1(A, G).

• Since G is finitely generated, one denominates for every integer n:

ae,n := rankALe,n(A, G), and ce,n := rankAEe,n(A, G),

gochae(A, t) :=
∑
n∈N

ce,nt
n.

If P :=
∑

n∈N pnt
n and Q :=

∑
n∈N qnt

n are two series with real coefficients, we say that: P ≤
Q ⇐⇒ ∀n ∈ N, pn ≤ qn. We denote by µ the Möbius function.

Algebras

To simplify notations, when the underlying ring (resp. degree e is trivial) is clear from
the context, we omit to write A (resp. e). We define E := Grad(E); this the graded
algebra A⟨X1; . . . , Xd⟩ of noncommutative polynomials on d variables over A where each Xi

is endowed with degree ei.
•An Fp-basis onE and E is given by monomials on the set of variables X := {X1; . . . ;Xd}.

An order on X (for instance X1 > X2 > · · · > Xd) induces a lexicographic order on mono-
mials on X, that we denote by >. We say that a monomial X contains a monomial Y if
there exist monomials M and N such that X =MYN .
Recall that we write commutators of Xi and Xj (in E or E ) as:

[Xi;Xj] := XiXj −XjXi.

• If z is an element in E, we denote by deg(z) (or nz) the weight of z, i.e. the integer
such that z ∈ Edeg(z) \ Edeg(z)+1. Then we define z the image of z in Edeg(z)/Edeg(z)+1, this
is a homogeneous polynomial, and we denote its degree by deg(z). We call ẑ the leading
monomial of z. For instance ̂[Xi;Xj] = XiXj if Xi > Xj.
• Consider a presentation of G with generators {x1; . . . ;xd} and relations {li}i∈I with I

a countable set. We denote by wi := ϕFp(li)−1 ∈ E. We say that G has a mild presentation
if:

gocha(G, t) =
1

1− dt+
∑

i∈I t
deg(wi)

.

The group G has a quadratic presentation if I is finite and for every integer i, deg(wi) = 2.
•We say that the algebra E (G) is Koszul, if the trivial E (G)-module Fp admits a linear

resolution (P, δ), i.e. Pi is a free-E (G)-module generated by elements of degree i (see for
instance [108, Chapter 2]).
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Field Theory

• Let k be a field. We define Gk the maximal p-quotient of the absolute Galois group
of k, we also call it the pro-p absolute Galois group of k.

• Furthermore, if k is a number field, we introduce Gp the maximal p-quotient of the
absolute Galois group of kp, the completion of k at the prime p. We denote by S a finite
set of tame primes of k, i.e for every p ∈ S, Nk/Q(p) ≡ 1 (mod p), and we introduce GS the
Galois group of the maximal p-extension unramified outside S.

• We denote by RPF the set of formally real Pythagorean fields k with characteristic
different from two and such that the group k×/k2× is finite, where k× (resp. k2×) is the set
of invertible elements (resp. invertible squares) of k. When k is RPF, we take p = 2.
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Chapter 1

Generalities

The goal of this Chapter is to survey some results in profinite (and particularly pro-p)
groups, filtered and graded Lie algebras, cohomology and Field theory in order to simplify
the understanding of the rest of the document.

1.1 Notions on profinite groups
Galois theory gives a correspondence between profinite groups and some (infinite) extensions
of a fixed field.

1.1.1 Generalities on profinite groups

This subpart is mostly inspired by [19, 138, 112].

Definition 1 (Profinite groups). A profinite group is a compact Haussdorf topological group
whose open subgroups form a basis for the neighbourhoods of the identity.

A pro-p group G is a profinite group, such that for every x in G and every open subgroup
U of G, there exists an integer m such that for all integers n ≥ m, we have xpn ∈ U .

Let us fix a base field k, and k a separable closure. Consider K a Galois (infinite)
extension of k, and we write K := ∪i∈IKi, where Ki are finite Galois extension of k, and
Ki ⊂ Ki+1.

Definition 2 (Krull Topology). The Krull topology on Gal(K/k) is given by the family
{Gal(k/Ki)} as a neighbourhood basis of 1.

The study of profinite group is motivated by the Galois correspondence:

Theorem 1. Every Galois group G (endowed with the Krull topology) is a profinite group.
Furthermore, if L is a Galois extension of k with Galois group G, we have a bijection between
fields extensions k ⊂ K ⊂ L and closed subgroups H of Gal(L/k), given by K 7→ Gal(L/K)
and H 7→ LH , where KH is the subfield of K fixed by H.

9



Proof. See [112, Theorems 2.11.1 and 2.11.3].

Let us now study some topological properties of profinite groups.

Proposition 1. If X is a subset of G, then the topological closure of X is
⋂
N XN, where

N is taken in a normal open basis of G.

Proof. This is [19, Proposition 1.2].

We can also characterize profinite groups as "collections of finite groups". Let us be
more precise:

Definition 3 (Filtered poset). Let Λ be a poset, endowed with relation ≤.
We say that Λ is a filtered poset if for every element α and β in Λ, there exists an element
ν in Λ such that ν ≥ α and ν ≥ β.

Definition 4 (Inverse limit of finite groups). Let (Gα)α∈Λ, be a nonempty family of finite
groups indexed by a filtered poset Λ.
Let fα;β : Gβ → Gα be a collection of surjective groups morphisms, such that:

1. for every α in Λ; fα;α = idGα,

2. for all α ≤ β ≤ γ; in Λ, we have fα;γ = fα;β ◦ fβ;γ.

We say that (Gα; fα;β)α≤β∈Λ is an inverse system.
Given an inverse system (Gα; fα;β)α≤β∈Λ, we can define a group:

(G; f) = {(gα)α∈Λ; fα;β(gβ) = gα ∀α ≤ β} ⊂
∏
α∈Λ

Gα.

The group (G; f) (which we denote G by abuse of notations) satisfies the following universal
property:

Gβ

fα;β

��

X

33

++

// G
fβ

>>

fα

  

Gα

for all α ≤ β in Λ, X finite groups, and fα, fβ surjections.
We say that G is the inverse limit of the system: (Gα; fα;β)(α;β)∈Λ2;α≤β, and we denote

it by G = lim←−α∈ΛGα. The group G is also endowed with the profinite topology defined by
kernels of the maps fα : G→ Gα as a neighbourhood basis of 1.

Proposition 2. Consider a nonempty inverse system (Gα; fα;β), then lim←−α∈ΛGα is nonempty.

Proof. See [19, Proposition 1.4]
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Proposition 3. A group is profinite if and only if it is an inverse limit of finite groups.
Moreover a group is a pro-p group if and only if it is an inverse limit of p-groups.

Proof. See [19, Proposition 1.3]

Example 1. With Proposition 3, we can easily give examples of profinite groups and pro-p
groups.

• Consider the set of p-adic integers Zp := lim←−n∈N Z/p
nZ. This is a pro-p group. For

more general references on p-adic integers, we refer to the book of Katok [56].

• Consider the example Ẑ := lim←−n∈N Z/nZ. Observe by the Chinease reminder Theorem
that

Ẑ :=
∏
p

Zp,

where p is taken in the collection of all prime numbers.

If G is a profinite group, then every open subgroup of G is of finite index. However,
what can be said about finite index subgroups of G?

Definition 5 (Strongly complete). A profinite group is strongly complete if and only if every
subgroup of finite index is open.

Proposition 4. A profinite group is strongly complete if and only if it does admit a countable
number of subgroups of finite index.

Proof. See [121, Theorem 2].

We say that a profinite group is finitely generated if it does admit a finite number of
generators as a topological group. During the last decade, Nikolov and Segal showed the
following result:

Theorem 2 (Nikolov-Segal). If G is a finitely generated profinite group, then G is strongly
complete.

Proof. See [104].

Example 2. Let us consider
A :=

∏
n≥5

A (n!)n

n ,

where An is the alternating group over n elements. Then A is a strongly complete profinite
group, but is not finitely generated (see [103, Part 6]).

11



1.1.2 Notions on pro-p groups

From now, we only study pro-p groups.

Definition 6 (Pro-p completion). If G is a group, we define the pro-p completion of G by:

Ĝ := lim←−
U∈U

G/U,

where U is the collection of all subgroups of index a power of p.

Observe that Ĝ is a pro-p group. This construction is very useful to construct coprod-
ucts, free pro-p groups, and free presentations. By universal property, we also have a natural
map G→ Ĝ with kernel given by

⋂
U∈U U .

Example 3. Consider G := Z, then Ĝ = Zp, the p-adic integers.

Definition 7 (Free products). Let {G1; . . . ;Gn} be a finite family of pro-p groups. The
free products (or coproduct in the category of pro-p groups) of {G1; . . . ;Gn}, denoted by
G1

∐
· · ·
∐
Gn, is the unique (up to isomorphisms) pro-p group, endowed with morphisms

ϕi : Gi → G1

∐
· · ·
∐
Gn, satisfying the following universal property:

G1

∐
· · ·
∐
Gn

&&
Gi

ϕi

OO

ψi
// X

where X is a pro-p group and ψi : Gi → X are fixed morphsims.

Proposition 5. Free products exist in the category of pro-p groups.

Proof. We just give their explicit constructions. For further details, we refer to [112, Propo-
sition 9.1.2].
Let {Gi}1≤i≤n be a finite family of pro-p groups. Call Gabs = G1 ∗ · · · ∗Gn the free product
of G1; . . . ;Gn in the category of groups, i.e. Gabs is given by words with letters in Gi. We
define

G :=
∐
i

G = Ĝabs.

Let us now study the smallest number of generators of the topological group G, that
we denote by d(G).

Proposition 6. The pro-p group G := lim←−α∈ΛGα is finitely generated if and only if the
set {d(Gα);α ∈ Λ} is bounded. Furtheremore there exits αo ∈ Λ such that for all α ∈ Λ
satisfying α ≥ α0, we have d(G) = d(Gα).

Proof. See [112, Lemma 2.5.3].
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Definition 8 (Frattini subgroups). Let G be a pro-p group.
We define the Frattini subgroup of G by:

Frat(G) =
⋂
M

M

where M is taken in the set of maximal open subgroups of G.

For pro-p groups, the Frattini subgroup is closely related to generators of G.

Theorem 3. Let G be a pro-p group, and Frat(G) its Frattini subgroup.

1. If G = lim←−α∈ΛG/Nα, then

G/Frat(G) = lim←−
α∈Λ

(G/Nα)/(Frat(G)/Nα).

2. We also have Frat(G) = Gp[G;G].

3. Furthermore, the pro-p group G is finitely generated if and only if Frat(G) is open.
Particularly, the subgroup generated by the product Gp and [G;G] is closed if and only
if d(G) <∞.

4. If d(G) <∞, then
G/Frat(G) ≃ Fd(G)

p .

Proof. The first point is given by [112, Corollary 2.8.3].
The second point is given by [19, Proposition 1.13].
The third point is given by [19, Proposition 1.14] and [19, Corollary 1.20].
The last point is given by [112, Lemmas 2.8.6 and 2.8.7].

Proposition 7. Let G and H be two finitely generated pro-p groups, then d(G
∐
H) =

d(G) + d(H).

Proof. See [112, Proposition 9.1.15].

The commutator subgroup [G;G] is closely related to the Frattini sugroup of G and is
very important in the study of finitely generated pro-p groups. Just to be complete, let us
give general results on group commutators:

Proposition 8 (Commutator identities). Let x, y, z be elements in G, and take n an integer.
We define xy := y−1xy. We have the following identities:

1. [x; y]−1 = [y;x],

2. [xy; z] = [x; z]y[y; z],

3. [x; yz] = [x; z][x; y]z,
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4. [xn; y] = [x; y]x
n−1

. . . [x; y]x[x; y],

5. [x; yn] = [x; y][x; y]y . . . [x; y]y
n−1,

6. (xy)n ≡ xnyn[y;x]
n(n−1)

2 mod [[G;G];G],

7. in particular, (xy)n ≡ xnyn mod [G;G].

Proof. These are just standard computations in group theory.

Let us now define free pro-p-groups and presentations.

Definition 9. Let X be a finite set, F a pro-p group, and i : X → F a map. Then (F ; i)
(that we will denote by F by abuse of notations) is a free pro-p group if and only if F satisfies
the following universal property:
for every pro-p group G, and map ψ : X → G, there exists a unique map ψ : F → G such
that the following diagram commutes:

F
ψ
// G

X

i

OO

ψ
>>

Furthermore, for every finite set X, there exists a unique pro-p group F (up to isomor-
phisms) which is free over X. In particular, if X is a finite set then d(F ) = |X|.

Explicitely, we construct the free pro-p group F with d generators by: F (d) =
∐d

j=1 Zp.

Definition 10 (Presentation of a pro-p group). Let G be a finitely generated pro-p group.
Then by freeness, we define a (free) presentation of G by the following exact sequence:

1→ R→ Fd(G)→ G→ 1,

where d is minimal.
Let I be a (countable) set. We say that {li}i∈I ⊂ F (d) is a minimal subset of relations

of G if the set {li}i∈I is a minimal set of generators of the closed normal subgroup R in F .
We define: r(G) := |I|, if {li}i∈I is a minimal set of relations defining G.

The freeness of a finitely generated pro-p group G can also be seen by the number of
generators of its open subgroups:

Theorem 4 (Generalised Schreier Formula). Let G be a finitely generated pro-p-group, then
G is free if and only if for all open subgroups H of G we have:

d(G)− 1 = [G : H](d(H)− 1).

Proof. This is the theorem 3.3.16 of [102].
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Remark 1. Labute and Dummit [20, Theorem 1] gave an analoguous result to Theorem 4
when G is a Demushkin group: the group G is Demushkin if and only if

d(G)− 2 = [G : H](d(H)− 2).

These groups play a fundamental role in Group theory: they naturally appear in Number
Theory and Geometry. For further references, let us for instance quote the book [123] from
Souza-Zapata.

Let us conclude this subpart with Golod-Shafarevich Theorem:

Theorem 5. Let G be a pro-p group with d generators and r relations. If d2 ≥ 4r, then G
is infinite.

Proof. This result is very famous, for a proof we can cite [19, Interlude D], [119, Appendix
2], [69, Appendice A.3] and [12, Parties 5 et 6]. We also propose an alternative proof in
Subpart 1.3.2.

1.1.3 Strong completness for pro-p groups

Strong completness for pro-p is well known:

Theorem 6. Let G be a pro-p group. Then G is finitely generated if and only if G is strongly
complete.

Serre proved the direct way in the 60′s (for instance see [19, Theorem 1.17]). In this
part, we investigate the reverse way, which is also well known from specialists, but we did
not find complete and direct references.

Introduce {xi}i∈I a minimal set of generators of G indexed by a set I, and let Frat(G)
be the Frattini subgroup of G, and ψ : G → G/Frat(G) be the canonical surjection. Using
[19, Proposition 1.9], we observe that :

G/Frat(G) ≃
∏
i∈I

x
Fp
i ,

as pro-p group (the second one with the product topology).

If G is infinitely generated, we construct a subgroup H of G which is dense (so not
closed, hence not open). We explain the strategy of our construction. First, following [112,
Example 4.2.12] we construct a subgroup of G/Frat(G), called HP which is of finite index in
G/Frat(G) and non open in G/Frat(G). Then, we consider the group H := ψ−1(HP ) which
answers our problem. Ultrafilter theory is essential to construct the group HP .

Definition 11. Let P be a subset of the set of subsets of I. We say that P is a ultrafilter if
it satisfies the following propeties:

1. if A,B in P , then A ∩B ∈ P ,
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2. if A ∈ P and B is a subset of I that contains A, then B ∈ P ,

3. the empty set is not in P ,

4. for every A subset of I, either A ∈ P or I \ A ∈ P .

For more references on ultrafilter theory, we refer to [49].

Construction of Hϕ

This construction is done in [112, Example 4.12.2].
We consider PI a non-principal ultrafilter, so it contains the Frechet filter of I, i.e all subsets
of I which contains all but finitely many elements in I. The ultrafilter PI exists by Zorn’s
Lemma. If g ∈ G/Frat(G), we write g = (gi)i∈I ∈

∏
i∈I x

Fp
i and we define Triv(g) := {i ∈

I; gi = 1}. Introduce:
HP := {h ∈ G; Triv(h) ∈ PI}.

First, we remark that HP is dense in G/Frat(G), and if h1 and h2 are in HP , then Triv(h1) =
Triv(h−1

1 ) and Triv(h1)∩Triv(h2) ⊂ Triv(h1h2), so by filter and ultrafilter properties Triv(h1h2) ∈
PI. So HP is a group. Moreover, if g ∈ G, and h ∈ HP , then Triv(h) ⊂ Triv(ghg−1), so HP

is a normal subgroup of G/Frat(G). Then HP is a dense proper subgroup of G/Frat(G).

Now, we show that HP is of finite index in G/Frat(G). Define ck = (xki )i∈I ∈ G/Frat(G).
For every g := (gi) ∈ G and k ∈ Fp, we define

Ik := {i ∈ I; gix
−k
i = 1}.

Then I =
⋃
k∈Fp Ik. So by ultrafilter property, there exists k ∈ Fp such that Ik ∈ PI. So

gc−1
k ∈ HP . This implies that HP is of index equal or less than p. However HP is proper in

G/Frat(G) and dense, this implies that HP is not open in G/Frat(G). Since G is a pro-p
group, then HP is of index p (see for instance [19, Lemma 1.18]).

Construction of H

Let ψ : G→ G/Frat(G). Take H := ψ−1(HP ), this is a normal subgroup of G. Take t1; . . . ; tp
a system of generators of (G/Frat(G))/HP . Then t1; . . . ; tp are also generators of G/H. Since
ψ is surjective, then H is proper in G, and by a Frattini argument H is dense in G. This
implies that H is non open in G and proper.

1.2 Compact and Locally finite graded Algebras
Let us give some general algebraic results before applying them to pro-p groups. This Part
is mostly inspired from [69, 14, 71]. Let us also quote [72, Chapter 1].
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1.2.1 Generalities

We begin by defining the categories of Compact Algebras and Graded locally finite Connected
Algebras (GCA).

Definition 12 (Filtered Compact Algebras). The set A is an object in the category of
compact algebra over A if and only if:

1. A is an A-algebra,

2. A is a complete and Haussdorf topological space,

3. there exists a countable family of closed two sided ideals {An}n∈N, basis of 0 such that
for every n, An/An+1 is a free A-module with finite rank.

The family {An}n∈N is called a filtration of A (name given by Lazard, in [69]). Since A
is Haussdorf, we have

⋂
nAn = {0}.

An arrow in the category of compact algebras is a morphism of A-algebras agreeing with the
topology. An arrow in the category of filtered compact algebras is a morphism of A-algebras
agreeing with filtrations.

The category of compact Algebras was defined by Brumer, in [14]. These two categories
have the same objects but not the same morphisms. If z is an element in the compact
filtered algebra A, we define the weight of z, that we denote by nz, by the integer n such
that z ∈ An \ An+1.

Example 4 (Noncommutative series). Consider the algebra A⟨⟨X1; . . . ;Xd⟩⟩. We can endow
each Xi with a weight ei. This allows us to define a filtration on A⟨⟨Xi⟩⟩, that we call (X, e)-
filtration. Take x ∈ A⟨⟨Xi⟩⟩, then we write x :=

∑
α aαXα. We define the weight of x in

Ee(A) by: nx := minaα ̸=0{eα1 + · · · + eαn}. Consequently we introduce Ee(A), the algebra
A⟨⟨Xi⟩⟩, endowed with the filtration:

Ee,n(A) := {x ∈ A;nx ≥ n}.

For general references on (X, e)-filtrations, let us quote [27, 69, 29].
Assume that for all i, we have ei := 1, then we define E(A) := A⟨⟨X1; . . . ;Xd⟩⟩, the free

algebra of noncommutative series over A, filtered by En(A), the n-th power of the augmen-
tation ideal E1(A), which is the closed two-sided ideal of E(A) generated by {X1; . . . ;Xd}.

For every choice of e, we have an isomorphism of compact algebras Ee(A) ≃ E(A), but
this is not an isomorphism of filtered compact algebras.

Let us now introduce the category of graded algebras.

Definition 13 (CGA). Let A be an A-algebra. We say that A is:

1. graded if there exists a countable family of free A-modules {An}n∈N such that A :=⊕
n∈N An,
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2. connected if A0 := A,

3. locally finite if for every integer n, the space An is a free finitely generated A-module.

An arrow in the category of locally finite, connected graded algebras is a morphism of algebra
agreeing with gradation.

The category of connected, locally finite graded algebras is denoted by CGA. It was
studied by Anick (see for instance [3]) and Lemaire [71].
Every element z in A can be written as a sum z :=

∑
n∈N zn where for every integer n, zn

is in An. We define by deg(z) the least integer n such that zn ̸= 0.

Example 5 (Filtrations on A). We can always define a filtration on the ring A: the trivial
one, i.e. A0 := A and Ai := 0 for i larger than one.

On Zp, we also have another filtration by n-th power of the augmentation ideal pZp.

Example 6 (Noncommutative polynomials). Denote by Ee(A) the algebra A⟨X1; . . . ;Xd⟩,
where each Xi is endowed with degree ei, graded by homogenous elements (sum of monomials
with same degree) of degree n. This is an object in CGA.

If we put ei := 1, we write E (A) rather than Ee(A).

Example 7. Let us consider an example of filtrations on A⟨⟨X1; . . . ;Xd⟩⟩ in an equivariant
context.

Assume ∆ is a cyclic group of order a prime q dividing p−1. Consider V a A[∆]-module
which is free on A and of dimension d. By Maschke’s Theorem, we can define a A[∆]-basis,
of V , {Xχ

j } satisfying δ(Xχ
j ) := χ(δ)Xχ

j , where χ is taken in the set of irreducible characters
of ∆ over A, that we denote Irr(∆).
Choose χ0 an nontrivial element in Irr(∆), then we have a bijection:

ψχ0 : Irr(∆)→ {1; . . . ; q}; χi0 7→ i.

Define Eχ0(A) the filtered algebra A⟨⟨Xχ
j ;χ ∈ Irr(∆)⟩⟩, where each Xχ

j has weight ψχ0(χ).
Denote by Eχ0 := Grad(Eχ0(A). These algebras were studied by Hamza in [44]. In particular,
he was able to give some results on equivariant components of some Lie algebras related to
a finitely generated pro-p group G.

Similarly, we define compact modules and graded modules.

Definition 14. Let A be a A-(filtered) compact algebra with filtration {An}n∈N. We say that
a A-module M is (filtered) compact if:

(i) M is a topological, separated and complete space,

(ii) M admits a family of submodules {Mn}n∈N closed basis of zero such that M/Mn has
finite length.

(iii) we have AnMm ⊂Mn+m.
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Morphisms of (filtered) compact-modules respect (filtrations) the topology.

Definition 15. Let A :=
⊕

n∈N An be a A-CGA. We say that a A -module M is graded

(i) if there exists a countable family of free finitely generated A -modules {Mn}n∈N such
that M :=

⊕
n∈N Mn,

(ii) we have the relation AnMm ⊂Mm+n.

Morphisms respect gradations.

Definition 16 (Hilbert Series). If M is a A -CGA module, we denote the Hilbert Series of
M by:

M (t) :=
∑
n

rankAMnt
n.

Proposition 9. Assume that we have an exact sequence of A -CGA modules:

0→ K →M → N → 0.

Then we have the following equality of Hilbert series:

M (t) = N (t) + K (t).

Proof. From the exact sequence, we infer for every integer n an exact sequence of free A-
modules:

0→ Kn →Mn → Nn → 0.

Then we infer rankAMn = rankANn + rankAKn.

The product
∏

(resp. the coproduct
⊕

) is well defined in the category of A-(filtered)
compact modules (resp. A -CGA) modules.

Let M (resp. M ) be a A (filtered)-compact (resp. A -CGA) module. We say that
M (resp. M ) is free if there exists a family {mi}i∈I in M (resp. {µi}i∈I in M ) such that
M ≃

∏
imiA (resp. M ≃

⊕
i µiA ). The filtration on M (resp. the gradation on M )

is given by the weights of the mi’s (resp. the degrees of the µi’s). Free-modules satisfy a
universal property and can be read from their Hilbert series.

Proposition 10. Let M be a A -CGA module generated by a family {µi}i∈I. Then M is
free on {µi}i∈I if and only if

M (t) =
∑
i

tdeg(µi)A (t).

Proof. The first implication is clear from M ≃
⊕

i µiA . Conversely, since {µi} generates
M , then by the universal property there exist a A -CGA module K and an exact sequence
of A -CGA modules:

0→ K →M ′ :=
⊕
i

µiA →M → 0.
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Consequently by Proposition 9 and the first implication, we have

M ′(t) :=
∑
i

tdeg(µi)A (t) = M (t) + K (t).

By hypothesis M (t) = M ′(t), so we infer K (t) = 0 which implies K = 0, so M ≃M ′ is
free.

Example 8. We have the isomorphisms:

Ee,1(A) ≃ X1Ee × · · · ×XdEe, and Ee,≥1(A) ≃ X1Ee ⊕ · · · ⊕XdEe,

where Ee,≥1(A) :=
⊕

i≥1 Ee,i(A) is the kernel of the augmentation map Ee(A) → A; which
maps Xi to 1.

Consequently Ee,1(A) and Ee,≥1(A) are free Ee(A)-compact module and Ee(A)-CGA mod-
ule, and the filtration (resp. gradation) is given by the weight (resp. degree) of Xi which is
ei. Observe also that we have the following Hilbert series:

Ee(t) =
1

1−
∑

i t
ei
, and Ee≥1(t) =

∑
i t
ei

1−
∑

i t
ei
.

1.2.2 Grad functor and Hilbert Series

Let us now study links between filtered compact algebras and CGA. More precisely, we
define a functor, called Grad, from the category of filtered A-compact modules to A -CGA
modules. For more details, we refer to the first parts of [69].

Let A be a filtered compact algebra endowed with a filtration {An}n∈N. We define
An := Gradn(A) := An/An+1, this is a free A-module. Then, we introduce A := Grad(A) :=⊕

n∈N An. Therefore A is a free A-module naturally endowed with an algebra structure: this
is an object in CGA, endowed with gradation {An}n∈N.

Furthermore, if we have a map f : A → B of (filtered) compact modules, then we
have f(An) ⊂ Bn, and so we can define maps fn : An/An+1 → Bn/Bn+1. Then we define
Grad(f) :=

⊕
n fn : Grad(A)→ Grad(B).

If x is a non trivial element in A, we define nx the weight of x, i.e. the integer n such that
x is in An but not in An+1. Therefore, we write x the image of x in Anx/Anx+1 ⊂ Grad(A).

Example 9. We have Ee(A) = Grad(Ee(A)) :=
⊕

n∈NEe,n(A)/Ee,n+1(A).
Let s be an element in Ee(A), then s is a series and we can write s :=

∑
i si where si is

a homogeneous polynomial of degree i. Observe that ns is the least integer such that si ̸= 0,
and s := sns.

Similarly, ifM is aA-filtered compact module, we define M := Grad(M) :=
⊕

nMn/Mn+1

and M(t) := M (t). This is a A -CGA module. If f : M → N is a morphism in the cate-
gory of (filtered) A-compact modules, then we define as previously a morphism of A -CGA
modules Grad(f) : Grad(M)→ Grad(N).

20



Proposition 11 (Grad of free compact-modules). We have the isomorphism:

Grad(
∏
i

miA) ≃
⊕
i

µiA ,

where µi := mi.
Conversely, if M is a free A -CGA module, then there exists a unique filtered A-compact

free module M such that M ≃ Grad(M).

Proof. See [69, Chapitre I, Formule (2.3.12)].

Assume that M is a filtered A-compact module. If K is a A-compact module which
embeds in M then we can endow K with the induced filtration on M by Kn :=Mn ∩K. It
is also sufficient to assume K closed in M , to obtain a filtered A-compact module structure.
If we have a surjection of A-compact modules f : M → N , then we can endow N with the
quotient filtration: this is the lowest filtration which makes f an epimorphism of filtered
A-modules, i.e. for every x in N , we have:

nx := sup
y∈M ;f(y)=x

ny.

It is also sufficient to assume N closed for the topology induced by the quotient filtration,
to obtain a filtered A-compact module structure.

Proposition 12. Assume that K is closed in M , and define N :=M/K. Then we have the
following exact sequence of A-compact modules:

0→ K →M → N → 0.

Consequently, if M is a filtered A-compact module, we infer the following exact sequence of
A -CGA modules:

0→ K := Grad(K)→M := Grad(M)→ N := Grad(N)→ 0.

Proof. [69, Chapitre I, Formule (2.3.8.2)].

Corollary 1. We have M (t) := K (t) + N (t).

1.2.3 Quotients of noncommutative series and polynomials

The main reference for this subpart is [69, Chapitre I, Partie 2].
Let us define I a closed two-sided ideal of Ee(A) generated by a family {wi}i∈I. We

define the induced filtration by Ee(A) on I by In := Ee,n(A) ∩ I. Consequently, I endowed
with the filtration {In}n∈N is a compact algebra.

Let us introduce Ee(w) := Ee/I the quotient of Ee by I, which is a compact A-algebra
generated by the images of {X1; . . . ;Xd}. We have a natural surjection f : Ee → Ee(w). We
define the quotient filtration on Ee(w) induced by Ee as the lower bound on filtrations on
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Ee(w), which makes f an epimorphism of filtred A-compact algebras, i.e. if x is an element
in Ee(w), we define:

nx := sup
y∈Ee;f(y)=x

ny.

We denote the previous filtration by {Ee,n(w)}n∈N.
Finally, we introduce I := Grad(I) and Ee(w) := Grad(Ee(w)).

Theorem 7. We have the following exact sequences:
• In the category of A-filtered compact algebras:

0→ I → Ee(A)→ Ee(w)→ 0,

• In the category A -CGA:

0→ I → Ee(A)→ Ee(w)→ 0.

Proof. This is exactly [69, Formule (2.3.8.2)].

Let us define ρi := wi the image of wi in Ee,nwi , I (ρ) the ideal of Ee generated by ρ and
Ee(ρ) := Ee/I (ρ). Observe that I (ρ) is also a A-CGA algebra. Computing I (and Ee(w))
is in general pretty hard, but we have the following result:

Proposition 13. We have an inclusion I (ρ) ⊂ I .

Proof. Observe that ρi is an element in I ∩Ee,nwi/I ∩Ee,nwi+1 ≃ Jnwi/Ee,nwi+1, where Jnwi is
the ideal generated by I ∩Ee,nwi and Ee,nwi+1. Consequently, ρi is in I . We conclude since
I is an ideal.

Let us now call E (ρ) := E /I (ρ). We have the following result on Hilbert series.

Corollary 2. We have:
Ee(w, t) ≤ Ee(ρ, t),

with equality if and only if I (ρ) = I .

Proof. From the last proposition, we have a surjection of graded vector spaces Ee(ρ)→ Ee(w),
which gives us the desired inequality. Furthermore the surjection is an isomorphism if and
only if we have equality of Hilbert series.

Let us now study some quotients of Ee, and for the rest of the subpart, we consider the
case A := Fp.
A basis of the Fp-graded vector space Ee is given by monomials: Xα := Xα1

iα1
. . . Xαr

iαr
, where

α is an r-uplet and iαk an element in {1; . . . ; d}. Consequently, every element x ∈ Ee can be
written x :=

∑
α aαX

α, with aα ∈ Fp.
Let us introduce an order on monomials > (for instance the order induced by Xd >

Xd−1 > · · · > X1), and denote by deg(Xα) the degree of Xα, i.e. α1 + · · ·+αr. We say that
Xα < Xβ, if deg(Xα) > deg(Xβ) and if we have equality, we use the lexicographic order.
If ρi ∈ Ee is of the form ρi :=

∑
α aαX

α, we introduce deg(ρi) := minaα{deg(Xα)}. Define
ρ̂i := maxα{Xα}.
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Remark 2. Let us give in this remark few words on Gröbner bases, and how to use them to
compute Hilbert series. For more details, we refer to [130, Chapters 2 and 3].

A subset G of I is a Gröbner basis of I if the ideal generated by the leading monomials
in G is equal to Î , the ideal generated by the leading monomials of elements in I . We say
that a monomial is normal if it does not contain a submonomial in Î , and we denote by N
the linear hull of all normal words. From [130, Theorem Part 2.3], we have the decomposition
Ee = N

⊕
I . In particular, we obtain an isomorphism of graded spaces Ee(w) ≃ N

From [3] we have the following result:

Lemma 1. We have the following inequality of Hilbert series:

E (ρ, t) ≥ E (ρ̂, t).

Proof. This is [3, Theorem 1.4].

So now, we are interested in the computation of monomial algebras. In [4], Anick
introduced n-chains. Assume that the family ρ̂ is an antichain of monomials, i.e. not stable
by submonomials. We inductively define n-chains of ρ̂ by 1-chain ρ̂(1) := ρ̂ and we say that
a monomial u := xi1 . . . xit is an n-chain if there exist integers aj and bj with 1 ≤ j ≤ n such
that:

• 1 = a1 < a2 ≤ b1 < a3 ≤ b2 < · · · < an ≤ bn−1 < bn = t

• xiaj . . . xibj ∈ ρ̂,
• xi1 . . . xis is not an m-chain for s < bm, 1 ≤ m ≤ n.

We denote by ρ̂(n) the set of n-chains of ρ̂. Observe that ρ̂(k)Fp
⊗

Ee(ρ̂) is a free graded
Ee(ρ̂)-module where elements in ρ̂(k) are endowed with degree defined in their embeddings in
Ee.

Theorem 8 (Anick resolution). We have the following exact sequence of Ee(ρ̂)-CGA modules:

· · · → ρ̂(n)Fp
⊗

Ee(ρ̂)→ · · · → ρ̂(1)Fp
⊗

Ee(ρ̂)→
⊕
i

XiEe(ρ̂)→ Ee(ρ̂)→ Fp → 0,

where of course deg(Xi) = ei.

Proof. This is [4, Theorem 1.4].

Corollary 3. We have the equality:

Ee(ρ̂, t) =
1

1−
∑

i t
ei +

∑
k≥1(−1)k+1ρ̂(k)(t)

.

Proof. We apply Theorem 8 and then we use Corollary 1.

Let us now discuss the special case of combinatorially free families. We say that a
monomial Xα is a submonomial of the monomial Xα′ , if there exists two monomials Xβ and
Xβ′ such that Xα′

:= XβXαXβ′ . Therefore, we write Xα ⊂ Xα′ .
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Definition 17. Let F := {Xα(i)}i∈I be a family of monomials. We say that F is combina-
torially free, if:

1. for every i ̸= j, Xα(i) is not a submonomial of Xα(j),

2. for every i, j, there do not exist nontrivial monomials Xβ and Xγ such that XβXα(i) =
Xα(j)Xγ.

Corollary 4. If the family ρ̂ is combinatorially free, then

E (ρ̂, t) =
1

1− dt+
∑

i t
deg(ρi)

.

Proof. We observe that ρ̂(2) = {0}. Then we conclude using Corollary 1.

Remark 3. When ρ̂ is combinatorially free, we can also observe that ρ̂ is a Gröbner basis
of I (ρ), and normal words are exactly words which do not contain ρ̂ as submonomials.

Combinatorially free families also satisfy the following nice property:

Theorem 9. Let w be a family in Ee and write ρ := w. We assume that the family ρ̂ is
combinatorially free, then we have

I = I (ρ).

As a consequence, we infer:

E (w, t) = E (ρ, t) = E (ρ̂, t) =
1

1− dt+
∑

i t
deg(ρi)

.

Proof. This is done in the proof of [29, Theorem 3.7], see also [60] and [43, Theorem B].

We conclude this part with an example.

Example 10 (Right Angled Artin Algebras). Let Γ := (X;E) be an undirected graph on d
vertices {X1; . . . ;Xd}. We define wij := [Xi;Xj] when {Xi;Xj} is in E. Observe that we
also have ρij := wij = [Xi;Xj].

Then upto the fixed order on monomials, either ρ̂ij = XiXj or ρ̂ij = XjXi. Furthermore,
the family ρ̂ij is combinatorially free (up to some order) exactly when Γ is a bipartite graph.

We define ∆ (resp. I(Γ), I (Γ)) the two-sided ideal generated by wij (resp. ρij). It is
not hard to see that ∆ = I(Γ) and Grad(∆) = Grad(I(Γ)) = I (Γ) (see [43, Proposition
1.7]). We also introduce

E(Γ) := E(w) := E/I(Γ).

When Γ is bipartite and has r edges, we infer:

E (Γ, t) =
1

1− dt+ rt2
.

In Example 11, we infer a formula for every graph using Koszulity.
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1.3 Group filtrations and cohomology
In this part, we study some filtrations of pro-p groups (mostly the Zassenhaus and the lower
central series) and relate them to Lie algebras. We infer several consequences on pro-p
groups.

1.3.1 Some Definitions

First, we introduce some definitions.

Definition 18 ((Completed) group algebra). Take G a finitely generated pro-p group. Define
the group algebra of G over A by:

A[G] = {
∑
g∈G

agg; (ag)g∈G almost zero everywhere in A}.

Take N ⊂ N ′ two open subgroups of G, then we have a surjection G/N ′ → G/N and so we
obtain the following surjection: A[G/N ′]→ A[G/N ]: this is an inverse system.
Define the completed group algebra of G over A by:

Al(A, G) := lim←−
N

A[G/N ], where N is open and normal.

The algebra Al(A, G) admits an augmentation map Al(A, G)→ A. We denote its kernel
Al1(A, G). The topology given by {Aln(A, G)}, the n-th power of Al1(A, G) makes Al(A, G)
a A-compact algebra. Furthermore, we have a map

G→ Al(A, G); g 7→
∏
N

gN, where N is taken in an open normal basis of G.

Thus A[G] is dense into Al(A, G).
Let us now endow Al(A, G) with filtrations. For this purpose, consider a minimal

presentation of G:
1→ R→ F → G→ 1,

defined by generators {x1; . . . ;xd} and relations {li}i∈I. Magnus isomorphism [69, Chapitre
II, Partie 3] gives us:

ϕA : Al(A, F )→ A⟨⟨X1; . . . ;Xd⟩⟩; xi 7→ Xi + 1.

Then we infer an isomorphism between Al(A, F ) and Ee(A). We denote by I(A, R) the
closed two-sided ideal of Ee(A) generated by {wi := ϕA(li − 1)}.

Consequently, we can define an (X, e)-filtration on Al(A, F ) and I(A, R) by the Magnus
isomorphism between Al(A, F ) and Ee(A). The filtration on I(A, R) is given by the in-
duced filtration from Ee(A) (given by {I(R)∩En(A)}n∈N). Then, we introduce Ee(A, G) :=
Ee(A)/I(A, R): this is a A-filtered compact algebra endowed with quotient filtration (see
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[69, Chapitre I, Resultat 2.1.7]). Magnus isomorphism gives us the following isomorphism of
compact algebras:

Ee(A, G) ≃ Al(A, G).
Introduce the following (X, e)-filtration on G:

Ge,n(A) := {g ∈ G;ϕA(g)− 1 ∈ Ee,n(A, G)}.

When A := Fp and e = 1, this filtration denotes the Zassenhaus filtration of G (for references
see [92]). Under some conditions on G (see for instance [64]), if A := Zp and e = 1, the
filtration Gn(Zp) corresponds to lower central series, defined by γ1(G) := G and γn(G) =
[γn−1(G);G].

We are interested in the following sets:

Le(A, G) :=
⊕
n∈N

Le,n(A, G), where Le,n(A, G) := Ge,n(A)/Ge,n+1(A), and

Ee(A, G) :=
⊕
n∈N

Ee,n(A, G), where Ee,n(A, G) := Ee,n(A, G)/Ee,n+1(A, G).

We always assume that Le(A, G) is torsion-free over A. Notice that this condition
is automatically checked when A := Fp, contrary to the case A := Zp (see for instance [63,
Theorem]). Since G is finitely generated, one denominates for every integer n:

ae,n := rankALe,n(A, G), and ce,n := rankAEe,n(A, G),

gochae(A, t) :=
∑
n∈N

ce,nt
n.

Finally, we define ne,i the weight of wi in Ee(A) and ρi the image of wi in Ee,ne,i(A)/Ee,ne,i+1(A).
Let us introduce a criterion on presentations of pro-p groups which allows us to compute

the gocha series.

Definition 19. We say that the presentation of G is mild, if the family w := {ϕFp(li − 1)}i
is combinatorially free in Ee(Fp), for some (X, e)-filtration.

1.3.2 (Co)homology of pro-p groups and algebras

In this subpart, we mostly follow [112, Chapter 6], [59] and [31, Chapter 3] for cohomological
results.

We observe that A is a compact Al(A, G)-module with trivial action (so also a filtered
compact Ee(A, G)-module). Let us consider a free resolution of Al(A, G)-compact modules
of A that we denote by:

· · · → Pn → · · · → P1 → P0 → A→ 0.

Let us consider B a discrete Al(A, G)-module, then we have a complex:

0→ HomAl(A,G)(A, B)→ HomAl(A,G)(P0, B)→ · · · → HomAl(A,G)(Pn, B)→ . . . .

26



Similarly, if we consider C a compact Al(A, G)-module, then we have a complex:

· · · → Pn ⊗Al(A,G) C → · · · → P1 ⊗Al(A,G) C → P0 ⊗Al(A,G) C → A⊗Al(A,G) C → 0.

Then we define H•(G,B) the homology of the first complex, and H•(G,B) the homology
of the second complex. To simplify notations, we write for every integer n:

Hn(G) := Hn(G,A), and Hn(G) := Hn(G,A).

Observe that Hn(G; •) (resp. Hn(G; •)) is a functor from the category of Al(A, G)-
compact modules to the category of Al(A, G)-discrete modules (resp. Al(A, G)-compact
modules). Furthermore, for every exact sequence 0 → A → B → C → 0 of Al(A, G)-
compact modules, we have connecting morphisms {δn}n∈N (resp. {δn}n∈N) and long exact
sequences:

· · · → Hn(G,A)→ Hn(G,B)→ Hn(G,C)→δn Hn+1(G,A)→ . . .

· · · → Hn(G,A)→ Hn(G,B)→ Hn(G,C)→δn Hn−1(G,A)→ . . .

Moreover, these functors do not depend on the resolution of A.
We define the cohomological dimension of G as the minimal integer n (eventually infi-

nite) such that for all m > n, Hm(G) = 0.

Remark 4. • In general we work with projective rather than free modules. However, since
here G is a finitely generated pro-p group, then by [102, Corollary 5.20] these notions coincide.
• For other references on (profinite) group cohomology, we also quote [119] and the

Thesis of Rogelstad [114, Chapter 2].

We can use cohomology to compute d(G) and r(G).

Theorem 10. Let G be a finitely generated pro-p group. Then we have

1. d(G) = dimFp G/Frat(G) = G/Gp[G;G] = dimFpH
1(G).

2. r(G) = dimFp R/R
p[R;F ] = dimFp H

2(G).

Proof. For the first point, see [59, Theorem 6.1].
For the second point, see [59, Theorem 6.13].

Consequently, we can define H(G) :=
⊕

nH
n(G): this is a graded A-vector space which

is endowed by a structure of graded algebra, where the product is given by the cup-product.
(see for instance the construction [31, Part 3.4]).

Remark 5. Similarly, we can construct (co)homology theory for compact and CGA algebras.
For instance, we notice that H(G) ≃ H(Al(G)). Furthermore, in some cases, we compare
H(G) with H(E (G)) (which are not always isomorphic, we refer to [73] for more details).

Proposition 14. We have the following assertions:
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(i) If H is a closed subgroup of G, then cd(H) ≤ cd(G).

(ii) The group G is free if and only if cd(G) = 1.

(iii) If G has torsion then its cohomological dimension is infinite.

Proof. For (i), we refer to [59, Theorem 5.3].
For (ii), we refer to [102, Proposition 3.5.17].
For (iii), there exists an element x in G of order pk. Then the closed subgroup H

generated by x is finite cyclic (indeed isomorphic to Z/pkZ). From [31, Exemple 3.2.9],
the group H has infinite cohomological dimension. So by (i), the group G has also infinite
cohomological dimension.

Consequently, if a group has finite cohomological dimension, then it is torsion-free, so
infinite.

1.3.3 Mild presentation, Koszulity and Right Angled Artin Groups

We finish this part by concrete examples of groups with cohomological dimensions larger
than or equal two. We refer to [108] for results on Koszulity, but also [75, 106]. In this
subpart, we always take A := Fp.

We remind that I (ρ) is the ideal generated by ρ := w := ϕFp(l• − 1) in Ee, and
I (Fp;R) = Grad(I(Fp, R) where I(Fp, R) is the ideal generated by w in Ee.

Definition 20. We say that a pro-p group G has a mild presentation, if the family ρ̂ is
combinatorially free in Ee(Fp).

We begin by studying the cohomology of mild groups.

Theorem 11. If G has a mild presentation, then we have the following exact sequence of
filtered Ee(Fp, G)-modules:

0→
∏
j

wjEe(Fp, G)→
∏
i

XiEe(Fp, G)→ Ee(Fp, G)→ Fp → 0.

Proof. First of all, from the proof of [29, Theorem 3.7], we have the following equality:

I (ρ) = I (Fp, R).

Furthermore since ρ is strongly free, we infer the filtered isomorphism (see [29])

I (Fp, R)/Ee,≥1(G)I (Fp, R) ≃
⊕
j

ρjEe(Fp, G),

where Ee,≥1(Fp, G) is the augmentation ideal of Ee(Fp, G).
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This gives us the resolution of Ee(Fp, G)-modules:

0→
⊕
j

ρjEe(Fp, G)→
⊕
i

XiEe(Fp, G)→ Ee(Fp, G)→ Fp → 0.

From Serre’s Lemma [69, Chapitre 5, Lemme (2.1.1)], we can lift the previous resolution to
infer:

0→
∏
j

wjEe(Fp, G)→
∏
i

XiEe(Fp, G)→ Ee(Fp, G)→ Fp → 0.

Corollary 5. If G has a mild presentation, then :

• the presentation is minimale,

• G has cohomological dimension 2,

• the gocha series is given by:

gochae(Fp, t) =
1

1−
∑

i t
ei +

∑
i t

dege(ρi)
,

Proof. This is a direct Corollary from Theorem 11, we also refer to [29, Corollary 5.3].

Let us now introduce Koszulity and for the rest of the subpart, we assume e = 1. Let
us denote by N := E /I , this is a Fp-CGA. We say that N is Koszul if:

(i) the ideal I admits quadratic generators,

(ii) the trivial N -CGA module admits a linear finite resolution, i.e. there exists an integer
n and free N -CGA modules Pi :=

⊕
j µi,jN where deg(µi) := i such that we have

an exact sequence of N -CGA modules:

0→Pn →Pn−1 → · · · → N → Fp → 0.

Let us denote by ρ the set of quadratic relations which defines N (so in E2). Let us
denote by V ∗ the dual of a vector space V . Observe that E ∗

2 ≃ E ∗
1 ⊗ E ∗

1 , and we have
a canonical pairing E2 × E ∗

2 → Fp. We define by ρ! a set of generators of the orthogonal
complement of ρFp. And we define I ! the two-sided ideal generetad by ρ! and N ! := E /I !.

Proposition 15. If N is Koszul, then we have the following isomorphism of graded algebras:

N ! ≃ H(N ).

Furthermore, we have:
N (t)N !(−t) = 1.

Moreover, if N ! is Koszul, then N is also and we have (N !)! ≃ N .

29



Proof. See [108, Chapter 2, Part 1].

From [43, Proposition], we have the following result, we also refer to Leoni-Weigel [73]:

Proposition 16. If the algebra E (G) is Koszul, then we have

H(G) ≃ E (G)!.

The difficulty here is to compute E (G). Let us give some examples.

Example 11. • If G admits a mild and Koszul presentation then Minàč-Pasini-Quadrelli-
Tân [98] showed that E (G) is Koszul.
• Let Γ be an undirected graph, and define G(Γ) with relations luv := [xu;xv] where

{u; v} is an edge of Γ. We define E (Γ) := E /I (Γ) where I (Γ) is the two-sided ideal of E
generated by [Xu;Xv] where {u; v} is an edge of Γ. Observe that E (Γ)! ≃ A (Γ), where A (Γ)
is presented by the following relations:

• XiXj when {i, j} /∈ E,

• X2
u for u ∈ [[1; d]],

• XuXv +XvXu for u, v in [[1; d]].

From [30], the algebra A (Γ) is Koszul, thus E (Γ) is also. Furthermore, we showed in [43]
that E (G(Γ)) ≃ E (Γ).

Let us denote by Γ(t) :=
∑

n cn(Γ)t
n, where cn(Γ) is the clique number of Γ, i.e. the

number of complete subgraphs of Γ with exactly n vertices. Then we infer

A (Γ, t) = Γ(t), and E (Γ, t) = gocha(G(Γ), t) =
1

Γ(−t)
.

Finally, the cohomological dimension of G(Γ) is given by the clique number of Γ, i.e. the
number of vertices of the maximal complete subgraph of Γ.

1.4 Galois Theory
In this part, we are interested by Galois groups over fields of characteristic zero. We will
give some results on local, global and formally real Pythagorean fields k. The goal of this
part, is to study some quotients of the group Gal(k̂/k), where k̂ is the maximal p-extension
of k: this is the compositum of all finite p-extensions of k (i.e finite Galois extension of order
a power of p). Let us first show that k̂ is stable by p-extensions.

Proof. Let L be a p-extension of k̂. If L′ is a conjugate of L over k, then L′ is also a
p-extension of k̂. Take N the normal closure of L/k, this is the compositum of L and its
conjugate over k. Then the Galois group of N over k is a fibered product of p-groups. Which
implies that N is a p-extension of k, so k̂ ⊂ L ⊂ N ⊂ k̂.
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1.4.1 Local fields

This subpart mostly follow [59, Chapters 8 and 10]. Let k be a local field of characteristic
zero, Ok its ring of valuation, pk its maximal ideal, πk a uniformizer, κ(k) its residual field,
qk the characteristic of the residue field, N(pk) the number of elements of κ(k). Here we
study the group G := Gal(k̂/k).

Case where qk is a power of p

Assume qk is a power of p, then we have the following result (for more details, we refer to
[139, §2] and [37]):

Theorem 12. The pro-p group G has [k : Qp] + 1 + δ generators. If k does not contain the
p-th root of unity, then G is free, else G is a Demushkin group.

Case qk is not a power of p

Assume that qk is not a power of p. We define:

k(n) := {x ∈ k×;x ≡ 1 (mod πnk )}.

Lemma 2. We have:
k× = πZ

k × κ(k)× × k(1),

with
k(1) ≃ µq∞(k)× Z[k;Qqk ]

qk ,

where µq∞(k) designates the roots of unity in k of order coprime to qk.

Proof. See [101, Proposition (2.5.7)].

Let K be a Galois finite extension of k, with degree d, ramification index e, and inertia
degree f . Define TK := k(µN(pK)−1), the maximal unramified extension contained in K. We
say δp(K) = 0 if K does not contain p-th roots of unity, else δp(K) = 1.

Corollary 6. Assume qk and p are coprime. Then, the following assertions are equivalent:

1. δp(K) = 1

2. µp(K) is a subgroup of κ(K)×,

3. p divides N(pK)− 1 := N(pk)
f − 1

4. N(pK) ≡ N(pk)
f ≡ 1 (mod p).
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Let us now study K/k, a tamely ramified extension: which means the ramification index
e is coprime with qk. Since K/TK is totally ramified, then πeK ∈ T×

K , and:

πeK := πk × ζ × ϵ,

with ζ ∈ κ(TK), and ϵ ∈ TK(1). However κ(TK)×TK(1) is a Zqk-module, and gcd(e, qk) = 1.
Therefore 1/e ∈ Zqk , and:

(
πK
ϵ1/e

)e = πkζ.

So πkζ is an e-th power in K, which implies:

K := TK((ζπk)
1/e).

Moreover, K/TK is Galois if and only if K contains e-th roots of unity.
In particular, assume K/k is a p-extension, with p coprime to qk. Then e = 1 or a power
of p, so K/k is tamely ramified. If k does not contain roots of unity, then K does not
(equivalence), and so e = 1. We obtain:

Corollary 7. Let p be coprime to qk, then:
N(pk) ̸≡ 1 (mod p) if and only if every p-extension of k is unramified.

Let us denote by
Gk := Gal(k̂/k), and Tk := Gal(k̂/Tk̂)

these are pro-p-groups, and we have:

Gk/Tk ≃ Zp.

Local class field theory identifies the uniformizer πk with a generator of Gk/Tk (Frobenius),
and a system ϵj of principal units with generators of Tk (Inertia group).

Proposition 17. If δp(k) = 0, then k̂ is the maximal p-unramified extension of k and

Gk ≃ Zp.

We can take the Frobenius as a generator of Gk.

Proof. If δp(k) = 0, then every p-extension is unramified.

Proposition 18. If δp(k) = 1, then the group Gk has two generators σ and τ , and one
relation:

[σ; τ ] = τN(pk)−1.

We can write:
Gk ≃ Zp ⋊ Zp ≃ Tk ⋊Gk/Tk,

here σ acts over τ by conjugacy given before.
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Proof. Assume δp(k) = 1, then p divides N(pk)− 1. Consequently

N(pk) ≡ 1 (mod p) =⇒ N(pk)
pn−1 ≡ 1 (mod pn).

Therefore the family {ζpn}n generates subgroups of κ(Tk).
One concludes that

Tk =
⋃
n∈N

k(ζpn).

Define
Kn := k(ζpn ; π

1/pn

k ), then, k̂ :=
⋃
n

Kn.

Considering Lemma 2, let us introduce:

σn(ζpn) := ζ
N(pk)
pn , and σn(π

1/pn

k ) :=π
1/pn

k

τn(ζpn) := ζpn , and τn(π
1/pn

k ) :=ζpnπ
1/pn

k .

So, we conclude writing τ :=
∏

n τn and σ :=
∏

n σn.

1.4.2 Global Field

Here we consider k a number field. We give here some tools to compare the global case with
the local one. Several pieces of information on the second case are known, see [59, Chapter
10]. We mostly follow for this subpart [59, Chapters 8 and 11], [139, § 3] and [37]. Let
us consider S := {p1, · · · , pd} a set of d different primes, and we define by kS the maximal
p-extension of k unramified outside S.

Wild case

Assume that S contains all primes above p.

Theorem 13. Assume either p ̸= 2 or k totally imaginary, then cd(GS) ≤ 2.

Proof. [37, Proposition 7].

Definition 21. We say that k is p-rational if GS is free.

Example 12. Let us give some examples:
• Take k := Q(ζp), when p is an irregular prime.
• A conjecture of Gras [34] states that if k is a fixed number field, then it is p-rational

for p large enough.
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Tame case

Let us here consider S := {p1, · · · , pd} a set of d different tame primes, i.e. p divides
Nk/Q(pi) − 1. Define kS the p-maximal extension of k unramified outside S, and GS :=

Gal(kS/k). Observe that the group Gp injects into Gk := Gal(k̂/k) and Gk surjects onto GS.
Consider the map ϕp given by:

ϕp : Gp → Gk → GS.

Then, we obtain a map:

ϕ∗
S : H

2(GS;Fp)→
⊕
p∈S

H2(Gp;Fp).

The goal of this part is to obtain some conditions ensuring that ϕ∗
S is injective. For this

purpose, let us introduce:

VS = {x ∈ k×, x ∈ kpp ∀p ∈ S}.
Observe that k×p is included in VS, and the group VS/k

×p is finite. Introduce BS :=
(VS/k

×p)∗, the dual of VS/k×p.

Theorem 14. We have the following injection:

ker(ϕ∗
S)→ BS.

Proof. See proof [59, Theorem 11.3].

Assume k := Q, or k is a quadratic imaginary extension of Q (if p = 3, assume k ̸= Q(j),
where j is a root of X2 +X + 1). Then BS = 0.
Therefore (see for instance [115, Theorem 2.6]), the pro-p group GS can be described by
x1, · · · , xd generators and l1, · · · , ld relations verifying:

li =
∏
j ̸=i

[xi, xj]
aj(i) mod F3(Fp), (1.1)

where aj(i) ∈ Z/pZ.
Furthermore, by Class Field theory, the element xi can be chosen as a generator of the

inertia group of pi. The element aj(i) is zero if and only the prime pi splits in kp{pj}/k, where
kp{p} is the (unique) cyclic degree p-extension of k unramified outside p. This is equivalent to

p
(pj−1)/p
i ≡ 1 (mod pj),

where pi is a prime in Q below pi.
Finally, by Class Field theory, the group GS is also FAB (finite abelianisation property),

i.e. every open subgroup has finite abelianisation. For references on FAB groups, we refer to
[62, 81]. For further references on Class Field Theory, we refer to [59, Part 8], [116, Chapter
2] and [101, Chapters IV-VI].
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Example 13. We give some examples.
• Take p = 3, and S0 = {7, 13}, T = ∅. Put S = {p1, p2, p3, p4, p5} with p1 = 31, p2 =

19, p3 = 13, p4 = 337, p5 = 7. The highest terms of the relations (1.1), viewed in E (A) :=
A⟨X1; . . . ;X5⟩, are ρ̂1 = X5X1, ρ̂2 = X5X2, ρ̂3 = X4X3, ρ̂4 = X4X2, ρ̂5 = X5X3. Since the
ρ̂i’s are combinatorially free, then GS is of cohomological dimension 2 by Theorem 5.
• Take p = 3, and consider k := Q(

√
−163). Then we define ∆ := Gal(k/Q) = Z/2Z,

and fix χ0 the nontrivial irreducible character of ∆ over Fp. Consider the following set of
primes in Q: {p1 := 31, p2 := 19, p3 := 13, p4 := 337, p5 := 7, p6 := 43}. The class group of
k is trivial, the primes p1, p2, p3, p4, p5 are inert in k, and the prime p6 totally splits in k.
Define S the primes above the previous set in k, and kS the maximal p-extension unramified
outside S. Then ∆ acts on G := Gal(kS/k), which is FAB by Class Field theory. Following
Koch’s presentation, the group G admits 7 generators and 7 relations which satisfies: ρ̂1 =
X5X1, ρ̂2 = X5X2, ρ̂3 = X4X3, ρ̂4 = X4X2, ρ̂5 = X5X3, ρ̂6 := X6X3, ρ̂7 = X7X3.
Therefore the pro-p group G is mild, so we obtain

gocha(Fp, t) :=
1

1− 7t+ 7t2
.

1.4.3 Formally real Pythagorean fields of finite type

The main reference is [68] and [67, Chapter VIII].
A field k is formally real if −1 is not a sum of squares. Furthermore, it is Pythagorean

if the sum of two squares is a square. Finally k is RPF if k is a formally real, Pythagorean
field and |k×/k2×| is finite. We denote by Gk the pro-2 absolute Galois group of k. Observe
that Gk is a finitely presented pro-2 group and we have an isomorphism of F2-vector spaces
Gk/Gk,2 ≃ k×/k2×. So Gk is finitely generated and we denote by d := dimF2 H

1(Gk).

Definition 22. An ordering on k is a set P which satisfies the following properties:

(i) P + P ⊂ P ,

(ii) P.P ⊂ P ,

(iii) k = P ∪ (−P ).

The number of orderings of k, that we call o(k) is bounded by d and 2d−1. This is a well
studied invariant, and we refer to [13] and [89]. There exist always fields k which reach the
previous bounds for every d: we say that k is SAP if o(k) = d and k is superpythagorean if
o(k) = 2d−1. An ordering P also defines a unique morphism σP : k

×/k2× → F2. We denote
by Xk the set of orderings of k endowed with the topology induced by the product topology
on Fk

×/k2×

2 . Indeed Marshall [82] showed that the tuple (Xk; k
×/k2×) classifies RPF fields.

Mináč and Spira [95, 94] also showed that indeed the quotient Gk/Gk,3(F2) classifies RPF.
We finish by a discussion on the Milnor conjecture which was proved by Jacob for RPF

fields [52] (it is also true for general fields, for further details, we refer to [111, 86, 133, 17],
etc). This conjecture gives isomorphisms of commutative F2-CGA algebras, that we describe
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in more details below, between the graded Witt ring GW•(k), the mod 2 Milnor K-theory
of m•(k) and the cohomology algebra H(G):

GW•(k)

m•(k) H(Gk)h•

s•

Let us first begin to describe these graded algebras. Recall that H(Gk) is the cohomology
algebra of the pro-2 absolute Galois group of k, that we denote by Gk, with coefficient in F2,
where the product is given by the cup-product.

We define by M1(k) the group {[a]; a ∈ k∗} with additive notation, i.e. [ab] := [a] + [b];
and M•(k) by the quotient of the tensor algebra

⊕
nM1(k)

⊗n by the ideal generated by the
relations [a]⊗ [1− a] with [a] and [1− a] in M1(k). Finally, we introduce

m•(k) :=M•(k)/2M•(K).

This gives us for instance m0(k) := F2 and m1(k) := k∗/k2∗.
We define the Witt group of k as the Grothendieck group of the monoid on equivalence

classes of quadratic forms over k by hyperbolic forms with sum given by direct orthogonal
sum. Then we denote by W (k) the Witt ring of k, which is the Witt group of k endowed
with product given by the tensor product. Since isotropic forms have even dimension, then
we have a well defined and nontrivial map dim: W (k) → F2, which maps a quadratic form
to its dimension modulo 2. We define Ik := ker(dim) and

GW•(k) :=
⊕
n

Ikn/Ikn+1.

Witt rings play a fundamental role in the study of quadratic forms and Formally real
Pythagorean fields are exactly the fields with torsion-free Witt rings (see [67, Theorem
4.1, Chapter VIII]).

Let us now describe the morphism s• and h•. For every integer n, we define sn : mn(k)→
GWn(k) by

sn([a1]⊗ · · · ⊗ [an]) := ⊗1≤i≤n < 1;−ai > .

Furthermore, we already have an isomorphism h1 : k
∗/k2∗ → H1(G), that we extend to a

morphism
h• : m•(k)→ H(G).

Example 14. Let us finish this part with some examples of Pythagorean fields:

• The field R is RPF with absolute Galois group G := Z/2Z. The field of constructible
numbers is also Pythagorean and formally real (but not of finite type). Both of these
fields only have a unique ordering.
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• For every integer d, we define k := R((x2)) . . . ((xd)) the iterated Laurent series on
x2, . . . , xd. Then k is a superpythagorean field satisfying |k× : k2×| = 2d and o(k) =
2d−1. For further references, we refer to [68], [26] and [32, Example 2.19].

• For every integer d, we construct an algebraic extension k of Q which is SAP and
satisfies o(k) = d and |k× : k2×| = 2d. Let us consider the polynomial P := 5(X −
1) . . . (X − d) + 1, then P has exactly d real roots and is irreducible (see an extension
of Polya’s criterion [128]). Consider E := Q/P , then from [67, Corollary 2.20], the
field E has exactly d orderings P1, . . . , Pd. Take Ri the Euclidean closure of (E,Pi),
and define k := ∩di=1Ri. Then k is SAP and satisfies the desired conditions. We also
refer to Lam [68, Chapter 17].
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Chapter 2

A Note on Asymptotically good
extensions in which infinitely many
primes split completely

Let K be a number field, and let L/K be an infinite unramified extension. Denote by
SL/K the set of prime ideals of K that split completely in L/K. In [50] Ihara proved that∑
p∈SL/K

logN(p)

N(p)
<∞, where N(p) := |OK/p|; and this result raised the following interesting

question: are there L/K for which SL/K is infinite? This question was answered in the
positive by Hajir, Maire, and Ramakrishna in [41]. Infinite unramified extensions L/K are
special cases of infinite extensions for which the root discriminants rdF := |DiscF |1/[F :Q] are
bounded, where the field F ranges over the finite-dimensional subextensions of L/K, and
DiscF is the discriminant of F . Such extensions are called asymptotically good, and it is now
well-known that in such extensions the inequality of Ihara involving SL/K still holds (see for
example [127], [70]).

Pro-p extensions of number fields with restricted ramification allow us to exhibit asymp-
totically good extensions. Let p be a prime number, and let S be a finite set of prime ideals
of K coprime to p (more precisely each p ∈ S is such that N(p) ≡ 1(mod p)); the set S
is called tame. Let KS be the maximal pro-p extension of K unramified outside S, put
GS := Gal(KS/K). In KS/K the root discriminants are bounded by some constant depend-
ing on the discriminant of K and the norm of the places of S (see for example [40, Lemma 5]).
Moreover thanks to the Golod-Shafarevich criterion, it is well-known that KS/K is infinite
when |S| is large in comparison to the degree of K over Q (see for example [102, Chapter X,
§10, Theorem 10.10.1]), and therefore asymptotically good. For instance, if p > 2, QS/Q is
infinite when |S| ≥ 4. In [41] the authors showed that when S is large, there exists infinite
subextension L/K of KS/K for which the set SL/K is infinite, without providing any infor-
mation on Gal(L/K). Here we prove:

Theorem A. Let p be a prime number, and let K be a number field. For p = 2 assume K
totally imaginary. Let T and S0 be two disjoint finite sets of prime ideals of K, where S0 is
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tame. Then for infinitely many finite sets S of tame prime ideals of K containing S0, there
exists an infinite pro-p extension L/K in KS/K such that

(i) the set SL/K is infinite and contains T ;

(ii) the pro-p group G := Gal(L/K) is of cohomological dimension 2;

(iii) the minimal number of relations of G is infinite, i.e. |H2(G,Fp)| =∞;

(iv) for each p ∈ S, the local extension Lp/Kp is maximal, i.e. isomorphic to Zp ⋊ Zp;

(v) we have the equality gocha(G, t) =
(
1− dt+ rt2 + t3

∑
n≥0

tn
)−1, where d is the mini-

mal number of generators of GS, and where r is explicit, depending on K,S, T .

Remark 1. We will see that the pro-p group G of Theorem A is mild in the terminology of
Anick [2]. See also Labute [62] for arithmetic contexts.

Remark 2. Let L/K be an asymptotically good extension.
Set TL/K := {p ⊂ OK , f(p) < ∞}, where f(p) is the residue extension degree of p in

L/K. Then one actually has
∑

p∈TL/K

logN(p)

N(p)
<∞ (see [50], [127], etc.). But observe that

SL/K = TL/K in the context of Theorem A. To be complete, also note that for X ≥ 2 one
has (assuming the GRH):

|{p ∈ SL/K , N(p) ≤ X}| ≤ cX1/2
(
[K : Q]logX + b

)
,

where c is an absolute constant, and where b is an upper bound for the sequence of the root
discriminants in L/K; in particular one can take b = log|DiscK | when L/K is unramified
(see [41]).

The proof follows the strategy developed by Labute [62] (see also [66], [117], [29] etc.) for
studying the cohomological dimension of a pro-p group G, through the notion of strongly free
sets introduced by Anick [3]. By following the approach of Forré [29], we adapt this idea to the
setting where the minimal number of relations of G is infinite. This key idea is associated to a
result of Schmidt [117] that shows that the pro-p groupGS is of cohomological dimension 2 for
some well-chosen S; the proof of Schmidt involves the cup-product H1(GS,Fp)∪H1(GS,Fp).
Here we use the translation of this cup-product to the polynomial algebras, due to Forré
[29]. In particular, this allows us to choose infinitely many Frobenius elements in GS such
that the family of the highest terms of these plus the highest terms of the relations of GS, is
combinatorially free (see §2.1.1 and Definition 23). We conclude by cutting the tower KS/K
by all these Frobenius elements: this is the strategy of [41].

This note contains two sections. In §1 we recall the results we need regarding pro-p
groups, graded algebras, and arithmetic of pro-p extensions with restricted ramification. In
§2 we start with an example involving K = Q, and prove the main result.
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Notations.
Let p be a prime number.
• If V is a Fp-vector space we denote by dimV its dimension over Fp.
• For a pro-p group G, we denote by H i(G) the cohomology group H i(G,Fp). The p-rank
of G, which is equal to dimH1(G), is noted d(G).

2.1 The results we need

2.1.1 On pro-p groups

For this section we refer to [14], [59, Chapters 5, 6 and 7], and [29]. Take a prime number p.
Let G be a pro-p group of finite p-rank d, and let 1 → R → F → G → 1 be a minimal

presentation of G by a free pro-p group F . We denote by {x1; . . . ;xd} a minimal set of gen-
erators of G, and {li; i ∈ I} a minimal set of presentation of G. We observe that R/Rp[R,R]
is a Al(Fp, G)-compact module, which is generated by the wi := ϕ(li− 1)’s, where ϕ denotes
the Magnus isomorphism (1) and Al(Fp, G) is the completed group algebra of G over Fp.
The cohomological dimension cd(G) of G is the smallest integer n (possibly n = ∞) such
that H i(G) = 0 for every i ≥ n+ 1.

Theorem. One has cd(G) ≤ 2 if and only if R/Rp[R,R] ≃
∏
I

wiAl(Fp, G). Moreover

dimH2(G) = |I|.

Proof. See [14, Corollary 5.3] or [59, Chapter 7, §7.3, Theorem 7.7].

We are going to translate conditions of Theorem 2.1.1 into the algebra E := ⟨X1, · · · , Xd⟩.

Filtred and graded algebras

The results of this section can be found in [3].
• Let E be the algebra of series in noncommuting variables X1, · · · , Xd with coefficients in

Fp. We consider now non-commutative multi-indices α = (α1, · · · , αn), with αi ∈ {1, · · · , d},
and we denote by Xα the monomial element of the form Xα := Xα1 · · ·Xαn . We endow each
Xi with degree 1; and we denote by deg(Xα) the degree of Xα which is |α|.

For Z =
∑
α

aαXα, the quantity deg(Z) := minaα ̸=0{deg(Xα)} is the valuation of Z, with

the convention that deg(0) =∞.
For n ≥ 0, put En := {Z ∈ E, deg(Z) ≥ n}. Observe that E1 is the augmentation ideal

of E: this is the two-sided ideal of E topologically generated by the Xi’s. The algebra E is
filtered by the En’s and its graded algebra Grad(E) is then:

Grad(E) :=
⊕
n∈Z≥0

En/En+1 ≃ E .
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In other words, Grad(E) is isomorphic to E , the non-commutative polynomial algebra
Fp⟨X1, . . . , Xd⟩, where eachXi is endowed with formal degree 1. Let E≥n := {z ∈ E , deg(z) ≥
n} be the filtration of E ; observe that E≥1 is the augmentation ideal of E .
• Let Xα, Xα′ be two monomials (viewed in E or in E ). The element Xα is said to be a

submonomial of Xα′ , if Xα′ = XβXαXβ′ , with Xβ, Xβ′ two monomials of E .

Definition 23. A family F = {Xα(i)}i∈I of monomials of E is combinatorially free if for
all i, j:

(i) Xα(i) is not a strict submonomial of Xα(j),

(ii) if Xα(i) = XαXβ and Xα(j) = Xα′Xβ′, then Xα ̸= Xβ′, with Xα, Xβ, Xα′, Xβ′

nontrivial monomials, i.e. different from 1.

The monomials may be endowed with a total order < as follows. First let us consider
the natural ordering <′ defined by: X1 <

′ X2 <
′ · · · <′ Xd.

Definition 24. Let Xα and Xβ be two monomials. We say that Xα > Xβ, if deg(Xα) <
deg(Xβ). If Xα and Xβ have the same valuation, we use the lexicographic order induced by
<′.

Now, let Z =
∑

α aαXα be a nonzero element of E, with aα ∈ Fp. Then Ẑ :=

max{Xα, aα ̸= 0} is the highest term respecting the order <. Observe that Ẑ ∈ E .

• Let Î = E FE be the two-sided E -ideal generated by F := {Zi}i∈I, where F is
a locally finite graded subset of E≥1; in particular I is countable. Let Ê := E /Î be the
quotient endowed with the quotient filtration; we denote by Ê (t) :=

∑
n∈Z≥0

dim Ên · tn the

Hilbert series of Ê . Observe that the family F generates the Ê -CGA module Î /Î E≥1.

Theorem (Anick). If the family {Ẑ}i∈I is combinatorially free, then

(i) Î /Î E≥1 is a free Ê -CGA module over the Zi’s, and

(ii) Ê (t) =
(
1− dt+

∑
i∈I

tni
)−1, where ni := deg(Zi).

Proof. See [3, Theorems 2.6 and 3.2].

If Î /Î E≥1 is a free Ê -module over the Zi’s, we say that the family F = {Zi}i∈I is
strongly free (see [3]).

Example 15. Take d = 5. Let an ≥ 1 be an increasing sequence, and consider the family
F = {X5X3, X4X2, X4X3, X5X2, X5X1, X5X

an
4 X1, n ≥ 1}. Put Ê := E /E FE . Then F is

combinatorially free, and Ê (t) =
(
1− 5t+ t2

∑
n≥1

tan
)−1.
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Pro-p groups of cohomological dimension ≤ 2 and polynomial algebras

Let F be a free pro-p group on d generators x1, · · · , xd. Let Al(Fp, F ) be the complete
group algebra of F over Fp. Recall that Al(Fp, F ) is isomorphic to the Magnus algebra
E; this isomorphism φ is given by xi 7→ Xi + 1 (see for example [59, Chapter 7, §7.6,
Theorem 7.16]). Let us endow E with the filtration and the ordering of §2.1.1. Observe that
E1 ≃ IF := Ker(Al(Fp;F ) → Fp); that is, E1 is isomorphic to the augmentation ideal of
Al(Fp;F ).

Take x ∈ F , nontrivial. Then the degree deg(x) of x is defined as deg(x) := deg(ϕ(x−1)).
We denote by x̂ ∈ E the highest monomial of ϕ(x − 1) ∈ E; we say that x̂ is the highest
term (or monomial) of x.

Example 16. Take d ≥ 3 with the lexicographic ordering X1 < X2 < X3 < · · · < Xd.

(i) The highest term of [x1, [xp
n

2 , x3]] is X3X
pn

2 X1, n ≥ 1.

(ii) Given x, y ∈ F, let us write fx(y) = [x, y] ∈ F. Then the highest term of fx1 ◦f ◦n
x2
(x3)

is X3X
n
2X1, n ≥ 1.

Let G be a pro-p group of p-rank d, and let 1 → R → F → G → 1 be a minimal
presentation of G by F ; this induces a morphism of compact algebras θ : Al(Fp;F ) →
Al(Fp;G), which respects the filtration given by n-th power of augmentation ideals. For
i ∈ I, put wi := φ(li − 1) ∈ E1; ni = deg(wi). Let I(R) ⊂ E1 be the closed two-sided ideal
of E1 topologically generated by the wi’s, i ∈ I; one has Ker(θ) ≃ I(R) (see for example
[59, Chapter 7, §7.6, Theorem 7.17]). Then Magnus isomorphism induces an isomorphisms
ϕ : Al(Fp;G)→ E(G) := E/I(R). Observe that E(G) is endowed with the quotient filtration
of E defined as follows for the valuation degG: for z ∈ E(G), let us define

degG(z) := max{deg(φ(z′)), z′ ∈ Al(Fp;F ), φ(θ(z′)) = z}.

Put En(G) := {z ∈ E(G), degG(z) ≥ n}, the filtration of E(G). Then Grad(E(G)) :=⊕
nEn(G)/En+1(G) is the graded algebra E (G) respecting the quotient filtration with

E (G, t) := gocha(G, t) :=
∑
n≥0

dimEn(G)/En+1(G) · tn as Hilbert series.

For n ≥ 1, put Fn := {x ∈ F, ϕ(x − 1) ∈ En}, and Gn := FnR/R. The sequences (Fn)
and (Gn) are the Zassenhaus filtrations of F and G. The filtration (En(G)) also corresponds
to the filtration coming from the augmentation ideal of Al(Fp, G) (see [69, Appendice A.3,
Théorème 3.5]).

Theorem. Let F = {li}i∈I be a family of elements of R which generates R as closed normal
subgroup of F . If {l̂i}i∈I is combinatorially free, then

(i) R/Rp[R,R] ≃
∏
i∈I

liE(G), cd(G) ≤ 2, and dimH2(G) = |I|;

(ii) gocha(G, t) =
(
1− dt+

∑
i∈I

tni
)−1

, where d = dpG, and ni := deg(li).
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Proof. When the set of indices I is finite, this version can be found in [29]. We show here
that the result also holds when I is infinite. First, observe that as {l̂i}i∈I is combinatorially
free then I is countable infinite, and F is a convergent family.

Let us recall now that one has the topologicalG-isomorphism R/Rp[R,R] ≃ I(R)/I(R)E1

(see for example [29, Proposition 4.3]). We want some informations on the G-module
R/Rp[R,R], and then on I(R)/I(R)E1.

For i ∈ I, let ρi ∈ E be the initial form of wi := ϕ(li − 1) ∈ E1 defined as follows:
let us write wi = ρi,ni + ρi,ni+1 + · · · , where ni = deg(wi) and where ρi,j are homogeneous
polynomials of degree j (possibly ρi,j = 0); then put ρi := ρi,ni . Observe that ρ̂i = ŵi = l̂i.

Let I (ρ) be the closed two-sided ideal of E generated by the family {ρi}i∈I. Since the
family {l̂i}i∈I is combinatorially free then by Anick’s Theorem the family {ρi}i∈I is strongly
free. Put E (ρ) := E /I (ρ).

Proposition 19. One has I (ρ) = Grad(I(R)) ⊂ E . In particular, one gets E (G) ≃ E (ρ),
and the following isomorphisms of E (ρ)-CGA modules:

Grad(I(R)/I(R)E1) ≃ I (ρ)/I (ρ)E≥1 ≃
⊕
i∈I

E (ρ)ρi ≃
⊕
i∈I

E (ρ)[ni],

where E (ρ)[ni] means E (ρ) as E -module with an ni-shift filtration.

Proof. This is only a slight generalization of the case I finite; see proof of [29, Theorem 3.7].
We also refer to the Theorem 11 and its proof.

Then by Theorem 2.1.1 and Proposition 19 we first get

gocha(G, t) = E (ρ, t) =
(
1− dt+

∑
i∈I

tni
)−1·

Consider now the continuous morphism

Ψ :
∏
i∈I

E(G)→ I(R)/I(R)E1 ≃ R/Rp[R,R],

which sends (ai) to
∑

i aiwi (mod I(R)E1). Since ni → ∞ with i, the morphism Ψ is well-
defined. Remember that E(G) ≃ E/I(R).

Lemma 3. The map Ψ is surjective.

Proof. Put W := {
∑

i∈I aiwi, ai ∈ E} ⊂ I(R). Then

I(R) = WE = WFp +WE1 = W +WE1.

We conclude by noticing that WE1 ⊂ I(R)E1.
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Set N := Ker(Ψ). Therefore one gets a sequence of filtered G-modules:

1→ N→
∏
i∈I

E(G)[ni]
Ψ→ I(R)/I(R)E1 → 1.

This one induces the following sequence of graded E -modules:

0→ Grad(N)→ Grad(
∏
i∈I

E(G)[ni])→ Grad(I(R)/I(R)E1)→ 0.

For the surjectivity, use the fact that I is countable. Now since ni →∞ with i, then

Grad
(∏
i∈I

E(G)[ni]
)
≃
⊕
i∈I

E (G)[ni].

By Proposition 19, we finally get that Ψ induces an isomorphism between Grad
(∏
i∈I

E(G)[ni]
)

and Grad
(
I(R)/I(R)E1

)
, which implies Grad(N) = 0, then N = 0. Hence, as G-modules,∏

i∈I

E(G) ≃ I(R)/I(R)E1 ≃ R/Rp[R,R]. One concludes by applying Theorem 2.1.1.

Remark 6. The conclusions of Theorem 5 also hold if {l̂i}i∈I is strongly free.

Cup-products and cohomological dimension

Here we assume p > 2.
Let G be a pro-p group of p-rank d which is not free pro-p. Recall that the cup product

maps H1(G) ⊗H1(G) to H2(G). Labute in [62] gave a criterion involving cup-products so
that cd(G) = 2. This point of view has been developed by Forré in [29].

Theorem (Forré). Let p > 2 be a prime number. Let G be a finitely presented pro-p group
which is not free pro-p. Suppose that H1(G) = U⊕V with U and V such that U ∪U = 0 and
U ∪ V = H2(G). Then cd(G) = 2, and G can be described by d generators and r relations
l1, · · · , lr such that the highest term of each li is of the form Xt(i)Xs(i) for some s(i), t(i) such
that s(i) ≤ dimV < t(i), and (s(i), t(i)) ̸= (s(j), t(j)) for i ̸= j.

Proof. See the proof of [29, Theorem 6.4, Corollary 6.6] with the choice of the ordering
X1 < X2 < · · · < Xd.

Let us make the following observation: given n ≥ 1, according to Example 16 one can
find some x ∈ F for which the highest term is of the form XkX

n
j Xi, for i < j < k.

Corollary 8. Under the assumptions of Theorem 2.1.1, suppose c := dimV ≥ 2. For
some fixed 1 < i0 ≤ c < j0 ≤ d, and n ≥ 1, let xn ∈ F with highest term Xj0X

n
i0
X1.

Suppose moreover that r < (d − c)(c − 1). Then there exists (i0, j0) such that the family
{l̂1, · · · , l̂r, x̂n, n ≥ 1} is combinatorially free. In particular, for such (i0, j0) one has:
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(i) the cohomological dimension of the quotient Q := F/⟨l1, · · · , lr, xn, n ∈ Z>0⟩Nor of G
is smaller than 2;

(ii) dimH2(Γ) =∞;

(iii) gocha(Q, t) =
(
1− dt+ rt2 + t3

∑
n≥0

tn
)−1.

Proof. According to Theorem 2.1.1, for i = 1, · · · , r, the highest term of li is of the form
Xt(i)Xs(i) for some s(i) ≤ c < t(i), and the family Î := {Xt(1)Xs(1), · · · , Xt(r)Xs(r)} is
combinatorially free. Now, since r < (d− c)(c− 1) and c ≥ 2, we can find (i0, j0) such that
Xj0Xi0 is not in Î ; therefore Î ∪{Xj0X

n
i0
X1, n ∈ Z>0} is combinatorially free. And we can

apply Theorem 5.

Remark 7. In fact r ≤ (d−c)c−2 is enough. Indeed, with such a condition one has Xj0Xi0 /∈
Î for some (i0, j0) ̸= (1, r), i0 ≤ c < j0 ≤ r. Hence if i0 ̸= 1, the family Î ∪{Xj0X

n
i0
X1, n ∈

Z>0} is combinatorially free. Otherwise j0 ̸= r, and take Î ∪ {XrX
n
j0
Xi0 , n ∈ Z>0}.

2.1.2 Arithmetic background

Let p be a prime number, and letK be a number field. For p = 2, assumeK totally imaginary.
Let S and T be two disjoint finite sets of K. We assume moreover S tame. We denote by
ClTK(p) the p-Sylow of the T -class group of K. Let KT

S /K be the maximal pro-p extension
of K unramified outside S where each p ∈ T splits completely; put GT

S := Gal(KT
S /K). Let

us recall Shafarevich’s formula (see for example [35, Chapter I, §4, Theorem 4.6]):

dpG
T
S = |S| − (r1 + r2) + 1− |T | − δK,p + dimVT

S/(K
×)p,

where
VT
S = {x ∈ K×, x ∈ (K×

p )
pUp ∀x /∈ S ∪ T, x ∈ (K×

p )
p ∀p ∈ S},

and where δK,p = 1 if K contains µp (the p-roots of 1), 0 otherwise. Here as usual, Kp is the
completion of K at p, and Up is the group of local units of Kp. Observe that if there is no
p-extension of K(µp) unramified outside T and p in which each prime of S splits completely,
then VT

S/(K
×)p is trivial: this is a Chebotarev condition type.

Schmidt in [117] showed that GT
S may be mild following the terminology of Labute [62].

More precisely, he proved:

Theorem (Schmidt). Let K be a number field and let p be a prime number. For p = 2
suppose K totally imaginary. Let S0 and T be two disjoint finite sets of prime ideals of
K with S0 tame. Assume T sufficiently large so that ClTK(p) is trivial; when µp ⊂ K,
assume moreover that T contains all prime ideals above p. Then there exist infinitely many
finite tame sets S containing S0 such that H1(GT

S ) = U ⊕ V , where the subspaces U and
V satisfy: (i) U ∪ U = 0; (ii) U ∪ V = H2(GT

S ). Moreover, one has dimH2(GT
S ) =

dimH1(GT
S ) + r1 + r2 + |T | − 1.
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Theorem 2.1.2 is not in this form in [117]: the result presented here can be found in the
proof of Theorem 6.1 of [117].

At this level, following [117] let us compute the value of c = dimV .
When µp ⊂ K, we expand S0 so that for every p ∈ S0, dpGT

S0\{p} = |S0| − r1 − r2 − |T |,
which is equivalent by Shafarevich’s formula to the triviality of VT

S0\{p}/(K
×)p.

When µp ⊂ K, we expand S0 so that the set of the Frobenius elements at p in Gel
T

when p ranges over S0, corresponds to the set of the nontrivial elements of Gel
T ; here Gel

T =
Gal(Kel

T /K), where Kel
T is the maximal elementary abelian p-extension of K inside KT . One

also has VT
S0\{p}/(K

×)p = {1}.
The set S of Theorem 2.1.2 contains S0, and is of size 2|S0|; the prime ideals p ∈ S − S0

are choosen with respect to some local conditions, according to Chebotarev density theorem.
Moreover U = H1(GT

S0
,Fp), and the subspace V is such that dimV = c = |S0|. See [117,

Theorem 6.1] for more details.

Lemma 4. Under the previous assumptions, each prime p ∈ S is ramified in the maximal
elementary abelian p-extension KT,el

S /K inside KT
S .

Proof. Observe first that if S ′′ ⊂ S ′, then VT
S′/(K×)p ↪→ VT

S′′/(K×)p. Hence afforded by
the choice of S0, one has: for every p ∈ S, VT

S\{p}/(K
×)p is trivial. Then by Shafarevich’s

formula, one gets dpGT
S = 1 + dpG

T
S\{p}, showing that p is ramified in KT,el

S /K.

Put αK,T = 3 + 2
√

2 + r1 + r2 + |T |. By obvious arguments one finds:

Lemma 5. If dpGT
S > αK,T , then dpGT

S +r1+r2+ |T |−1 < (d−c)(c−1) for every c ∈ [2, d].

Let us finish this part with an obvious observation.

Remark 8. If GT
S is not trivial and such that cd(GT

S ) ≤ 2, then cd(GT
S ) = 2.

2.2 Example and proof

2.2.1 Example

• Take p > 2, and K = Q. In this case the relations of the pro-p groups GS are all
local: this is the description due to Koch [59, Chapter 11, §11.4, Example 11.11]. Let ℓ be a
prime number such that p|ℓ− 1. Denote by Qℓ the (unique) cyclic extension of Q of degree
p unramified outside ℓ.

Let S = {ℓ1, · · · , ℓd} be a set of d different primes such that ℓi ≡ 1 (mod p). The pro-p
group GS can be described by generators x1, · · · , xd, and relations l1, · · · , ld such that

li ≡
∏
j ̸=i

[xi, xj]
aj(i) (mod F3), (2.1)

46



where aj(i) ∈ Z/pZ, and where each xi is a generator of the inertia group of ℓi. The element
aj(i) is zero if and only if the prime ℓi splits in Qℓj/Q, which is equivalent to ℓ(ℓj−1)/p

i ≡ 1
(mod ℓj).
• Take p = 3, S0 = {7, 13}, and T = ∅. Put S = {ℓ1, ℓ2, ℓ3, ℓ4, ℓ5} with ℓ1 = 31, ℓ2 =

19, ℓ3 = 13, ℓ4 = 337, ℓ5 = 7. Then the highest terms of the relations (1.1), viewed in
Fp⟨X1, · · · , X5⟩, are: l̂1 = X1X3, l̂2 = X2X4, l̂3 = X2X3, l̂4 = X1X4, l̂5 = X1X5. Since the
l̂i’s are combinatorially free, GS is of cohomological dimension 2 by Theorem 5.

Now for each n > 0, let us choose a prime number ℓn of Z such that the highest term of
a lift xn in F of its Frobenius element σn ∈ GS, is of the form X5X

n
4X1 (which is possible

by Example 16, see next section). Next consider the maximal Galois subextension L/Q of
QS/Q fixed by all the conjuguates of the σn’s (this is the “cutting towers” strategy of [41]).
Put G := Gal(L/Q). Then the pro-3 group G can be described by generators x1, · · · , x5,
and relations {l1, · · · , l5, xn, n ∈ Z>0} (which is not a priori a minimal set). By construction,
the ℓn’s split totally in L/Q. Observe now that

{l̂1, · · · , l̂5, x̂n, n > 0} = {X5X1, X5X2, X4X3, X4X2, X5X3, X5X
n
4X1, n > 0}

which is combinatorially free. By Theorem 5 the pro-3-groupG is of cohomological dimension
2, H2(G) is infinite, and

PG(t) =
(
1− 5t+ 5t2 + t3(1 + t+ t2 + · · · )

)−1
.

2.2.2 Proof of the main result

• Take p > 2. Let S0 and T be two finite disjoint sets of prime ideals of K, where S0

is tame. Take T sufficiently large so that ClTK(p) is trivial. When K contains µp, assume
moreover that T contains all p-adic prime ideals.

First take S containing S0 as in Theorem 2.1.2, and sufficiently large so that d := dpG
T
S >

αK,T . Put G = GT
S . Here dimH2(G) = d+ r1 + r2 − 1 + |T |; set r := dimH2(G).

Let us start with a minimal presentation of G:

1 −→ R −→ F
φ−→ G −→ 1.

By Theorem 2.1.2 and Theorem 2.1.1, the subgroup R can be generated as normal subgroup
by some relations l1, · · · , lr such that the highest terms l̂k are of the form XiXj for some
i ≤ c < j, where c = dimV . Observe that since G is FAb then c ∈ [2, d− 2].

Given n ≥ 1, the quotient G/Gn+1 is finite. Put K(n+1) := (KT
S )

Gn+1 . For n ≥ 1, take
xn ∈ Fn+2\Fn+3. By Chebotarev density theorem there exists some prime ideal pn ⊂ OK

such that σpn is conjuguate to xn in Gal(K(n+3)/K); here σpn ∈ G denotes the Frobenius
element of pn. Now take zn ∈ F such that ϕ(zn) = σpn . Then zn ≡ σpn (mod RFn+3). In
other words, there exists yn ∈ Fn+3, αn ∈ F , and rn ∈ R such that αnznα−1

n = xnynrn.
Set Σ := T ∪{p1, p2, · · · }, and consider KΣ

S the maximal pro-p extension of K unramified
oustide S and where each primes p of Σ splits completely. Put GΣ

S := Gal(KΣ
S /K). Then

GΣ
S ≃ G/⟨σpn , n ≥ 1⟩Nor.
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Here ⟨σpn , n ≥ 1⟩Nor is the normal closure of ⟨σpn , n ≥ 1⟩ in G. Therefore KΣ
S /K satisfies (i)

of Theorem A. But observe now that

G/⟨σpn , n ≥ 1⟩Nor ≃ F/⟨l1, · · · , lr, zn, n ≥ 1⟩Nor

= F/⟨l1, · · · , lr, xnyn, n ≥ 1⟩Nor.

For n ≥ 1, the highest term of xnyn is equal to the highest term of xn; therefore it is enough
to choose the xn’s as in Corollary 8 which is possible: indeed since d > αK,T , by Lemma 5,
one has r < (c − 1)(d − c) for every c ∈ [1, d − 1]. Afforded by Corollary 8, one gets (ii),
(iii), and (v) of Theorem A.

Let us proof (iv). By Lemma 4 each prime ideal p ∈ S is ramified in KT,el
S /K, showing

that τp ∈ G is not in RF p[F, F ], where τp ∈ G is a generator of the inertia group at p.
Therefore dpGΣ

S = dpG, and then every prime p ∈ S is ramified in KΣ
S /K. But since G is

torsion-free (because cd(G) = 2), then ⟨τp⟩ ≃ Zp, and the local extension (KΣ
S )p/Kp must be

maximal.
• Assume p = 2, and suppose K totally imaginary. Then Theorem 2.1.2 holds, but

Theorem 2.1.1 does not. As explained by Forré in [29, Proof Theorem 6.4], one has to take
two orderings to show that the highest terms of the relations l1, · · · , lr are strongly free. Now
in this context the strategy of the approximation of the xn’s by some Frobenius elements
as in Corollary 8 also applies. Along the same lines as in the proof of Theorem 6.4 in [29],
and by choosing the xn’s as for p ̸= 2, we observe that the initial forms of the new relations
{l1, · · · , lr, xn, n ≥ 1} are still strongly free. We conclude by invoking Remark 6.
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Chapter 3

Zassenhaus and Lower central filtrations
of pro-p groups considered as modules

Context

Let G be a finitely generated pro-p group, and denote by A the ring Zp or Fp. From A, we
recover some filtrations on G. Introduce Al(A, G) := lim←−A[G/U ], where U is an open normal
subgroup of G, the completed group algebra of G over A. Since A[G/U ] is an augmented
algebra over A, then Al(A, G) is also. Consequently, we denote by Aln(A, G) the n-th power
of the augmentation ideal of Al(A, G). Define:

Gn(A) := {g ∈ G; g − 1 ∈ Aln(A, G)},

this is a filtration of G.
Observe that {Gn(Fp)}n∈N denotes the Zassenhaus filtration of G (see for instance [92]),

and is an open characteristic basis of G. Similarly, under certain conditions (see [64]), the fil-
tration {Gn(Zp)}n∈N is equal to the lower central series of G, i.e. G1(Zp) = G and Gn+1(Zp) =
[Gn(Zp);G]. When the context is clear, we omit to write A for filtrations (and future asso-
ciated invariants). Our goal is to study the following Lie algebras:

L (A, G) :=
⊕
n∈N

Ln(A, G), where Ln(A, G) := Gn(A)/Gn+1(A), and

E (A, G) :=
⊕
n∈N

En(A, G), where En(A, G) := Aln(A, G)/Aln+1(A, G).

We always assume that L (A, G) is torsion-free over A. Notice that this condition is
automatically satisfied when A := Fp, contrary to the case A := Zp (see for instance [63,
Theorem] and [61, Théorème 2]). Since G is finitely generated, one defines for every integer n:

an(A) := rankALn(A, G), and cn(A) := rankAEn(A, G),

gocha(A, t) :=
∑
n∈N

cnt
n.
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The series gocha(Fp, t) was first introduced by Golod and Shafarevich in [33]. It allowed
them to obtain information on class field towers over some fields (see for instance [15, Chapter
IX]). Later in 1965, Lazard studied analytic pro-p groups in [69], i.e. Lie groups over Qp

(see [69, Définition 3.1.2]). Labute [62], also used the series gocha(Zp, t) in order to study
mild groups and their related properties.

Jennings, Lazard and Labute gave an explicit relation between gocha and (an)n∈N ([69,
Proposition 3.10, Appendice A], and [92, Lemma 2.10]):

gocha(A, t) =
∏
n∈N

P (A, tn)an(A),

where P (Fp, t) :=
(
1− tp

1− t

)
, and P (Zp, t) :=

(
1

1− t

)
.

(3.1)

From Formula (3.1), Lazard deduced an alternative for the growth of (cn(Fp))n∈N (for
general references, see [19, Part 12.3]), this is [69, Théorème 3.11, Appendice A.3]:
Theorem (Alternative des Gocha). We have the following alternative:
• Either G is an analytic pro-p group, so there exists an integer n such that an(Fp) = 0

and the sequence (cn(Fp))n∈N has polynomial growth with n.

• Or G is not an analytic pro-p group, then for every n ∈ N, an(Fp) ̸= 0, and the
sequence (cn(Fp))n∈N does admit an exponential growth with n (i.e. grows faster than
any polynomial in n).

In 2016, Mináč, Rogelstad and Tân [92] improved Formula (3.1): they gave an explicit
relation between the sequences (an)n∈N and (cn)n∈N. The main idea was to introduce the
coefficients bn ∈ Q, namely defined by:

log(gocha(A, t)) :=
∑
n∈N

bn(A)tn.

They obtained the following formula ([92, Theorem 2.9 and Lemma 2.10]): if we write n =
mpk, with m coprime to p, then

an(Fp) = wm(Fp) + wmp(Fp) + · · ·+ wmpk(Fp), an(Zp) = wn(Zp);

where wn(A) :=
1

n

∑
m|n

µ(n/m)mbm(A) and µ is the Möbius function. (3.2)

Notice that the number wn(Fp) (resp. cn(Zp), an(Zp)) is denoted by wn(G) (resp. dn(G), en(G))
in [92, Part 2]. Furthermore, Mináč, Rogelstad and Tân asked the following question, [92,
Question 2.13]:

Do we have cn(Fp) := cn(Zp)?

Theorem 19 answers this question positively when G is finitely presented and mild with
respect to some specific filtrations (see Definition 27). To proceed, we compute (cn(A))n∈N
by the Lyndon resolution (see [14, Corollay 5.3]), and as a consequence, we infer an explicit
formula for an(A) using Formula (3.2). Weigel ([137, Theorem D]) also gave a different
formula from (3.2), involving an(Zp) and roots of 1/gocha(Zp, t).
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Statement of main results

The goal of this chapter is to extend equations (3.1), (3.2) and Gocha’s alternative in an
equivariant context. We use here the terminology equivariant to stress the action of groups.

Let q be a prime dividing p − 1, and assume that Aut(G) contains a cyclic subgroup ∆
of order q. We denote by Irr(∆) the group of A-irreducible characters χ of ∆, with trivial
character 1: this is a group of order q which does not depend on the choice of A (for general
references on A-characters, see [120, Chapitre 14]). If M is a A[∆]-module, one defines the
eigenspaces of M by:

M [χ] := {x ∈M ; ∀δ ∈ ∆, δ(x) = χ(δ)x}.

Notice that Ln(A, G) and En(A, G) are free, finitely generated over A and are A[∆]-
modules. We study the following quantities:

aχn(A) := rankALn(A, G)[χ], and cχn(A) := rankAEn(A, G)[χ].

From Maschke’s Theorem and [120, Partie 14.4], we obtain the following equality:

an(A) =
∑

χ∈Irr(∆)

aχn(A), and cn(A) =
∑

χ∈Irr(∆)

cχn(A).

This chapter has three parts.

Part 3.1 is mostly inspired by arguments given in [92]. Denote by R[∆] the finite rep-
resentation ring of ∆ over A. Observe that R[∆] is a ring isomorphic to Z[Irr(∆)], con-
sequently R[∆]

⊗
ZQ is a Q-algebra isomorphic to Q[Irr(∆)]. Instead of considering series

with coefficients in Q, as Filip [28] and Stix [124] did, we study series with coefficients
in R[∆]

⊗
ZQ. Let us introduce:

gocha∗(A, t) :=
∑
n∈N

 ∑
χ∈Irr(∆)

cχn(A)χ

 tn.

We infer an equivariant version of the equality (3.1):

Theorem B. The following equality holds for series with coefficients in R[∆]:

gocha∗(A, t) =
∏
n∈N

∏
χ∈Irr(∆)

Pχ(A, tn)a
χ
n(A),

where Pχ(Fp, t) :=
1− χ.tp

1− χ.t
, and Pχ(Zp, t) :=

1

1− χ.t
As done in Part 2 [92], one introduces the logarithm of series with coefficients in R[∆],

defined by rationals bχn(A) ∈ Q:

log(gocha∗(A, t)) :=
∑
n∈N

 ∑
χ∈Irr(∆)

bχn(A)χ

 tn.
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Then, we obtain an equivariant version of Formula (3.2).
Write n := mpk, with (m, p) = 1, and assume (n, q) = 1. Then:

aχn(Fp) = wχm(Fp) + wχmp(Fp) + · · ·+ wχ
mpk

(Fp), and aχn(Zp) = wχn(Zp),

where wχn(A) :=
1

n

∑
m|n

µ(n/m)mbχ
m/n

m (A) ∈ Q. (3.3)

Some results on the coefficients aχn(Zp) were given by Filip [28] and Stix [124] for groups
defined by one quadratic relation.

In Part 3.2, we study cardinalities of eigenspaces of L (A, G). When L (A, G) is in-
finite dimensional (as a free module over A), we observe using the pigeonhole principle
that L (A, G) admits at least one infinite dimensional eigenspace.

Main Question: Which eigenspaces of L (A, G) are infinite dimensional?

For this purpose, we introduce χ0-filtration on Al(A, G), which depends on a fixed non-trivial
irreducible character χ0. It is denoted by (Eχ0,n(A, G))n, and described in Subpart 3.2.1.
Furthermore, we assume that Eχ0,n(A, G)/Eχ0,n+1(A, G) is torsion-free over A. This con-
dition is automatically satisfied when A = Fp; and for A = Zp, it is true whenever G is free
or in the situation of [61, Théorème 2]. This allows us to define gochaχ0(A, t) by:

gochaχ0(A, t) :=
∑
n∈N

cχ0,n(A)tn,

where cχ0,n(A) := rankA(Eχ0,n(A, G)/Eχ0,n+1(A, G)).

Part 3.3 illustrates our theoretical results for finitely presented pro-p groups G, with mild
presentations.

Proposition 23 allows us to compute the gocha series of G, and shows that the inverse
of the gocha series is a polynomial. Then Theorem 19 answers (and generalizes) [92, Ques-
tion 2.13], showing that gocha(A, t), gocha∗(A, t) and gochaχ0(A, t) do not depend on the
choice of the ring A. Finally, considering [137, Theorem D] in our context, one recovers aχn
from roots of the polynomial 1/gocha∗ (see Proposition 24).

Let us now introduce our last result. Since (Proposition 23) χeul,χ0(t) := 1/gochaχ0(t)
is a polynomial, we write the degree of χeul,χ0 as degχ0

(G). Denote the χ0-eigenvalues of G
by λχ0,i, and let Lχ0(G) be the χ0-entropy of G defined by:

χeul,χ0(t) :=

degχ0 (G)∏
i=1

(1− λχ0,it), Lχ0(G) := max
1≤i≤degχ0 (G)

|λχ0,i|.

Theorem C. Assume for some χ0 that Lχ0(G) is reached for a unique eigenvalue λχ0,i such
that:

(i) λχ0,i is real,
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(ii) Lχ0(G) = λχ0,i > 1.

Then every eigenspace of L (A, G) is infinite dimensional.

We also prove in Theorem 22, that every finitely generated noncommutative free pro-p
group G satisfies the hypotheses of Theorem C. Let us finish this introduction with explicit
examples:

Example 1 (Cohomological dimension 2). Let us take p = 103, q = 17. Observe that 8 ∈
F103 is a primitive 17-th root of unity.
Consider the pro-103 group G, generated by three generators x, y, z and one relation u =
[x; y]. By [63, Theorem], the Zp-module L (Zp, G) is torsion-free. If we apply [29, Corol-
lary 5.3] and Proposition 23, we remark that cd(G) = 2 and:

gocha(A, t) := 1/(1− 3t+ t2).

Introduce an automorphism δ on G, by δ(x) := x8, δ(y) := y8
2 and δ(z) := z8

3; Proposition
25 justifies that this action is well defined. Consequently ∆ := ⟨δ⟩ is a subgroup of order 17
of Aut(G). Fix the character χ0 : ∆→ F×

103; δ 7→ 8.
Applying Formula (3.3), let us compute some coefficients aχn and cχn.

Observe first that:

gocha∗(A, t) :=
1

1− (χ0 + χ0
2 + χ0

3).t+ χ0
3.t2

, and

log(gocha∗(A, t)) = (χ0 + χ0
2 + χ0

3).t+ (χ0
6/2 + χ0

5 +
3χ4

0

2
+
χ2
0

2
).t2+

(
χ9
0

3
+ χ0

8 + 2χ0
7 +

4χ6
0

3
+ χ5

0 +
χ3
0

3
).t3 + . . . .

From Formula (3.2), we infer: a2 = 2 and a3 = 5. Furthermore Formula (3.3) gives us:

a
χi0
2 =

2b
χi0
2 − b

χ9i
0

1

2
, and a

χi0
3 =

3b
χi0
3 − b

χ6i
0

1

3
.

Consequently, we obtain:

• a
χ4
0

2 = a
χ5
0

2 = 1, else aχ
i
0

2 = 0 when i ̸= 5.

• a
χ8
0

3 = a
χ6
0

3 = a
χ5
0

3 = 1, and aχ
7
0

3 = 2. Else if i /∈ {5; 6; 7; 8}, aχ
i
0

3 = 0.

Here, by [64, Theorem 1 and Part 3], the algebra Lχ0(G,Zp) is torsion-free over Zp. We
have:

gochaχ0(A, t) :=
1

1− t− t2
,

and the maximal χ0-eigenvalue of G is real and strictly greater than 1.
Therefore by Theorem C, all eigenspaces of L (A, G) are infinite dimensional.
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Example 2 (FAB example). Following arguments given by [35], we enrich the example given
in [45, Part 2.1], and obtain an example where G is FAB, i.e. every open subgroup has finite
abelianization (for more details, see Example 21, and for references on FAB groups, see [62]
and [81]).

Take p = 3, and consider K := Q(
√
−163). Then we define ∆ := Gal(K/Q) = Z/2Z, and

fix χ0 the non-trivial irreducible character of ∆ over Fp. Consider the following set of places
in Q: {7, 19, 13, 31, 337, 43}. The class group of K is trivial, the primes 7, 19, 13, 31, 337 are
inert in K, and the prime 43 totally splits in K.

Define S the primes above the previous set in K, and KS the maximal p-extension un-
ramified outside S. Then ∆ acts on G := Gal(KS/K), which is FAB by Class Field Theory.

We can show that the pro-p group G is mild, and Proposition 26 gives:

gocha∗(Fp, t) :=
1

1− (6 + χ0)t+ (6 + χ0)t2
, and gochaχ0(Fp, t) :=

1

1− t− 5t2 + 6t4
.

Therefore by Theorem C, all eigenspaces of L (Fp, G) are infinite dimensional.

Notations

We follow the notations and definitions of [3] and [69, Appendice A].
Let p be an odd prime, and G a finitely generated pro-p group with minimal presenta-

tion 1→ R→ F → G→ 1, and denote by A one of the rings Fp or Zp. Assume that Aut(G)
contains a cyclic subgroup ∆ of order q, a prime factor of p − 1. By [39, Lemma 2.15], we
observe that ∆ lifts to a subgroup of Aut(F ).

When the context is clear, we omit the A when denoting filtrations (and associated
invariants). Additionally, we always suppose that L (A, G) is torsion-free over A.

Denote by Al(A, G) the completed group algebra of G over A and observe that G embeds
naturally into Al(A, G).

For χ ∈ Irr(∆), we fix {xχj }1≤j≤dχ a lift in F of a basis of L1(A, G)[χ], where
dχ := rankAL1(A, G)[χ]; by [120, Corollaire 3, Proposition 42, Chapitre 14], this basis does
not depend on the choice of A. The Magnus isomorphism, from [69, Chapitre II, Partie 3],
gives us the following identification of A-algebras between Al(A, F ) and the noncommuative
series over Xχ

j ’s with coefficients in A:

ϕA : Al(A, F ) ≃ A⟨⟨Xχ
j ;χ ∈ Irr(∆), 1 ≤ j ≤ dχ⟩⟩; xχj 7→ Xχ

j + 1 (3.4)

Define E(A) as the algebra A⟨⟨Xχ
j ;χ ∈ Irr(∆), 1 ≤ j ≤ dχ⟩⟩ filtered by deg(Xχ

j ) = 1
and write {En(A)}n∈N for its filtration. One introduces I(A, R) the ideal of E(A) gener-
ated by {ϕA(r − 1); r ∈ R} endowed with the induced filtration {In(A, R) := I(A, R) ∩
En(A)}n∈N, and E(A, G) the quotient filtered algebra E(A)/I(A, R), with induced filtra-
tion {En(A, G)}n∈N.

We call M :=
⊕

n∈NMn a graded locally finite (A[∆]-)module, if Mn is a finite dimen-
sional (A[∆])-module for every integer n; and denote its Hilbert series by:

M(t) :=
∑
n∈N

(rankAMn)t
n.
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We make the following convention; we say that M is an A-Lie algebra if M is a graded
locally finite Lie algebra over A, and when A := Fp we assume in addition that M is a
restricted p-Lie algebra. Recall the following graded locally finite A[∆]-module and A-Lie
algebra, defined at the beginning:

E (A) :=
⊕
n∈N

En(A), where En(A) := En(A)/En+1(A),

L (A, G) :=
⊕
n∈N

Ln(A, G), and E (A, G) :=
⊕
n∈N

En(A, G).

If P :=
∑

n∈N pnt
n and Q :=

∑
n∈N qnt

n are two series with real coefficients, we say that
: P ≤ Q ⇐⇒ ∀n ∈ N, pn ≤ qn. We denote by µ the Möbius function.

3.1 An equivariant version of Mináč-Rogelstad-Tân’s re-
sults

Recall:

gocha∗(A, t) :=
∑
n∈N

 ∑
χ∈Irr(∆)

cχnχ

 tn ∈ R[∆][[t]],

where R[∆] denotes the finite representation ring of ∆ (over A).

3.1.1 Equivariant Hilbert series

The aim of this subpart is to prove the following formula:

gocha∗(A, t) =
∏
n∈N

∏
χ∈Irr(∆)

Pχ(A, tn)a
χ
n ,

where Pχ(Fp, t) :=
1− χ.tp

1− χ.t
, and Pχ(Zp, t) :=

1

1− χ.t
.

(3.5)

This is Theorem B defined in our introduction.

Definition 25. Let M :=
⊕

n∈NMn be an A-Lie algebra, graded locally finite A[∆]-module,
with basis {xn,1; . . . ;xn,mn}n∈N, where mn := rankAMn. We define:

• the graded locally finite module with basis given by words on {xn,j}n∈N;j∈[[1;mn]] by:

Ũ(M) :=
⊕
n∈N

Ũ(M)n,

moreover, when A := Fp, we also assume that the p-restricted operation is compatible
with the multiplicative structure of Ũ(M);
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• the equivariant Hilbert series of M with coefficient in R[∆] by:

M∗(t) :=
∑
n∈N

 ∑
χ∈Irr(∆)

mχ
nχ

 tn

where mχ
n := rankAMn[χ] for every integer n.

Remark 9. Since the action of ∆ over a graded locally finite module is semi-simple, it always
preserves the grading. Consequently, if M is a graded locally finite A[∆]-module, then the
graded locally finite module Ũ(M) is also endowed with a natural structure of graded locally
finite A[∆]-module.

We give a well-known result on Lie algebras, telling us that Ũ is a universal enveloping
algebra of M .

Theorem 15 (Poincaré-Birkhoff-Witt). Let M be a graded locally finite A[∆]-module and A-
Lie algebra. Then Ũ(M) is a graded locally finite A[∆]-module, universal A-Lie algebra of M .

Proof. When A := Zp, see for instance [62, Theorem 2.1].
When A := Fp, see for instance [19, Proposition 12.4].

Corollary 9. The set E (A, G) is a graded locally finite, A-universal Lie algebra of L (A, G).
Consequently E (A, G) is torsion-free.

Proof. Let us first prove that E (A, G) is a graded locally finite, A-universal Lie algebra
of L (A, G). By Theorem 15, we only need to show that Ũ(L (A, G)) ≃ E (A, G).

For A := Fp, see [69, Appendice A, Théorème 2.6].
For A := Zp, the proof of [48, Theorem 1.3] carries to the case E(Zp, G) with minor

alterations. We consider Zp and Qp rather than Z and Q. Furthermore, we conclude using the
fact thatG is finitely generated, so Grad(E(Zp, G)) = E (Zp, G) is isomorphic to Grad(Zp[G]),
where Zp[G] is filtered by power of the augmentation ideal over Zp.

Remark 10. Notice that E (A, G) is also isomorphic to Ũ(L (A, G)) as an A[∆]-module.
Therefore, we have:

Ũ(L (A, G))∗(t) := gocha∗(A, t).

Before proving Formula 3.5, we need the following result:

Lemma 6. Let M be a graded locally finite A[∆]-module and A-Lie algebra, then:

Ũ(M)∗(t) =
∏
n∈N

∏
χ∈Irr(∆)

Pχ(A, tn)m
χ
n ,

where Pχ(Fp, t) :=
1− χ.tp

1− χ.t
, and Pχ(Zp, t) :=

1

1− χ.t
.
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Proof. Let us first prove the case A := Fp.
We are inspired by the proof of [19, Corollary 12.13]. Observe that if M and N are graded

locally finite Fp[∆]-modules, then M
⊗

Fp N is also a graded locally finite Fp[∆]-module;
moreover (M

⊗
Fp N)∗(t) := M∗(t)N∗(t), and Ũ(M

⊕
N) = Ũ(M)

⊗
Fp Ũ(N). So assume

that :
M∗(t) :=

∑
n

mnχ0.t
n, for some fixed and non-trivial χ0 ∈ Irr(∆).

Consider Xn := {xn,1, . . . , xn,mn}, an Fp[∆]-basis of Mn, where each xn,j is of degree n. Then
a graded locally finite Fp[∆]-basis of M is given by the (disjoint) union of all Xn’s. Denote
by

Ũ(M)∗(t) :=
∑
r∈N

 ∑
χ∈Irr(∆)

uχrχ

 tr, where uχr := dimFp Ũ(M)r[χ].

We need to compute uχ
i
0
r , where i ∈ Z/qZ: this is the number of products of the form

r∏
n=1

mn∏
j=1

(xn,jχ0)
mn,j , where 0 ≤ mn,j ≤ p− 1,

such that
r∑

n=1

mn∑
j=1

nmn,j = r and
r∑

n=1

mn∑
j=1

mn,j ≡ i (mod q).

Notice that the coefficient before tr of the polynomial

r∏
n=1

[1 + χ0t
n + · · ·+ χp−1

0 t(p−1)n]mn

is
r∑

n=1

(
mn∑
j=1

χ0
mn,j

)
tr, where 0 ≤ mn,j ≤ p− 1, and

r∑
n=1

mn∑
j=1

nmn,j = r.

Consequently the coefficient before χi0tr is exactly uχ
i
0
r .

Let us now prove the case A := Zp.
By the Poincaré-Birkhoff-Witt Theorem, the set Ũ(M) is the symmetric Lie algebra over M .
Similarly to the previous case, we just need to study the case where there exists a unique χ0

such that M∗(t) :=
∑

nmnχ0.t
n. We get:

Ũ(M)∗(t) =
∏
n

(
1

1− χ0.t

)mχn
.

One deduces the general case.
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Proof of Formula (3.5). We apply Lemma 6 and Corollary 9 to obtain:

gocha∗(A, t) =
∏
n∈N

∏
χ∈Irr(∆)

Pχ(A, tn)a
χ
n ,

where Pχ(Fp, t) :=
1− χ.tp

1− χ.t
, and Pχ(Zp, t) :=

1

1− χ.t

3.1.2 Proof of Formula (3.3)
The aim of this part is to prove the following Proposition:

Proposition 20. Write n = mpk with (m, p) = 1 and (n, q) = 1, then:

aχn(Fp) = wχm(Fp) + wχmp(Fp) + · · ·+ wχ
mpk

(Fp), and aχn(Zp) = wχn(Zp);

where wχn :=
1

n

∑
m|n

µ(n/m)mbχ
m/n

m ∈ Q.

This is Formula (3.3) given in our introduction.
The strategy of the proof is to transform the product formula given by (3.5), into a sum

in (R[∆]⊗Z Q)[[t]].

Definition 26 (log function). If P ∈ 1 + tR[∆][[t]], we define:

log(P )(t) := −
∑
n

(1− P (t))n

n
∈ (R[∆]⊗Z Q)[[t]].

Remark 11. Note that the log function enjoys the following properties:

(i) If P and Q are in 1 + tR[∆][[t]], then:

log(PQ) = log(P ) + log(Q), and

log(1/P ) = −log(P ).

(ii) If u is in tR[∆][[t]], then

log

(
1

1− u

)
=

∞∑
ν=1

uν

ν
.

Define the sequence (bχn(A))n∈N ∈ QN by:

log(gocha∗(A, t)) =
∑
n≥1

 ∑
χ∈Irr(∆)

bχn(A)χ

 tn.
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Proposition 21. If (n, q) = 1, we infer:

bχ
n

n (Fp) :=
1

n

∑
m|n

maχ
m

m (Fp)−
∑
rp|n

rpaχ
r

r (Fp)

 , and bχ
n

n (Zp) :=
1

n

∑
m|n

maχ
m

m (Zp).

Proof. Let us just prove the case A := Fp (the case A := Zp is similar).
First, Formula (3.5) gives us:

gocha∗(Fp, t) =
∏
n∈N

∏
χ∈Irr(∆)

(
1− χ.tnp

1− χ.tn

)aχn
.

Let us take the logarithm to obtain:

log(gocha∗(Fp, t)) =
∑
n

∑
χ∈Irr(∆)

aχn [log(1− (χ.tn)p)− log(1− χ.tn)] ,

so that

∑
n∈N

 ∑
χ∈Irr(∆)

bχnχ

 tn =
∞∑
w=1

∑
χ∈Irr(∆)

aχw

(
∞∑
ν=1

(χ.tw)ν

ν
−

∞∑
r=1

(χ.tw)rp

r

)
,

from which we conclude

∞∑
n=1

n

 ∑
χ∈Irr(∆)

bχnχ

 tn =
∞∑
n=1

 ∑
χ∈Irr(∆)

(
∑
m|n

maχmχ
n/m −

∑
rp|n

rpaχrχ
n/r)

 tn.

Then we infer:
nbχ

n

n =
∑
m|n

maχ
m

m −
∑
rp|n

rpaχ
r

r .

Proof of Proposition 20. Again, we just prove the case A := Fp.
We are inspired by the proof of [92, Theorem 2.9].
First, we assume (n, p) = 1, then by Proposition 21, we obtain:

nbχ
n

n =
∑
m|n

maχ
m

m .

So, using the Möbius inversion Formula, we obtain:

aχ
n

n = wχ
n

n , thus aχn = wχn.

Now, let us assume p divides n. We show by induction on n that:

aχ
n

n = aχ
n/p

n/p + wχ
n

n (∗)
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• If n = p, then by Proposition 21, we have: pbχpp = paχ
p

p + aχ1 − pa
χ
1 . So,

pwχ
p

p = pbχ
p

p − b
χ
1 = paχ

p

p − pa
χ
1 .

Therefore, aχpp = aχ1 + wχ
p

p .

• Let us fix n, an integer such that p|n, and assume equation (∗) is true for all m such
that m ̸= n and p|m|n. Then, following Proposition 21, we have:

nbχ
n

n =
∑
m|n

maχ
m

m −
∑
rp|n

rpaχ
r

r

=
∑

m|n;(m,p)=1

maχ
m

m +
∑
p|m|n

m
(
aχ

m

m − a
χm/p

m/p

)
=

∑
m|n;(m,p)=1

mwχ
m

m +
∑

p|m|n;m̸=n

mwχ
m

m + n
(
aχ

n

n − a
χn/p

n/p

)
=

∑
m|n;m̸=n

mwχ
m

m + n
(
aχ

n

n − a
χn/p

n/p

)
.

Moreover, by the Möbius inversion formula, we have:

nbχ
n

n =
∑
m|n

mwχ
m

m .

Therefore, we obtain:
nwχ

n

n = n
(
aχ

n

n − a
χn/p

n/p

)
.

Remark 12. Formula (3.3) was already given for groups defined by one quadratic relation by
Filip [28, Formula (4.7)] (for C-representations in a geometrical context) and by Stix [124,
Formula (14.16)] (in a Galois-theoretical context). Additionally, they computed explicitely
the coefficients bχn(Zp). We discuss this analogy in Theorem 24.

Remark 13. Let us reformulate [92, Question 2.13], asked by Mináč-Rogelstad-Tân, in our
equivariant context:

Do we have for every integer n and every irreducible character χ, the equal-
ity cχn(Zp) = cχn(Fp)?

Later in this chapter, we give a positive answer to this question, when G is finitely
presented and cd(G) ≤ 2 (see Theorem 19).
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3.2 Infinite dimensional eigenspaces of L (A, G)
The goal of this part is to study infinite dimensional eigenspaces (as a free A-module) of

L (A, G) :=
⊕
n∈N

Ln(A, G), where Ln(A, G) := Gn(A)/Gn+1(A).

For this purpose, we introduce χ0-filtrations.

3.2.1 Definition of χ0-filtrations

From now on, we make no distinction between Z/qZ and the set [[1; q]]. Observe the follow-
ing isomorphism of groups, which depends on the choice of a fixed non-trivial irreducible
character χ0:

ψχ0 : (Irr(∆);⊗)→ (Z/qZ; +); χi0 7→ i.

Recall that ϕA denotes the Magnus’ isomorphism introduced in (1). We define Eχ0(A) as
the A-algebra A⟨⟨Xχ

j ;χ ∈ Irr(∆), 1 ≤ j ≤ dχ⟩⟩ filtered by deg(Xχ
j ) = ψχ0(χ), and {Eχ0,n(A)}n∈N

as its filtration: called the χ0-filtration of Al(A, F ). We introduce

Eχ0(A) :=
⊕
n∈N

Eχ0,n(A), where Eχ0,n(A) := Eχ0,n(A)/Eχ0,n+1(A).

Write Iχ0(A, R) for the two-sided ideal generated by {ϕA(r − 1); r ∈ R} ⊂ Eχ0(A), endowed
with filtration {Iχ0,n(A, R) := Iχ0(A, R) ∩Eχ0,n(A)}n∈N; and Eχ0(A, G) the quotient filtered
algebra Eχ0(A)/Iχ0(A, R).
Define the following A-module:

Eχ0(A, G) :=
⊕
n∈N

Eχ0,n(A, G), where Eχ0,n(A, G) := Eχ0,n(A, G)/Eχ0,n+1(A, G).

Introduce:

Gχ0,n(A) := {g ∈ G;ϕA(g − 1) ∈ Eχ0,n(A, G)}, and

Lχ0(A, G) :=
⊕
n∈N

Lχ0,n(A, G), where Lχ0,n(A, G) := Gχ0,n(A)/Gχ0,n+1(A).

We always assume that the A-Lie algebra Lχ0(A, G) is torsion-free over A.

Lemma 7. The set Eχ0(A, G) is a graded locally finite, A-universal Lie algebra of Lχ0(A, G).
Consequently, the graded A-Lie algebra Eχ0(A, G) is torsion-free.

Proof. This is similar to the proof of Corollary 9.

Since G is finitely generated, we define:

gochaχ0(A, t) :=
∑
n

cχ0,n(A)tn, where cχ0,n(A) := rankAEχ0,n(A, G),

and aχ0,n(A) := rankA(Gχ0,n(A)/Gχ0,n+1(A)).

61



3.2.2 Properties of χ0-filtrations

This subpart aims to develop various properties of χ0-filtations.

Lemma 8. The modules Eχ0(A, G) and Lχ0(A, G) are graded locally finite A[∆]-modules.
More precisely, we have:

rankAEχ0,n(A, G)[χ] =cχ0,n(A)δ
ψχ0 (χ)
n ,

rankALχ0,n(A, G)[χ] =aχ0,n(A)δ
ψχ0 (χ)
n ,

where δ
ψχ0 (χ)
n = 1 if n ≡ ψχ0(χ) (mod q), otherwise δ

ψχ0 (χ)
n = 0.

Proof. Let us denote by Iχ0,n(A, R) := Iχ0,n(A, R)/Iχ0,n+1(A, R). Remind by [39, Lemma 2.15],
that ∆ ⊂ Aut(F ) and ∆(R) = R. So Eχ0(A) is a graded locally finite A[∆]-module,
and Iχ0,n(A, R) is stable by ∆. By [69, Chapitre I, Résultat 2.3.8.2], we have the fol-
lowing exact sequence:

0→ Iχ0,n(A, R)→ Eχ0,n(A)→ Eχ0,n(A, G)→ 0.

Then Eχ0(A, G) and Lχ0(A, G) are graded locally finite A[∆]-modules. Let us now study
more precisely the A[∆]-module structure of Eχ0(A, G) and Lχ0(A, G).

For the structure of Eχ0(A, G): take u ∈ Eχ0,n(A) and write u := X
χ
i1
0

j1
. . . X

χiu0
ju
, with i1 +

· · ·+ iu = n. Therefore, for every δ ∈ ∆, δ(u) = χn0 (δ)u. Then, we infer for every χ:

rankAEχ0,n(A)[χ] = rankAEχ0,n(A)δ
ψχ0 (χ)
n . (∗∗)

Since rankAEχ0,n(A)[χ] ≥ rankAEχ0,n(A, G)[χ], we conclude by Equation (∗∗) that:

rankAEχ0,n(A, G)[χ] = cχ0,nδ
ψχ0 (χ)
n .

For the structure of Lχ0(A, G): note by Lemma 7 that Eχ0(A, G) is a graded locally
finite A[∆]-module, universal A-Lie algebra of Lχ0(A, G). Hence for every χ, and every n:

rankAEχ0,n(A, G)[χ] ≥ rankALχ0,n(A, G)[χ].

This allows us to conclude for every χ:

rankALχ0,n(A, G)[χ] = aχ0,nδ
ψχ0 (χ)
n .

Now, let us compare (cχ0,n)n∈N, (aχ0,n)n∈N, (cχn)n∈N and (aχn)n∈N.
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Proposition 22. The following inequalities hold:

cχ0,qn+i ≤
qn+i∑
j=n

c
χi0
j , aχ0,qn+i ≤

qn+i∑
j=n

a
χi0
j , (3.6)

cχn ≤
⌊n−ψχ0 (χ)/q⌋∑
k=⌈n−ψχ0 (χ)

q
⌉

cχ0,qk+ψχ0 (χ)
, aχn ≤

⌊n−ψχ0 (χ)/q⌋∑
k=⌈n−ψχ0 (χ)

q
⌉

aχ0,qk+ψχ0 (χ)
. (3.7)

Proof. Observe first that the A-Lie algebras Lχ0(A, G), L (A, G), Eχ0(A, G) and E (A, G) are
generated by {Xχ

j }. We only check inequalities involving cn (proof of inequalities involving an
are simlar).

Let us prove inequalities (3.6).
Take u in Eχ0,qn+i(A, G). Since u is a sum of monomials ul in Eχ0,qn+i(A, G), we can assume

that u is a monomial. So, let us write u = X
χ
i1
0

j1
. . . X

χ
iru
0

jru
, where i1 + · · · + iru = qn + i.

Consequently for every δ ∈ ∆,

δ(u) = χ0
i1(δ)X

χ
i1
0

j1
. . . χ0

iru (δ)X
χ
iru
0

jru
thus

δ(u) = χ0
i1+···+iru (δ)X

χ
i1
0

j1
. . . X

χ
iru
0

jru
= χi0(δ)u.

Therefore u ∈ Eru(A, G)[χi0]. To conclude, we need to estimate ru.

• If il = 1 for all l, then ru = qn+ i.

• If il = q for all l, then qru = qn+ i. Therefore, ru ≥ n.

In any case:
n ≤ ru ≤ qn+ i.

Let us now prove inequalities (3.7).
Take u ∈ En(A, G)[χ]. Since u is a sum of monomials, we can again assume that u is a

monomial. Then by Lemma (8), we write u = X
χ
i1
0

j1
. . . X

χin0
jn

, with i1+ · · ·+ in = kq+ψχ0(χ)
for some k. Let us see which values can take k:

• if each il = 1, one obtains kq + ψχ0(χ) = n, and so k ≥ ⌈n−ψχ0 (χ)
q
⌉,

• if each il = q, one obtains qn = kq + ψχ0(χ), and so k ≤ ⌊ qn−ψχ0 (χ)
q

⌋.

In any case:

⌈n− ψχ0(χ)

q
⌉ ≤ k ≤ ⌊n− ψχ0(χ)/q⌋.

Remark 14. Proposition 22 was also given and proved by Anick: Proof of [5, Theorem 3].
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3.2.3 Some results on the series log(gochaχ0
(A, t))

In this subpart, we obtain information on (aχ0,n(A))n∈N. For this purpose, we study the
sequence (bχ0,n(A))n∈N namely defined by:

log(gochaχ0(A, t)) :=
∑
n∈N

bχ0,nt
n.

Theorem 16. The following equality holds in N[[t]]:

gochaχ0(A, t) =
∏
n

P (A, tn)aχ0,n ,

where P (Fp, t) :=
1− tp

1− t
, and P (Zp, t) :=

1

1− t
.

Proof. By Lemma 7, Eχ0(A, G) is a graded locally finite, A-universal Lie algebra of Lχ0(A, G).
[113, Corollary 2.2] allows us to conclude the case A := Fp, and [62, Proposition 2.5] allows
us to conclude the case A := Zp.

Corollary 10. Let us write n = mpk, with (m, p) = 1, then:

aχ0,n(Fp) =
k∑
r=1

wχ0,mpr(Fp), and aχ0,n(Zp) = wχ0,n(Zp);

where wχ0,n :=
1

n

∑
m|n

µ(n/m)bχ0,m.

Proof. This proof is similar to the proof of [92, Theorem 2.9].

Corollary 11. The following assertions hold:

(i) If χ is a non-trivial irreducible character, and there exists an infinite family of
primes qi ≡ ψχ0(χ) (mod q) such that

bχ0,qi > bχ0,1,

then L (A, G)[χ] is infinite dimensional.

(ii) If there exists an infinite family of primes (lm)m such that:

bχ0,qlm ≥ qbχ0,q + lmbχ0,lm ,

then L (A, G)[1] is infinite dimensional.

Proof. This is a consequence of Corollary 10.

Theorem 17. Assume there exist α > 1 and a constant C ̸= 0 such that bχ0,n ∼
n→∞

Cαn/n.
Then every eigenspace of L (A, G) is infinite dimensional.
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Proof. By Corollary 11, we have:

aχ0,qi = bχ0,qi − bχ0,1/qi, and
aχ0,qlm = bχ0,qlm − qbχ0,q − lmbχ0,lm .

Since, bχ0,n ∼
n→∞

Cαn/n, we can find families of primes {qi}i and {lm}m where qi and lm
are sufficiently big, such that: aχ0,qi > 0, and aχ0,qlm > 0. Therefore by inequalities (3.6), we
extract an infinite subsequence of (aχn)n which is strictly positive.

3.3 Examples
Recall that 1 → R → F → G → 1 denotes a minimal presentation of G, and by [39,
Lemma 2.15], the group ∆ lifts to a subgroup of Aut(F ). Keep in mind that L (A, G)
and Lχ0(A, G) are assumed to be torsion-free over A. Additionally here, G is assumed
finitely presented and mild.

Consider the following A[∆]-modules:

R(Fp) := R/Rp[R;F ], and R(Zp) := R/[R;F ].

Choose χ0 a non-trivial element of Irr(∆). For every χ ∈ Irr(∆), we fix {lχj }1≤j≤rχ ,
where rχ := rankAR(A), a lifting in F of a basis of R(A)[χ]. By [120, Corollaire 3, Propo-
sition 42, Chapitre 14], these liftings do not depend on A.

Recall that we defined, using the Magnus isomorphism ϕA given by (1), the filtered alge-
bras E(A, G) (in Notations) and Eχ0(A, G) (in Subpart 3.2.1).
Name nχj (resp. nχχ0,j

) the least integer n such that ϕA(l
χ
j − 1) is in En(A) \ En+1(A)

(resp. Eχ0,n(A) \ Eχ0,n+1(A)): this is the degree of lχj in E(A) (resp. Eχ0(A)). We show
in Lemma 9 that these degrees do not depend on A. Set the series:

χeul(A, t) := 1− dt+
∑

χ;1≤j≤rχ
tn
χ
j ,

χ∗
eul(A, t) := 1−

∑
χ

dχχ.t+
∑

χ;1≤j≤rχ
χ.tn

χ
j ,

χeul,χ0(A, t) := 1−
∑
χ

dχtψχ0 (χ) +
∑

χ;1≤j≤rχ
tn
χ
χ0,j .

Definition 27 (χ0-mild). We say that a group G is χ0-mild if:

• the previous presentation introduced above is mild for both the χ0-filtration and the
Zassenhaus filtration,

• the module I (Zp, R)/E≥1(Zp, F )I (Zp, R) is a free E (Zp, G)-module, with E≥1(Zp, G)
the augmentation ideal of E (Zp, G),
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• the module Iχ0(Zp, R)/Eχ0,≥1(Zp, F )Iχ0(Zp, R) is a free Eχ0(Zp, G)-module, with Eχ0,≥1(Zp, G)
the augmentation ideal of Eχ0(Zp, G),

• we have I (Zp, R) = I (Zp, ρ) and Iχ0(Zp, R) = Iχ0(Zp, ρ), where ρj is the image of
ϕA(lj − 1) in Enj(A)/Enj+1(A).

3.3.1 Generalities

We give some generalities on groups with a χ0-mild presentation.

Computation of some gocha series

Let us first recall the Lyndon’s resolution, which allows us to compute gocha series as inverses
of polynomials of the form χeul. A general reference is the article of Brumer [14].

Theorem 18. We have the following exact sequence of filtered E(A, G)-modules:

0 →
∏

χ;1≤j≤rχ
(ϕA(l

χ
j − 1))E(A, G) →

∏
χ;1≤j≤dχ

(ϕA(x
χ
j − 1))E(A, G) → E(A, G) → A → 0.

We have the following exact sequence of filtered Eχ0(A, G)-modules:

0→
∏

χ;1≤j≤rχ
(ϕA(l

χ
j−1))Eχ0(A, G)→

⊕
χ;1≤j≤dχ

(ϕA(x
χ
j−1))Eχ0(A, G)→ Eχ0(A, G)→ A→ 0.

Proof. To simplify notations, we write Xχ
i := ϕA(x

χ
j − 1) and wχj := ϕA(l

χ
j − 1). One denotes

by ρχj (resp. ρχχ0,j
) the image of ϕA(l

χ
j − 1) in Enχj (A) (resp. Enχχ0,j

(A)).
We have the resolutions of E (A, G)-modules and Eχ0(A, G)-modules:

0→
⊕
j,χ

ρχj E (A, G)→
⊕
i,χ

Xχ
i E (A, G)→ E (A, G)→ A→ 0,

and
0→

⊕
χ,j

ρχ0,jEχ0(A, G)→
⊕
χ,i

Xχ
i Eχ0(A, G)→ Eχ0(A, G)→ A→ 0.

From Serre’s Lemma [69, Chapitre 5, Lemme (2.1.1)], we can lift the previous resolutions to
infer:

0→
∏
χ,j

wχj E(Fp, G)→
∏
χ,i

Xχ
i E(Fp, G)→ E(Fp, G)→ Fp → 0,

and
0→

∏
χ,j

wχj Eχ0(A, G)→
∏
χ,i

Xχ
i Eχ0(A, G)→ Eχ0(A, G)→ A→ 0.
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Let us now compute gocha series:

Proposition 23. Assume that G is χ0-mild, then:

(i) gocha(A, t) = 1
χeul(A,t)

(ii) gocha∗(A, t) = 1
χ∗
eul(A,t)

(iii) gochaχ0(A, t) = 1
χeul,χ0 (A,t)

.

Proof. One denotes by ρχj (resp. ρχχ0,j
) the image of ϕA(l

χ
j − 1) in Enχj (A) (resp. Enχχ0,j

(A)).
By Theorem 18, we have the following exact sequences of graded locally finite modules:

0 →
⊕
χ;j

ρχj E (A, G) →
⊕
χ;j

Xχ
j E (A, G) → E (A, G) → A → 0, (⋆)

0 →
⊕
χ;j

ρχχ0,j
Eχ0(A, G) →

⊕
χ;j

Xχ
j Eχ0(A, G) → Eχ0(A, G) → A → 0. (⋆⋆)

From Theorem 18 and sequence (⋆), we infer:

gocha(A, t) =
1

χeul(A, t)
.

Moreover Theorem 18 and sequence (⋆⋆) give us:

gochaχ0(A, t) =
1

χeul,χ0(A, t)
.

From the choice of the families {xχj } and {ρχj }, we infer that the sequence (⋆) is exact in
the category of graded locally finite A[∆]-modules. This allows us to conclude:

gocha∗(A, t) =
1

χ∗
eul(A, t)

.

Answer to [92, Question 2.13]

Extending and reformulating [92, Question 2.13] in our equivariant context, when G is χ0-
mild, we show in this Subsubpart that:

The series gocha(A, t), gocha∗(A, t) and gochaχ0(A, t) do not depend on the
ring A?
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Lemma 9. Assume that L (Zp, G) is torsion-free. Then, for every j and every χ, the
integers nχj (A) do not depend on A. Similarly, if Lχ0(Zp, G) is torsion-free, then the inte-
gers nχχ0,j

(A) do not depend on A

Proof. Let us prove that nχj does not depend on A. Recall that nχj (Fp) (resp. nχj (Zp)) is the
degree of lχj in E(Fp) (resp. E(Zp)), and ρχj (Fp) (resp. ρχj (Zp)) denotes the image of ϕFp(l

χ
j −1)

in Enχj (Fp) (resp. ϕZp(l
χ
j − 1) in Enχj (Zp)). Notice that we have a filtered surjection:

E(Zp)
(mod p)→ E(Fp), with kernel pE(Zp).

Since the choice of the family {lχj }j,χ does not depend on A, we infer that ϕZp(l
χ
j − 1) ≡

ϕFp(l
χ
j − 1) (mod p). Therefore, nχj (Zp) ≤ nχj (Fp).

To show that nχj (Zp) = nχj (Fp), it is sufficient to show that for every integer j, and
character χ, we have ρχj (Zp) not in pE (Zp).

From [29, Proposition 4.3], we infer the following isomorphism of E(Zp, G)-modules:

K(Zp) := R/[R;R] ≃ I(Zp, R)/E1(Zp)I(Zp, R).

Since, G is of cohomological dimension 2, by [59, Theorem 7.7], we have

K(Zp) ≃
∏
j,χ

ϕZp(l
χ
j − 1)E(Zp, G).

Introduce

In(Zp, R) := In(Zp, R)/In+1(Zp, R), and I (Zp, R) :=
⊕
n∈N

In(Zp, R).

Since G is χ0-mild, we infer

Grad(K(Zp)) ≃
⊕
j,χ

ρχj (Zp)E (Zp, G) ≃ I (Zp, R)/E1(Zp)I (Zp, R).

Assume now, by contradiction, that there exists one integer j0 and one character χ0 such
that ρχ0

j0
(Zp) is in pE (Zp), then there exists u ∈ E (Zp) such that ρχ0

j0
:= pu. Moreover, since

E (Zp, G) is torsion-free, we deduce that u is in I (Zp, R). Therefore, there exist elements gχj
in E (Zp, G) such that u ≡

∑
j,χ g

χ
j ρ

χ
j (mod E1(Zp)I (Zp, R)). Consequently:

ρχ0

j0
:= pu ≡

∑
j,χ

pgχj ρ
χ
j (mod E1(Zp)I (Zp, R)).

Since the family ρχj is a basis of the free E (Zp, G)-module I (Zp, R)/E1(Zp)I (Zp, R), we
infer pgχ0

j0
= 1. This is impossible since p is not invertible in E (Zp, G).
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Theorem 19. Assume that L (Zp, G) is torsion-free, then :

gocha(Zp, t) = gocha(Fp, t), and gocha∗(Zp, t) = gocha∗(Fp, t).

Furthermore, if Lχ0(Zp, G) is torsion-free, then

gochaχ0(Zp, t) = gochaχ0(Fp, t).

Proof. We apply Proposition 23 and Lemma 9.

Remark 15. Let us remove the hypothesis that Aut(G) contains a subgroup ∆ of order q.
If we assume that

• the group G has a mild presentation for the Zassenhaus filtration,

• the module I (Zp, R)/E≥1(Zp, F )I (Zp, R) is a free E (Zp, G)-module, with E≥1(Zp, G)
the augmentation ideal of E (Zp, G),

• I (Zp, R) = I (Zp, ρ).

Then we have a postive answer to [92, Question 2.13], i.e.

gocha(Zp, t) = gocha(Fp, t).

Mild groups were originally introduced by [62] when p is odd, and by [66] when p = 2.

Gocha’s series and eigenvalues

Thanks to Proposition 23, we can compute gocha series. Then applying Formulae (3.2)
and (3.3), we obtain an explicit equation relating coefficients an and aχn. However, the
computation of bn has complexity n (more precisely it depends on {cm}m≤n).

If we consider roots of χeul, we infer a formula for bn which depends on the arithmetic
complexity of n. The following results are mostly adapted in our context from ideas of
Labute ([63, Formula (1)]) and Weigel ([137, Theorem D]).

Let deg(G) be the degree of χeul, and λi the eigenvalues of G, written as:

χeul(t) :=

deg(G)∏
i=1

(1− λit).

One denotes by Mn the necklace polynomial of degree n:

Mn(t) :=
∑
m|n

µ(n/m)
tm

n
.

Let us state [137, Theorem D]:
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Theorem 20. Assume (n, q) = 1 and write n = mpk, with (m, p) = 1. Then we infer:

an(Zp) =
n∑
i=1

Mn(λi), an(Fp) =
n∑
i=1

k∑
j=0

Mmpj(λi).

Proof. Weigel showed in the proof of [137, Theorem 3.4], that:
n∑
i=1

Mn(λi) = wn.

Then we conclude using Theorem 19 and Formula (3.2).

Let us adapt this result in an equivariant context. By a choice of a primitive q-th root of
unity, we have Fq ⊂ F×

p ⊂ Fp, the algebraic closure of Fp. Consider δ a non-trivial element
in ∆, and evaluate χ∗

eul in δ by:

χ∗
eul(δ)(t) := 1−

∑
χ

cχ1χ(δ)t+
∑

χ;1≤j≤rχ
χ(δ)tn

χ
j ∈ Fp[t] ⊂ Fp[t].

Define {λδ,j}1≤j≤deg(G) ⊂ Fp the eigenvalues of χ∗
eul(δ)(t). We introduce F (∆,Fp) the Fp-

algebra of functions from ∆ to Fp and:

ηj : ∆→ Fp; δ 7→ λδ,j.

Therefore, we infer:

χ∗
eul(t) :=

deg(G)∏
j=1

(1− ηjt) ∈ F (∆,Fp)[t].

Consequenlty, if we apply the log function to the previous equality, we obtain:

b∗m :=
∑

χ∈Irr(∆)

bχmχ =
ηm1 + · · ·+ ηmdeg(G)

m
.

Let us define for every η ∈ F (∆,Fp):

M∗
n(η) :=

∑
m|n

1

n
µ(n/m)ηm,(n/m), where ηm,(u)(δ) = η(δu)m.

Proposition 24. Let us assume q divides p−1 and (n, q) = 1. Write n = mpk, with (m, p) =
1, then:

an(Zp)∗ :=
∑
χ

aχn(Zp)χ =

deg(G)∑
j=1

M∗
n(ηj), and

an(Fp)∗ :=
∑
χ

aχn(Fp)χ =

deg(G)∑
j=1

k∑
i=0

M∗
mpi(ηj),

the equality is in the Fp-algebra F (∆,Fp).
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Proof. Let us remind that b∗n :=
∑

χ b
χ
nχ. After making the following change of variable:

γ = χn/m, we observe that for every δ in ∆, we have

b∗1,(n/m)
m (δ) := b∗m(δ

n/m) =
∑
χ

bχmχ(δ
n/m) =

∑
χ∈Irr(∆)

bχmχ(δ)
n/m =

∑
γ∈Irr(∆)

bγ
m/n

m γ(δ).

Consequently, b∗1,(n/m)
m =

∑
χ b

χm/n

m χ. Since mb∗m = ηm1 + · · ·+ ηmdeg(G), we obtain:

mb∗1,(m/n)m =
(
ηm1 + · · ·+ ηmdeg(G)

)(n/m)
= η

m,(n/m)
1 + · · ·+ η

m,(n/m)
deg(G) .

Using Formula (3.3), the conclusion follows.

Remark 16. Filip ([28, Formula (4.8)]) and Stix ([124, Formula (14.16)]) also obtained
Proposition 24 for some groups defined by one quadratic relation. They computed explicitely
the functions ηj.

Example 17. Let us illustrate Proposition 24, with Example 1.
When splitting χ∗

eul into eigenvalues, we obtain:

χ∗
eul(t) = (1− η1t)(1− η2t) = 1− (χ0 + χ2

0 + χ3
0)t+ χ3

0t
3,

Moreover, η1η2 = χ3
0 and η1 + η2 = χ0 + χ2

0 + χ3
0 (as functions). Therefore, if we apply

Proposition 24, we get:

a∗2 :=
∑
χ

aχ2 =
η21 + η22 − η

(2)
1 − η

(2)
2

2
=

(η1 + η2)
2 − 2η1η2 − (η1 + η2)

(2)

2

=
χ2
0 + χ4

0 + χ6
0 + 2χ3

0 + 2χ4
0 + 2χ5

0 − 2χ3
0 − χ2

0 − χ4
0 − χ6

0

2
= χ4

0 + χ5
0.

Let us now compute aχ3 . For this purpose, we first observe that

η31 + η32 = (χ0 + χ2
0 + χ3

0)
3 − 3(χ0 + χ2

0 + χ3
0)χ

3
0

= χ9
0 + 3χ8

0 + 6χ7
0 + 4χ6

0 + 3χ5
0 + χ3

0.

Therefore, we have:

a∗3 :=
∑
χ

aχ3 =
η31 + η32 − η

(3)
1 − η

(3)
2

3
=
η31 + η32 − (η1 + η2)

(3)

3
= χ5

0 + χ6
0 + 2χ7

0 + χ8
0.

Let us conclude this subpart by proving Theorem C given in our introduction.

Theorem 21. Assume that L (A, G) is infinite dimensional and for some χ0 that Lχ0(G)
is reached for a unique eigenvalue λχ0 such that:

(i) λχ0 is real,
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(ii) Lχ0(G) = λχ0 > 1.

Then every eigenspace of L (A, G) is infinite dimensional.

Proof. We study the asymptotic behaviour of (bχ0,n)n∈N. By Proposition 23, we have:

gochaχ0(t) :=
1

χeul,χ0(t)
.

Let us denote by {λ1; . . . ;λu} the real χ0-eigenvalues ofG and {β1ei±θ1 ; . . . ; βvei±θv} the polar
forms of non real χ0-eigenvalues of G. Without loss of generality, assume that λχ0 := λ1.
Let us write

χeul,χ0(t) :=
u∏
i=1

(1− λit)
v∏
j=1

(1− βjeiθj t)(1− βje−iθj t).

Then, we obtain:

log(χeul,χ0(t)) =
∑
n∈N

∑u
i=1 λ

n
i +

∑v
j=1 β

n
j (e

inθj + e−inθj)

n
tn.

Thus bχ0,n ∼
n→∞

Cλn1/n, for some C > 0. We conclude by Theorem 17.

3.3.2 Group Theoretical examples

Free pro-p groups

In this subpart, assume that G is a free finitely generated pro-p group. Observe that
L (Zp, G) and Lχ0(Zp, G) are torsion-free.

Theorem 22. Assume that G is a noncommutative free pro-p group, then every eigenspace
of L (A, G) is infinite dimensional.

Proof. Let us fix a non-trivial character χ0 ∈ Irr(∆), such that dχ0 ≤ dχ for every non-
trivial χ. Then we have χeul,χ0(t) := 1 −

∑q
i=1 d

χi0ti. Set s a minimal positive real root
of χeul,χ0 . We will show that s is the unique root of minimal absolute value of χeul,χ0 .

We have:

0 = 1−
q∑
i=1

dχ
i
0si ≤ 1− dχ0s

q−2∑
i=0

si − d1sq ≤ 1− dχ0s− d1sq.

Then dχ0s+ d1sq ≤ 1. Thus s ≤ min{1/dχ0 ; (1/d1)1/q}, so 0 < s < 1.
If we denote by z a complex root (not in ]0; 1[) of χeul,χ0 , then we notice by the triangle

inequality, that χeul,χ0(|z|) < χeul,χ0(z) = 0. Therefore |z| > s.
Consequently, χeul,χ0 admits a unique root s of minimal absolute value which is in ]0; 1[.

Therefore, by Theorem C, we conclude.

72



Let us give some examples.

Example 18. Consider ∆ := Z/2Z, and fix χ0 the non-trivial irreducible character of ∆
over A. Assume that G is a free pro-p group with two generators {x, y}, and ∆ acts on G
by: δ(x) = x, δ(y) = y−1. Then following our notations, we have: x = x1, and y = xχ0.
Observe that Al(A, G) is a free algebra on two variables over A.
Let us first compute some coefficients aχn, with Formula (3.3). We have:

gocha∗(A, t) :=
1

1− (1 + χ0).t
, and log(gocha∗(A, t)) :=

∑
n

(1 + χ0)
n

n
tn.

So
c12n = cχ0

2n = 22n−1, cχ0

2n+1 = c12n+1 = 22n,

bχ0

2n+1 = bχ0

2n+1 =
22n

2n+ 1
, and b12n = bχ0

2n =
22n−1

2n
.

Assume for instance p ̸= 3, then one obtains:

aχ0

3 =
22 − 1

3
= 1, and a13 = 1.

Observe by Theorem 22, that every eigenspace of L (A, G) is infinite.

Example 19. Again, take ∆ := Z/2Z and χ0 the unique non-trivial A-irreducible character
of ∆. Assume G is free generated by {xχ0

1 ; . . . ;xχ0

d }.
First, we compute some coefficients of (cχn)n and (aχn)n. Observe:

gocha∗(A, t) :=
1

1− dχ0t
, and gochaχ0(A, t) :=

1

1− dt
.

Then c12n = d2n, cχ0

2n = 0, cχ0

2n+1 = d2n+1, and c12n+1 = 0.
Moreover,

log(gocha∗(A, t)) :=
∑
n

(dχ0)
n

n
tn, log(gochaχ0(A, t)) :=

∑
n∈N

dn

n
tn.

So, bχ0

2n+1 := d2n+1/(2n+ 1), bχ0

2n = 0, b12n = d2n/(2n), and b12n+1 = 0.
For instance, if we apply Formula (3.3), one obtains when p ̸= 3:

aχ0

3 =
d3 − d

3
, and a13 = 0.

If we apply Proposition 24, we obtain:

aχ0

2 = 0, and a12 =
d2 − d

2
.

Observe that cχ0,n = dn and bχ0,n := dn/n. Theorem 22, allows us to check that every
eigenspace of L (A, G) is indeed infinite dimensional.
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Non-free case

Let us now construct some non-free examples that illustrate Theorem C. For this purpose,
consider ∆ a subgroup of Aut(F ). We construct here a finitely presented pro-p quotient G
of F , such that ∆ induces a subgroup of Aut(G).

We remind that F is the free pro-p group generated by {xχj }χ∈Irr(∆);1≤j≤dχ and define F
the free abstract group generated by the family {xχj }χ;j. Assume also that the action of ∆
is diagonal over {xχj }, i.e. for all δ in ∆, δ(xχj ) = (xχj )

χ(δ).

Definition 28 (Comm-family). The family (lj)j∈[[1;r]] ⊂ F is said to be a comm-family if:

lj :=

ηj∏
l=1

u
αj,γl
j,γl
∈ F,

where γl and αj,γl are integers, and uj,γl is a γl-th commutator on {xχj }χ;j, i.e. uj,γl :=
[x1; . . . ;xγl ] where xi ∈ {xχj }χ;j.

Proposition 25. Let (lj)j∈[[1;r]] be a comm-family, and denote by R its normal (topological)
closure in F . Then for all δ in ∆, δ(R) = R thus ∆ induces a subgroup of Aut(F/R).

Proof. First of all, if u and v are elements in F , we write uv := v−1uv.
Assume [x; y] ∈ R, where x and y are elements in {xχj }χ;j. Observe the following identity:

1 = [x; yy−1] = [x; y−1][x; y]y
−1

.

Therefore [x; y−1] is in R. Remark also for all integers a:

[x; ya] = [x; ya−1][x; y]y
a−1

.

Thus by induction, we see that for all a ∈ Z, the commutator [x; ya] is in R.
Finally, for all integers b, we also have:

[xb; y] = [x; y]x
b−1

[xb−1; y].

We conclude as before that [xb; y] ∈ R, for all integers b.
Then δ(R) = R, for every δ ∈ ∆.

Example 20. Here assume q is an odd prime that divides p− 1. Take F a free pro-p group
with three generators: {xχ0

1 , x
χ2
0

1 , x
χ3
0

1 }. Assume also that ∆ acts diagonally on the previous
set.

Consider R the closed normal subgroup of F generated by commutators l1 := [xχ0

1 ;x
χ2
0

1 ]

and l2 := [xχ0

1 ;x
χ3
0

1 ]. By Proposition 25, the group ∆ induces a subgroup of Aut(G). Observe
that G is χ0-mild (see for instance [29]), so we have:

gochaχ0(Fp, t) =
1

χeul,χ0(Fp, t)
=

1

1− t− t2 + t4
.

Thus by Theorem C, we conclude that every eigenspace of L (Fp, G) is infinite dimensional.
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3.3.3 FAB quadratic mild examples

Let K be a quadratic imaginary extension over Q, with class number coprime to p. Denote
by S := {p1; . . . ; pd} a finite set of tame places of K, i.e. for p ∈ S, NK/Q(p) ≡ 1 (mod p),
and assume that S is stable by ∆. We define KS the p-maximal unramified extension of K
outside S. Set G := Gal(KS/K) and ∆ := Gal(K/Q). Again, fix χ0 the non-trivial character
of ∆ over Fp. The group ∆ acts on G, and thanks to Class Field Theory, the group G has
the FAB property: every open subgroup has finite abelianization.

Write Up for the unit group of the completion of K at the place p ∈ S. We define the
element Xp ∈ E1(Fp, G) as the image, given by Class Field Theory, of a generator of Up/U

p
p .

Then (see for instance [115, Theorem 2.6]), the set {Xp}p∈S is a basis of E1(Fp, G).
Denote by xp an element in G that lifts Xp. We introduce F , the free pro-p group

generated by xp. Koch [59, Chapter 11] gave a presentation of G, with generators {xp}p∈S
and relations {lp}p∈S verifying:

lpi ≡
∏
j ̸=i

[xpi , xpj ]
aj(i) (mod F3(Fp)), where aj(i) ∈ Z/pZ.

The element aj(i) is zero if and only if the prime pi splits in kp{pj}/k, where kp{p} is the (unique)
cyclic extension of degree p of k unramified outside p. This is equivalent to

p
(pj−1)/p
i ≡ 1 (mod pj),

where pi is a prime in Q below pi.
From now, we assume that this presentation is mild and quadratic (the relations are

all of weight 2), which means that we have the following isomorphisms of Fp[∆]-modules:

E1(Fp) =
d⊕
i=1

XpiFp, and R(Fp) ≃
d⊕
i=1

(∑
j ̸=i

aj(i)[Xpj ;Xpi ]

)
Fp.

Denote by i (resp. s), the number of inert or totally ramified (resp. totally split) primes
below S in Q, then d = r = |S| := i+ 2s. Recall that for every χ:

dχ := dimFp E1(Fp)[χ], and rχ := dimFp R(Fp)[χ].

By [35, Theorem 1] and Class Field Theory, we obtain:

d1 = i+ s (resp. r1 = i+ s) and dχ0 = s (resp. rχ0 = s).

Proposition 26. We have the following equalities of series:

gocha∗(Fp, t) :=
1

1− (i+ s+ sχ0)t+ (i+ s+ sχ0)t2
,

gochaχ0(Fp, t) :=
1

1− st− it2 + (s+ i)t4
.

Consequently, the action of ∆ on G is not trivial if and only if at least one place above S
in Q totally splits in K.
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Proof. Here, the relations have all weight 2, so:

χ∗
eul(t) := 1− (d1 + dχ0χ0)t+ (r1 + rχ0χ0)t

2 = 1− (i+ s+ sχ0)t+ (i+ s+ sχ0)t
2.

Since the presentation is mild, we conclude using Proposition 23.

Remark 17. Before giving examples, let us add some complements.

• The Fp[∆]-module structure of E1(Fp) (or R(Fp)) gives us the integers i and s.

• If every place p above S is inert or totally ramified in K, then Gal(QS/Q) and G :=
Gal(KS/K) admit the same number of generators. Then Gras [35, Theorem 1], showed
that Gal(QS/Q) and G are isomorphic, so the action of ∆ over G is trivial.

• Assume now that all places in Q below a set of primes S are totally split in K.
If Gal(QS/Q) is mild, Rougnant in [115, Théorème 0.3] gave a criterion to also ob-
tain Gal(KS/K) mild.

Example 21. We give explicit arithmetic examples where G is mild and defined by quadratic
relations:

1. We study the following example given by [134, Example 3.2]: let p = 3, K := Q(i),
and consider the set of primes: S := {q1 := 229, q2 := 241}. These primes totally split
in K. and the places above S (in K) are given by:

S := {p1 := (2 + 15i), p1 := (2− 15i), p2 := (4 + 15i), p2 := (4− 15i)}.

The group G := Gal(KS/K) is mild quadratic. Then by Proposition 26:

gocha∗(Fp, t) =
1

1− (2 + 2χ0)t+ (2 + 2χ0)t2
, and gochaχ0(Fp, t) =

1

1− 2t+ 2t4
.

However, the polynomial 1 − 2t + 2t4 admits only non real roots, so we can not apply
Theorem C.

Observe by [59, Example 11.15], that the group Gal(QS/Q) is finite.

2. [115, Part 6]: Take p = 3, K := Q(
√
−5), and S := {61; 223; 229; 481}. The Class

group of K is Z/2Z, the primes in S are totally split in K, and the groups Gal(QS/Q)
and G := Gal(KS/K) are both mild quadratic. Therefore, by Proposition 26, we obtain:

gocha∗(Fp, t) =
1

1− (4 + 4χ0)t+ 4χ0t2
and gochaχ0(Fp, t) =

1

1− 4t+ 4t4
.

By Theorem C, the graded spaces L (Fp, G)[χ0] and L (Fp, G)[1] are both infinite di-
mensional.
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3. We enrich the example given in [45, Part 2.1]: Consider p = 3, K := Q(
√
−163),

and T := {31, 19, 13, 337, 7}. The class group of K is trivial, Gal(QT/Q) is mild, and
the primes in T are inert in K. Therefore by [35, Theorem 1], the group Gal(KT/K)
is mild (in fact, it has the same linking coefficients as Gal(QT/Q)).

Observe that 43 is totally split in K, so we take {p6, p6} to be the primes in K above 43.
Consider now S := T ∪ {p6; p6}. By [134, Corollary 4.3], the group G := Gal(KS/K)
is mild quadratic. Proposition 26 gives us

gocha∗(Fp, t) :=
1

1− (6 + χ0)t+ (6 + χ0)t2
, and gochaχ0(Fp, t) :=

1

1− t− 5t2 + 6t4
.

Therefore, by Theorem C, the graded spaces L (Fp, G)[1] and L (Fp, G)[χ0] are infinite
dimensional.

Remark on lower p-central series and mild groups

Assume here that G is a finitely presented pro-p group, and q divides p − 1. We define the
lower p-central series of G by:

G{1} := G, and G{n+1} := Gp
{n}[G{n};G].

Remark that
⊕

n∈N(G{n}/G{n+1}) is an Fp[t][∆]-module, where Fp[t] is the ring of polynomials
over Fp.

Furthermore, if we assume G mild (see [62, Definition 1.1]), Labute showed in [62, Part 4],
that the lower p-central series come from the filtered algebra defined by Al(Zp, G) endowed
with the filtration induced by {Al{n}(G) := ker(Al(Zp, G) → Fp)n}n∈N. Additionally, the
set
⊕

n∈N(G{n}/G{n+1}) is a free Fp[t]-module. Since G is finitely generated, we introduce:

aχ{n} := rankFp(G{n}/G{n+1})[χ], and cχ{n} := rankFp(Al{n}(G)/Al{n+1}(G))[χ].

If we replace an(Zp) (resp. cn(Zp)) by a{n} (resp. c{n}), then the results of this chapter
can be adapted for lower p-central series. Moreover, extending [62, Corollary 2.7] in an
equivariant context, we can deduce a relation between the coefficients cχn and aχ{n}.
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Chapter 4

On extensions of number fields with
given quadratic algebras and cohomology

Presentations of (pro-p) groups via generators and relations have played an important role
in the development of group theory (see [78, Chapter 2] and [79]), and more generally in the
current theory of profinite groups and especially pro-p groups. These methods, combined
with cohomological results, are also used to detect Galois groups of p-extensions, see for
instance Koch [59], Mináč-Rogelstad-Tân [97] and [93], and Efrat-Quadrelli [24].

Shafarevich’s great idea and insight was to present important Galois pro-p groups via
generators and relations, and to search for a numerical criterium, depending on the presen-
tation, for proving that some of these groups are infinite. In the work with Golod [33], he
succeeded to make this idea precise, using associated filtrations and graded algebras tech-
niques. Their numerical criterium was later refined to a famous Golod-Shafarevich criterium:
if a pro-p group admits d generators and r relations satisfying d2 ≥ 4r, then it is infinite (see
[15, Chapter IX]).

Around the same time, Lazard also inferred "l’Alternative des Gocha" (from the names
of Golod and Shafarevich, see [69, Appendice A.3, Théorème 3.11]) which characterizes
the topological structure of a pro-p group from the gradation of its group algebra. In the
early 21st century, Labute-Mináč [62] and [66], and Forré [29] used Anick’s techniques [3] to
define mild groups and infer FAB groups, i.e. groups such that every open subgroup has
finite abelianization, of cohomological dimension 2.

In this chapter, we construct quotients of mild groups of larger cohomological dimension
by using and enriching previous techniques: presentations of pro-p groups, projective resolu-
tions, graded algebras, graph theory and Gröbner basis. From the "cutting tower" strategy
introduced by Hajir-Maire-Ramakrishna [41], we conclude this chapter with arithmetical ex-
amples (see Theorem D below).

Arithmetic context

Let p be a prime number and K be a p-rational number field. The latter means that the
Galois group GK , of the maximal pro-p extension of K unramified outside p, is isomorphic
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to a finitely generated free pro-p group. By a conjecture of Gras [34, Conjecture 8.11], if K
is a fixed number field, then it is p-rational for every prime p large enough.

Introduce T a finite set of finite primes of K. Denote by GT
K the Galois group of the

maximal pro-p extension of K unramified outside p and totally splitting in T . We infer
a free presentation GT

K = GK/R, with R a normal closed subgroup of GK presented by
relations {li}i∈|T |. From the "cutting tower" strategy (see [45, Part 2] or [41]) based on the
Chebotarev density Theorem, one can choose a set of primes T in K such that GT

K has a
mild presentation (see [29, Part 1]), so cohomological dimension 2. Mild groups play an
important role in the understanding of Galois extensions with prescribed ramification and
splitting (see [62], [66] and [117]).

Using the theory of Right Angled Artin Groups (RAAGs, see for instance [6], [135]
and [76, Part 2]), we can construct quotients of GK with prescribed cohomology. Let us
fix {x1, . . . , xd} a minimal set of generators of GK and an undirected graph Γ with set of
vertices [[1; d]]. We define G(Γ) as a quotient of GK by commutators [xi;xj] whenever {i, j}
is an edge of Γ. The dimension of the n-th cohomology group of G(Γ) is given by cn(Γ), the
number of n-cliques of Γ: i.e. complete subgraphs of Γ with n vertices.

In this work, we investigate quotients of mild groups with large finite cohomological
dimension, using ideas introduced by RAAGs. Let G be a quotient of GK and set hn(G) to
be the dimension of Hn(G;Fp). We prove the following result:

Theorem D. Let Γ := ΓA⊔ΓB be a graph where ΓA is bipartite. Then, there exist a totally
imaginary field K and a set T of primes in K such that GT

K is presented by relations lA :=
{lij; (i, j) ∈ A} which, modulo the third Zassenhaus filtration of GK, satisfy the equality lij ≡
[xi;xj]. In particular GT

K is mild.
Furthermore, there exists a quotient G of GT

K, such that for n ≥ 2, hn(G) = cn(Γ).
Consequently the cohomological dimension of G is equal to max(2;nΓB

), with nΓB
the clique

number of ΓB.

The construction of GT
K is currently well-known, we use the "cutting tower strategy"

introduced by Hajir-Maire-Ramakrishna (see references [41] and [45, Part 2]). The crucial
part of Theorem D is the existence (and the construction) of the quotient G.

Cohomological results

We first introduce our main objects of study.
Let us denote by G a finitely presented pro-p group with presentation G = F/R, where F

is a free pro-p group with generators {x1, . . . , xd}, and R is a normal closed subgroup of F
generated by a finite family {l1, . . . , lr}. We define E(G) as the completed group algebra
of G over Fp. This is an augmented algebra, and we denote by En(G) the n-th power of the
augmentation ideal of E(G). Introduce

En(G) := En(G)/En+1(G), and E (G) :=
⊕
n∈N

En(G).
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The graded algebra E (G) plays a fundamental role in this chapter, and more generally in
the understanding of filtrations (see [69, Chapitre II and Appendice A.3], [62], [92] and [43]),
topology (see [69, Alternative des Gocha, Théorème 3.11, Appendice A.3]) and cohomology
(see [62], [66], [91], [98]) of G. Note that Hn(G;Fp) is a discrete Fp-vector space, and
denote by H•(G) the graded algebra

⊕
nH

n(G;Fp) with product given by cup-product. We
emphazise links between E(G), E (G) and H•(G).

In [14], Brumer defined the functor Ext for compact modules, and showed that ([14,
Lemma 4.2] and [59, Part 3.9]) we have an isomorphism of graded algebraH•(G) ≃ Ext•E(G)(Fp;Fp),
where the product is given by the cup-product. Furthermore, using May spectral sequence
(see [73, Theorem 5.1.12]), we obtain an identification ofH•(G) and Ext•E (G)(Fp;Fp) when E (G)
is Koszul, i.e. the trivial E (G)-module Fp admits a free-E (G) resolution (P•; δ•), where Pi

is generated by elements of degree i (we refer to [108, Chapter 2] for further references on
Koszul algebra):

Proposition 27. If E (G) is a Koszul algebra, then we have the following isomorphism of
graded algebras:

H•(G) ≃ Ext•E (G)(Fp;Fp),

where the product is given by the cup-product. The algebra H•(G) is the quadratic dual
of E (G).

Mináč-Pasini-Quadrelli-Tân already observed, in [98, Proof of Theorem 4.6], that if G
admits a mild presentation with quadratic relation, i.e. l ⊂ F2\F3, then E (G) is Koszul. They
also observed that if G is mild and H•(G) is quadratic, then H•(G) is the quadratic dual
of E (G). As a direct consequence of Proposition 27, we complete [98, Theorem 1.3]: if the
group G admits a mild presentation with quadratic relations, then H•(G) is the quadratic
dual of the Koszul algebra E (G). For more details on quadratic duals, we refer to [108,
Part 1.2].

Computation of graded algebras

Currently, the algebra E (G) is only known when G is free, or mild, or in a few other specific
cases (see [62], [66] and [92]). We give a criterion on the presentation of G which allows us
to compute E (G). As a consequence, we obtain the cohomology groups of a pro-p group G
(which will be here a quotient of a mild group) directly from its presentation. We are mostly
inspired by the theory of RAAGs (see for instance [6] and [135]) and the work of Koch [60]
and Forré [29, Theorem 3.7]. Let us now explain the strategy we adopt in this chapter to
construct situations where E (G) is Koszul.

The Magnus isomorphism from [69, Chapitre II, Partie 3] gives us a surjection, that we
denote by ϕ, between E(G) (resp. E (G)) and the Fp-algebra of noncommutative series (resp.
polynomials) over a set of variables X := {X1, . . . , Xd}, that we denote by E (resp. E ). In
particular E (G) is a quotient of E , and we denote by I its kernel. It is in general difficult
to explicitly compute the ideal I .
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From the Magnus isomorphism, we write wi := ϕ(li − 1) as a sum of homogeneous poly-
nomials in E. A priori, every homogeneous polynomial in wi plays a role in the computation
of the ideal I . Labute [62] and Forré [29], following ideas of Anick [3], gave a criterion
(mild presentation) on the presentation of G such that the ideal I is generated only by the
dominant term of wi. However, this criterion restricts the cohomological dimension of G to
less than or equal to two. In this chapter, we give another criterion, ensuring that I is
also generated by dominant terms of wi and in addition to the mild case, we infer situations
where the cohomological dimension is strictly larger than two.

Let Γ := (N,E) be a graph with set of vertices N := [[1; d]] and set of edges E. We
introduce a set lE := {lij}{i,j}∈E of relations in F , and we state the following condition on
the graph Γ and the family lE:

•The graph Γ can be written as a disjoint union of two components
that we call ΓA and ΓB, with sets of edges A and B.

•The graph ΓA is bipartite, and
wij := ϕ(lij − 1) ≡ [Xi;Xj] (mod E3), for {i, j} ∈ A.

•We have luv := [xu;xv], for {u, v} ∈ B.

(4.1)

Let us call I (Γ) the ideal in E generated by the family {[Xi;Xj]}{i,j}∈E, the dominant
terms of lE when it satisfies the Condition (4.1), and call E (Γ) the graded algebra E (Γ) :=
E /I (Γ). We use ideas from Forré [29], Wade [135], Labute-Mináč [62] and [66], Mináč-
Pasini-Quadrelli-Tân [91] and [98], Anick [4] and Ufnarovskij [130] to show that if G admits
a presentation satisfying the Condition (4.1), we have I = I (Γ). Then we infer:

Theorem E. Assume that G is a finitely generated pro-p group presented by relations lE
satisfying the Condition (4.1), then E (G) = E (Γ).

When E (G) ≃ E (Γ), we say that E (G) is a Right Angled Artin Algebra (RAAAs).
RAAAs play a fundamental role in geometric group theory (see for instance [6]). In partic-
ular, since E (Γ) is Koszul (see [6, Part 4])

Ext•E (Γ)(Fp;Fp) ≃ A (Γ),

where A (Γ) := E /I !(Γ), with I !(Γ) the two sided ideal of E generated by the family

• XiXj when {i, j} /∈ E,

• X2
u for u ∈ [[1; d]],

• XuXv +XvXu for u, v in [[1; d]].

Observe that dimFp An(Γ) = cn(Γ), where cn(Γ) is the number of n-cliques of Γ, i.e. complete
subgraphs of Γ with n vertices. Since E (Γ) is a Koszul algebra, we can apply Proposition 27
and we infer that

H•(G) ≃ A (Γ), and hn(G) := dimFp H
n(G) = cn(Γ).
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Outline

We begin with Part 4.1, where we give some backgrounds on Right Angled Artin Algebras
(that we denote RAAA). Then we prove Theorem E in Part 4.2. We finish by Part 4.3,
where we first prove Proposition 27, then we compute the algebras E (G) and H•(G) when G
is free, mild quadratic and pro-p RAAG. We conclude Part 4.3 with the proof of Theorem D,
which follows from Theorem E and Proposition 27.

Notation

We introduce here some general notations:
• We recall that G is a finitely presented pro-p groups with generators {x1; . . . ;xd} and

relations {l1; . . . ; lr}.
• If x, y are elements in G (or in F ), we denote by [x, y] := x−1y−1xy.
• We define Hn(G;Fp) the n-th (continuous) cohomology group of the trivial (continu-

ous) G-module Fp. The cohomological dimension of G is the integer n (which can be infinite)
such that for every m > n we have Hm(G;Fp) = 0.
• The Magnus isomorphism from [69, Chapitre II, Partie 3] gives us the following identifi-

cation of Fp-algebras between E(F ) and the noncommutative series over Fp on {X1; . . . ;Xd}
that we call E:

ϕ : E(F ) ≃ E; xj 7→ Xj + 1. (4.2)
The algebra E is filtered by {En}n∈N, the n-th power of the augmentation ideal, and we
denote by Fn := {f ∈ F ;ϕ(f − 1) ∈ En} the Zassenhaus filtration of F .
• Denote by I the closed two-sided ideal in E generated by wi := ϕ(li − 1), this is an

algebra with a filtration given by {In := I ∩En}n∈N. From the Magnus isomorphism (1), we
identify the filtered algebra E(G) with the quotient algebra E/I: this is a filtered algebra
and we denote its filtration by {En(G)}n∈N. Let us define:

En(G) := En(G)/En+1(G), and E (G) :=
⊕
n

En(G).

• We introduce the functor Grad (see for instance [69, Chapitre I]) from the category
of compact Fp-vector spaces (or compact E(G)-modules) to graded Fp-vector spaces (or
graded E (G)-modules). This is an exact functor. For instance, if we denote by E the
noncommutative polynomials over Fp on {X1; . . . ;Xd}, and En := En/En+1, we have

Grad(E) :=
⊕
n∈N

En = E .

• Let us define I := Grad(I) =
⊕

n In/In+1. Observe by [69, (2.3.8.2), Chapitre I] that
the functor Grad is exact, so from the Magnus isomorphism, we can identify E (G) with the
graded algebra Grad(E(G)) ≃ E /I , and we denote its gradation by {En(G)}n∈N. We define
the gocha series of G by:

gocha(G, t) :=
∞∑
n=0

cnt
n, where cn := dimFp En(G)
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•An Fp-basis onE and E is given by monomials on the set of variables X := {X1; . . . ;Xd}.
The order X1 > X2 > · · · > Xd induces a lexicographic order on monomials on X, that we
denote by >. We say that a monomial X contains a monomial Y if there exist monomials M
and N such that X =MYN .
Recall that we write commutators of Xi and Xj (in E or E ) as:

[Xi;Xj] := XiXj −XjXi for {i, j} ∈ E.

• If z is an element in E, we denote by deg(z) the integer such that z ∈ Edeg(z) \Edeg(z)+1.
Then we define z the image of z in Edeg(z)/Edeg(z)+1, this is a homogeneous polynomial, and
we denote its degree by deg(z). We call ẑ the leading monomial of z. For instance ̂[Xi;Xj] =
XiXj.
• We say that G has a mild presentation if:

gocha(G, t) =
1

1− dt+
∑r

i=1 t
deg(wi)

.

The group G has a quadratic presentation if for every integer i, deg(wi) = 2.
• We say that the algebra E (G) is Koszul, if the trivial E (G)-module Fp admits a linear

resolution (P, δ), i.e. Pi is a free-E (G)-module generated by elements of degree i (see for
instance [108, Chapter 2]).

4.1 Preliminaries on Right Angled Artin Algebras (RAAA)
Recall that we denote by Γ := (N,E) an undirected graph, where N := [[1; . . . d]]. For every
integer n, we denote by cn(Γ) the number of n-cliques of Γ. Let I (Γ) (resp. I(Γ)) be the
closed two sided ideal of E (resp. E) generated by the family {[Xi;Xj]}{i,j}∈E and E (Γ) :=
E /I (Γ) (resp. E(Γ) := E/I(Γ)).

We take the following orientation on Γ, that we call standard : if (i, j) ∈ E then i < j.
For more references on RAAAs, let us quote [6].

4.1.1 Introductory results on graphs

Let us begin with few results on graphs. I am thankful to Chris Hall for the following Lemma.
We refer to [18, Chapters 1 and 5] for a general introduction on graph theory.

Lemma 10. The undirected graph Γ is bipartite if and only if there exists an orientation
on Γ such that the tail of an edge of Γ is not the head of another one.

Proof. The undirected graph Γ is bipartite if and only if it is 2-colored (let us call these colors
black and white). For instance, we can direct edges from white vertices to black vertices.
Conversely, we can give a 2-coloring on a graph Γ where the tail of an edge is not the head
of another one. We endow heads of edges with white color and tails of edges with black
color.
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Remark 18 (Bipartite graphs, orientation and combinatorially free families). Up to rela-
belling vertices, we assume that bipartite graphs satisfy the property given in Lemma 10 for
the standard orientation. Equivalently, if Γ is bipartite, then the family {XiXj}(i,j)∈E is
combinatorially free in E (recall that we took the order on monomials induced by X1 > X2 >
· · · > Xd), i.e. for every different cuples (i1, j1) and (i2, j2) in E, we have j1 ̸= i2.

From now, we denote by {i, j} edges from the undirected graph Γ and (i, j) edges of the
graph Γ endowed with its standard orientation. Of course, we only discuss cliques of the
undirected graph Γ. Let us give an example:

Example 22. Consider Γ the graph with three vertices {1; 2; 3} and two edges {{1, 2}; {1, 3}}.
The graph Γ is bipartite and we have the following representation:

3

1 2

, or with standard orientation:
3

1 2

.

4.1.2 Gradation and RAAAs

Let us begin with some introductory results on the functor Grad (for more references, see [69,
Chapitre I]). We first show that the functor Grad sends homogeneous ideals (i.e. ideals
generated by homogeneous polynomials) in E to homogenous ideals in E .

Observe that E(Γ) is an augmented algebra, so filtered by powers of the augmentation
ideal.

Lemma 11 (Gradation of E(Γ)). We have Grad(E(Γ)) = E (Γ).

Proof. We just need to show that Grad(I(Γ)) = I (Γ). We always have I (Γ) ↪→ Grad(I(Γ)).
Let us show the reverse inclusion.

Take z ∈ I(Γ), and write z :=
∑

ijul aijul[Xi;Xj]biju, where a, b ∈ E. Let us express z as
a (possibly infinite) sum of homogeneous polynomials:

aijul :=
∑
g∈N

gaijul, and biju :=
∑
h∈N

hbiju,

where gaijul and hbiju are homogeneous polynomials of degree g and h. Therefore, we have
the following (possibly infinite) sum of homogeneous polynomials:

z =
∑
n∈N

∑
ijul

∑
g+h+2=n

(gaijul)[Xi;Xj](hbiju).

So, if deg(z) = n, we infer:

z =
∑
ijul

∑
g+h+2=n

(gaijul)[Xi;Xj](hbiju) ∈ I (Γ).

Therefore Grad(I(Γ)) = I (Γ) is a homogeneous ideal.
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Remark 19. Lemma 11 is still true if we take I a two-sided ideal in E generated by homo-
geneous elements wu (which can be seen both in E and E ). More precisely, Grad(I) will also
be generated by wu as a two-sided ideal in E .

Recall, from the Condition (4.1), that we defined wuv := ϕ([xu;xv]−1) in E. We compute
here the homogeneous polynomials occurring in the expression of wuv.

Lemma 12. We have the following equality:

wuv =

(∑
n∈N

(−1)n
n∑
k=0

Pn,k(Xu;Xv)

)
[Xu;Xv], where Pn,k(Xu;Xv) = Xk

uX
n−k
v .

Proof. For every integer n, we introduce the homogeneous polynomial of degree n: Pn(Xu;Xv) :=
(−1)n

∑n
k=0 Pn,k(Xu;Xv) ∈ En. Let us observe that Pn satisfies the following equalities:

Pn(Xu;Xv) = Xn
u + Pn−1(Xu;Xv)Xv = Xn

v + Pn−1(Xu;Xv)Xu

= Xn
u +Xn

v + Pn−2(Xu;Xv)XuXv.
(∗)

Now, let us compute wuv. For this purpose, we introduce the series Z :=
∑∞

n=1(−1)nPn(Xu;Xv),
and we infer:

wuv = (1 +Xu)
−1(1 +Xv)

−1(1 +Xu)(1 +Xv)− 1

= (1 + Z)(1 +Xu +Xv +XuXv)− 1.

= Xu +Xv +XuXv + Z + Z(Xu +Xv) + ZXuXv.

(∗∗)

Let us denote by wuv,n the term (homogeneous polynomial) of degree n in wuv, i.e.
wuv :=

∑∞
n=1wuv,n. Observe that:

wuv,1 = 0, and wuv,2 = [Xu;Xv].

For n ≥ 3, we obtain from (∗∗):

wuv,n = (−1)n [Pn(Xu;Xv)− Pn−1(Xu;Xv)(Xu +Xv) + Pn−2(Xu;Xv)XuXv] .

We conclude by applying relations given in (∗).

Proposition 28. Denote by ∆ the ideal in E generated by {wuv := ϕ([xu;xv]−1); (u, v) ∈ E}.
Then ∆ = I(Γ) and Grad(∆) = I (Γ).

Proof. From Lemma 12, we notice that ∆ ⊂ I(Γ). Furthermore, I (Γ) ⊂ Grad(∆) and from
Lemma 11 we infer that Grad(∆) = I (Γ). Consequently, Grad(∆) = Grad(I(Γ)) = I (Γ).
By [69, Corollaire (2.3.15), Chapitre I] we conclude that ∆ = I(Γ).
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4.2 Proof of Theorem E
The goal of this part is to compute E (G), when G is presented by a family of relations lE
coming from a graph Γ, endowed with standard orientation (see Remark 10), satisfying the
Condition (4.1).

Theorem 23. Assume that G admits a presentation with relation lA∪B satisfying (4.1).
Then E (G) = E (Γ).

We show that I = I (Γ). We split the proof into several steps. Using the proof of [29,
Theorem 3.7] we give Equalities (B1) and (B2) in subpart 4.2.1. This allows us to express
elements in I modulo En+1 for every integer n. The rest of the proof is done by contradiction.

In subpart 4.2.2, we infer Equalities (B3) and (B4) from monomial analysis (Gröbner ba-
sis, see [130]) and the fact that ŵA := {XiXj}(i,j)∈A is combinatorially free. In subpart 4.2.3,
we show Equality (B5) from luv := [xu;xv], Lemma 12 and Gröbner basis arguments. We
finish the proof with subpart 4.2.4, where we conclude that the contributions given by the
homogeneous polynomials in the expressions of wij and wuv, for the computation of I , only
come from the dominant terms. So we conclude I = I (Γ).

Recall that ŵA := {XiXj}(i,j)∈A and ŵB := {XuXv}(u,v)∈B. We introduce IA and IB

the ideals in E generated by wA := {[Xi;Xj]}(i,j)∈A and wB := {[Xu;Xv]}(u,v)∈B. We denote
by Î (Γ) (resp. ÎA, ÎB) the leading terms of a fixed Gröbner basis of I (Γ) (resp. IA, IB),
i.e. Î (Γ) is a set of generators of the ideal generated by the leading monomials of elements
of I (Γ). By Remark 18, we can take ÎA := ŵA, furthermore since IA + IB = I (Γ), we
choose Î (Γ), ÎA and ÎB such that:

ŵA ∪ ŵB ⊂ ÎA ∪ ÎB ⊂ Î (Γ), and ÎA := {XiXj}(i,j)∈A, ŵB ⊂ ÎB. (B0)

4.2.1 Decomposition

If A is a subset of E, we recall that we have

Grad(A) :=
⊕
n

[(A ∩ En + En+1)/En+1].

Furthermore, Grad(A) is a subset of E .
Observe that I (Γ) ⊂ I . By [130, Theorems, Parts 2.3 and 2.4], the ideal I (Γ) admits a

complementary subspace CΓ with a monomial basis given by monomials not containing Î (Γ).
By Equation (B0), these monomials do not contain ŵA ∪ ŵB.

Furthermore, we denote the gradation on CΓ by CΓ :=
⊕

n CΓ,n. Let us define by Cn a
complementary subspace of In ∩ CΓ,n in CΓ,n, i.e. CΓ,n = Cn

⊕
(In ∩ CΓ,n).

Introduce C :=
⊕

n Cn, this is a complementary subspace of I in E , and every element c ∈
Cn can be uniquely written as c =

∑
i ci, where ci is a monomial of degree n in CΓ,n. Denote

by C :=
∏

n Cn and CΓ :=
∏

n CΓ,n, these are filtered subsets of E. By [69, Chapitre I,
(2.3.7)], we have Grad(C) = C .
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In the beginning of the proof (first two pages) of [29, Theorem 3.7], Forré showed that C
is a complementary subspace of I in E, and for every integer n, we have the following
decomposition:

I = CWE + In+1, (B1)

where W is the Fp-vector space generated by wij := ϕ(lij − 1), for (i, j) in A ∪B.
Our goal is to show that I = I (Γ). Take f ∈ I of degree n, we need to prove that f

(which describes a general element in I ) is in I (Γ). Using Equality (B1), we can write:

f :=
∑

(i,j)∈A

nij∑
k=1

nijk∑
l=1

sijkl +
∑

(u,v)∈B

nuv∑
o=1

nuvo∑
q=1

suvoq + rn+1, where

sijkl = cijklwijXijk, suvoq = cuvoqwuvXuvo, and rn+1 ∈ In+1;

for c• in C and X• a monomial in E.
Therefore,

f ≡
∑
deg≤n

sijkl +
∑
deg≤n

suvoq (mod En+1). (B2)

Then, without loss of generalities, we can write as a sum of monomials of degree less or
equal than n in CΓ: cijkl :=

∑nijkl
g=1 cijklg, and cuvoq :=

∑nuvoq
h=1 cuvoqh.

From now, we simplify the notations on indices by denoting cijkl and cuvoq as monomials
in CΓ. Recall by Lemma 12 that we have the following sum of homogeneous polynomials:

wuv :=
∞∑
r=2

r∑
z=0

wuvrz, with wuvrz := Pr−2,z(Xu;Xv)[Xu;Xv],

where wuvrz is of degree r.
A natural candidate for f would be

∑
deg≤n cijkl[Xi;Xj]Xijk +

∑
deg≤n cuvoq[Xu;Xv]Xuvo.

However, the terms in the previous sums can be of degree strictly less than n. We then
work on degree arguments. Especially, we shall study particular leading monomials and so
we shall choose special indices, that we will denote by bold letters.

4.2.2 Monomial analysis

Similarly to the proof of [29, Theorem 3.7], we introduce mA := infijkl,(i,j)∈A(deg(sijkl)). The
goal of the rest of the proof is to show that mA = n, then we conclude that this equality
allows us to show that f is in I (Γ). We argue by contradiction to show that mA = n.
Assume that mA < n, then from Equality (B2), we infer:∑

deg=mA

cijkl[Xi;Xj]Xijk +
∑

deg=mA

cuvoqwuvrzXuvo = 0.

Furthermore, by definition of mA, we can assume for every (i, j) in A and k that
∑

l cijkl ̸= 0.
Define µA and µB by

µA :=
∑

deg=mA

cijkl[Xi;Xj]Xijk, and µB :=
∑

deg=mA

cuvoqwuvrzXuvo.
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Before studying the polynomials µA and µB, we bring back some results on strongly
and combinatorially free families from [29]. Recall that IA is the ideal of E generated
by wA := {[Xi;Xj]}(i,j)∈A, and denote by JA the ideal of E generated by ŵA. Since ŵA is
combinatorially free, we infer that ŵA is a Gröbner basis of IA, and by [29, Theorem 2.6] the
family wA is strongly free, i.e. if we denote by E≥1 the augmentation ideal of E , the E /IA-
module IA/IAE≥1 is free over wA. Moreover, by [29, Theorem 2.3], the family ŵA is a basis
of the free E /JA-module JA/JAE≥1.

Let us define CA the subspace of E generated by all monomials not containing ŵA.
By [130, Theorems Parts 2.3 and 2.4], we notice that the Fp-vector space CA is both a
complementary subspace of IA and JA. From that fact, we can apply the strategy used
in [29, Theorem 3.7, beginning of the page 181].

If µB = 0, then µA = 0. The proof of [29, Theorem 3.7, beginning page 181] shows
that this case is impossible, since {[Xi;Xj]}(i,j)∈A is strongly free and cijkl does not contain
monomials in ŵA so is in CA. Consequently, µB and µA are both different from zero. This
implies that

µ̂A = µ̂B ̸= 0 (B3)

We study now the structure of the monomials µ̂A and µ̂B.
From Remark 10, the family ÎA is combinatorially free, then it is strongly free (see [29,
Theorem 2.3]). Using a similar argument as [29, Beginning of page 181], we infer that µ̂A =
cijklXiXjXijk for some fixed coefficients (i, j) ∈ A and k, l. Indeed if the previous equality
does not hold, there exists a relation of the form:∑

ijkl

cijklXiXjXijk = 0.

Since {X1; . . . ;Xd} is a E -linearly independant family, we can assume that at least one
monomial Xijk has valuation zero (so is in Fp), then we obtain a relation:∑

cijklXiXjXijk ≡ 0 (mod JAE≥1).

Since ŵA is strongly free, we infer that
∑

l cijkl is in CA∩JA = {0}. This is a contradiction.
Consequently, we can write:

µ̂A :=MAXiXjXA (B4)

where MA := cijkl and XA := Xijk. Observe that MA is a monomial in CΓ, so from (B0),
the monomial MA does not contain monomials in ŵA ∪ ŵB.

Recall, from hypothesis, that mA < n := deg(f). Let us show that µ̂B has the following
form:

µ̂B :=MBXuXvXB (B5)

for some fixed (u,v) in B, some monomial XB and some monomial MB not containing
submonomials in ŵA ∪ ŵB. From Lemma 12, µ̂B has one of the following forms, for some
fixed index (u,v) ∈ B:

(a) µ̂B = cuvoqPr−2,z(Xu, Xv)XuXvXuvoq, or (b) µ̂B = cuvoqPr−2,z(Xu, Xv)XvXuXuvo.
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The monomial Pr−2,z(Xu, Xv) contains a monomial of the form XuXv with (u, v) ∈ B if
and only if 0 < z < r− 2. Observe that µ̂B has one of the following from:

(i) the case (a),

(ii) the case (b) with 0 < z ≤ r− 2,

(iii) the case (b) with 0 = z, but cuvoq := XXu where X is a monomial and (u,v) ∈ B,

(iv) the case (b) with 0 = z, and cuvoq does not finish by Xu such that (u,v) ∈ B.

For the case (i)− (iii), we always infer a monomial MB not containg a submonomial in ŵA∪
ŵB such that µ̂B = MBXuXvXB, so a positive solution to Equation (B5). In the next
subpart, we show that the case (iv) is impossible, which allows us to infer (B5).

4.2.3 Structure of µ̂B.

To conclude, under the hypothesis mA < n, we show that the case (iv) is impossible. By
contradiction, we assume that

µ̂B = cuvoqX
r−2
v XvXuXuvo, for some integer r, and

c := cuvoqX
r−2
v does not contain a monomial in ŵA ∪ ŵB.

By Equalities (B4) and (B3), we infer:

µ̂B = cXvXuXuvo = cijklXiXjXijk.

Since cXvXu does not contain a monomial in ŵA, we infer that there exists a monomial X ′
uvo

include in cijkl such that
Xuvo = X ′

uvoXiXjXijk.

Consider the following restricted sum µ′
B of µB where every polynomial of degree mA finishes

by XiXjXijk, and i, j,k is fixed from (B4) (here XiXjXijk is the end of µ̂A):

µ′
B =

∑
deg=mA

∑
(u,v)∈B

∑
o,q,r,z

∑
Xuvo=X′

uvoXiXjXijk

cuvoqwuvrzXuvo,

This sum is not empty, every term in that sum finishes by XiXjXijk, and that sum is in IB:
the two-sided ideal of E generated by wB. Observe that µ̂B = µ̂′

B.
Define µ′′

B by µ′
B := µ′′

B(XiXjXijk). Notice that µ′′
B is in IB. Therefore µ′′

B contains a
monomial in ÎB. Furthermore, by definition

µ̂B = µ̂′
B = µ̂′′

BXiXjXijk = cijklXiXjXijk,

consequently µ̂′′
B = cijkl is in CΓ and therefore by (B0) does not contain monomials in ÎB.

This is impossible. We studied all cases, so we conclude that µ̂B satisfies Equality (B5).
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4.2.4 Conclusion

Let us first show that mA = n. If mA < n, then from Equalities (B3), (B4) and (B5), we
have:

MAXiXjXA =MBXuXvXB.

Therefore, MA =MB. This is impossible since Xi ̸= Xu. We conclude that mA = n.
Let us now finish our proof, by showing that f is in I (Γ). Using Equality (B2), we have

modulo En+1:
f =

∑
deg=n,ijkl,(i,j)∈A

sijkl +
∑

deg≤n,uvoq,(u,v)∈B

suvoq.

Since f and
∑

deg=n sijkl are both of degree n, then
∑

deg≤n suvoq is at least of degree n, and
by Lemma 11 we have

∑
deg≤n suvoq ∈ I (Γ). Consequently modulo En+1, we infer:

f ≡
∑
deg=n

sijkl +
∑
deg≤n

suvoq =
∑
deg=n

sijkl +
∑
deg≤n

suvoq

≡
∑
deg=n

cijkl[Xi;Xj]Xijkl +
∑
deg≤n

suvoq.

Thus f ∈ In(Γ), so I (Γ) = I .

Remark 20. In the proof of Theorem E, we constructed a filtered Fp-vector space CΓ, and
we showed that if I = I (Γ), then E(G) is isomorphic to CΓ as a filtered Fp-vector space.
In fact, we can define an algebra structure on CΓ using the natural surjection ϕ : E → E(G)
induced by the Magnus isomorphism and show that CΓ is indeed isomorphic (as a filtered
algebra) to E(G).

Remark 21 (Gocha series and filtrations for groups satisfying the Condition (4.1)). We
assume that G admits a presentation which satisfies the Condition (4.1). The gocha series
of G is given by:

gocha(G, t) =
1∑n

k=0(−1)kck(Γ)tk
, and hn(G) = cn(Γ), for every integer n.

Let us denote by an := dimFp Gn/Gn+1. Then using [92, Theorem 2.9], we can explicitly
compute coefficients an for every integer n. See also [45] for an equivariant study.

4.2.5 Example

Let us give an example:
We define Γ a graph with 6 vertices and five edges given by E := A ⊔ B, where A :=

{(1, 2); (1, 3)} and B := {(4, 5); (4, 6); (5, 6)}. A representation of Γ is given by:
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3 6

1 2 4 5
Take G a pro-p group defined by six generators and five relations of the form lA∪B given

by:
l12 ≡ 1 + [X1;X2] (mod E3), and l13 ≡ 1 + [X1;X3] (mod E3),

l45 := [x4;x5], l46 := [x4;x6], and l56 := [x5;x6].

Observe that Γ and the relations lE satisfy the Condition (4.1). Therefore, by Theorem E,
the algebra E (G) is given by E (Γ) := E /I (Γ), where

I (Γ) := ⟨[X1;X2], [X1;X3], [X4;X5], [X4;X6], [X5;X6]⟩.

Furthermore, thanks to Proposition 27, that we prove in Part 4.3, we have:

h1(G) = c1(Γ) = 6, h2(G) = c2(Γ) = 5, h3(G) = c3(Γ) = 1, else hn(G) = cn(Γ) = 0.

Consequently G has cohomological dimension 3.

4.3 Applications to pro-p groups with quadratic presen-
tation

In this part, we begin to prove Proposition 27, then we illustrate it with some examples.
We say that G has a quadratic presentation if it is presented by a family of quadratic
relations l := {li} (i.e. li is in F2 \ F3).

4.3.1 Proof of Proposition 27

I am thankful to Thomas Weigel for the following argument. We also refer to [73] for further
details.

Let us denote by ∆•(G) the graded algebra indexed by negative integers: ∆•(G) :=⊕
i∆i(G) where ∆i(G) := E−i(G). Following notations from Theorem [125, Theorem 5.1.12.(2)]

and its proof, if the algebra E (G) is Koszul then Ext•,•∆•(G) is the quadratic dual of E (G)

generated by X1, . . . , Xd where every Xi is endowed with bidegree (−1, 2). In particu-
lar, Exts,t∆•(G) ̸= 0 only if t = −2s.

From Theorem [125, Theorem 5.1.12.(2)], we infer a spectral sequence (E•,•
r ; dr) and a

filtration F • on H•(G) such that:

• E•,•
1 = Ext•,•∆•(G)(Fp,Fp),

• Es,t
∞ = F sHs+t(G)/F s+1Hs+t(G).
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In particular, we have d1 = 0, so we infer an isomorphism of graded algebras E•,•
1 ≃ E•,•

∞ .
The filtration F • on H•(G) is decreasing and from the convergence of the spectral sequence,
we obtain:

· · · ⊃ F−(n+1)Hn(G) = Hn(G) ⊃ F−nHn(G) = Hn(G) ⊃ F−(n−1)Hn(G) = 0 . . .

Consequently, we infer the following isomorphism of graded algebras:

H•(G;Fp) ≃ Ext•E (G)(Fp;Fp).

Remark 22. We propose an alternative proof, using Serre’s Lemma [69, Partie 5, Lemme 2.1],
of the fact that we have an isomorphism of graded vetor spaces between H•(G;Fp) and Ext•E (G)(Fp;Fp).

Let P := (Pi, δi) be a Koszul resolution of Fp, then there exists a E(G)-free reso-
lution P := (Pi, di) of Fp such that Grad(P ) := (Grad(Pi),Grad(di)) = P, i.e. for ev-
ery i, Grad(Pi) = Pi and Grad(di) = δi. Moreover, there exits a family pi,j in Pi such that

Pi :=
∏
j

pi,jE(G) and Pi :=
∏
j

pi,jE (G).

Since Pi (resp. Pi) is a free compact E(G)-module (resp. graded E (G)-module), we infer
two isomorphisms of discrete Fp-vector spaces:

HomE(G)(Pi;Fp) ≃
⊕
j

p∗ijFp, and HomE (G)(Pi;Fp) ≃
⊕
j

pij
∗Fp,

where p∗ij (resp. pij∗) is the function which maps
∑

l pilel ∈ Pi with el ∈ E(G) (resp.
∑

l pilfl ∈
Pi, with fl ∈ E (G)) to ϵ(ej) (resp. ϵ(fj)), for ϵ the augmentation map of E(G) (or E (G)).

Define by gr : HomE(G)(Pi;Fp) → HomE (G)(Pi;Fp) the morphism of Fp-vector spaces
which maps p∗ij to pij∗. We infer the following diagram of discrete Fp-vector spaces:

HomE(G)(Pi+1;Fp) HomE(G)(Pi;Fp) HomE(G)(Pi−1;Fp)

HomE (G)(Pi+1;Fp) HomE (G)(Pi;Fp) HomE (G)(Pi−1;Fp)

gr

d∗i+1

gr gr

d∗i

δ∗i+1 δ∗i

Observe that the previous diagram is in general not commutative. Since the resolution P
is Koszul, we show that the previous diagram is indeed commutative. More precisely, we
show that for every i, the map d∗i is zero.

Since di is a filtered morphism, we can write di(pi,l) :=
∑

m pi−1,m

∑d
k=1 αk,mXk + ci,l

with ci,l an element of degree strictly larger than i in Pi−1, and ci,l :=
∑

m pi−1,mum. In
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particular, ϵ(um) = 0. Consequently, we have:

d∗i (p
∗
i−1,j)(pi,l) = p∗i−1,j ◦ di(pi,l)

= p∗i−1,j

(∑
m

pi−1,m

d∑
k=1

αk,mXk + ci,l

)

= p∗i−1,j

(∑
m

pi−1,m(
d∑

k=1

αk,mXk + um)

)
= ϵ(αk,jXk + uj)

= 0,

therefore we have d∗i = 0.

4.3.2 Free pro-p groups

Assume that G is a free pro-p group, then by the Magnus isomorphism, we infer E (G) ≃ E .
Using Proposition 27, we obtain the well known result:

H•(G) ≃ Ext•E (G)(Fp;Fp) = H1(G).

4.3.3 Mild quadratic pro-p group

In this subsubsection, we slightly improve [98, Theorem 1.3].
From [29, Theorem 3.7], if G has a mild quadratic presentation, then E (G) is a quadratic

algebra. In fact, in the proof of [98, Theorem 1.3], Mináč-Pasini-Quadrelli-Tân showed that
the algebra E (G) is Koszul. Denote its quadratic dual by A (G) (see for instance [108,
Chapter 1, Part 2] for more details).

Corollary 12. Assume that G has a mild quadratic presentation. Then H•(G) and E (G)
are both quadratic algebras. Furthermore, we have:

H•(G) ≃ A (G).

Proof. Since E (G) is Koszul, we can apply Proposition 27. We infer

H•(G) ≃ Ext•E (G)(Fp;Fp).

Furthermore Ext•E (G)(Fp;Fp) ≃ A (G). Consequently:

H•(G) ≃ Ext•E (G)(Fp;Fp) ≃ A (G).
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4.3.4 Pro-p Right Angled Artin Groups

We say that GΓ is a Right Angled Artin Group (RAAG) if GΓ admits a presentation F/SΓ

where F is the abstract free group on {x1; . . . ;xd} and SΓ is a normal subgroup of F
generated by [xi;xj] for (i, j) ∈ E.

We say that G(Γ) is pro-p RAAG if G(Γ) is the pro-p completion of GΓ. The pro-p
group G(Γ) admits a presentation F/RΓ where F is a free pro-p group over {x1; . . . ;xd}
and RΓ is a closed normal subgroup of F generated by [xi;xj] for (i, j) ∈ E.

The algebra H•(G(Γ)) is already known. Lorensen [76, Theorem 2.7] showed that

H•(G(Γ)) ≃ H•(GΓ).

It is also well-known, see [6], that H•(GΓ) ≃ A (Γ). Consequently

Theorem 24. Let G(Γ) be pro-p RAAG, then we have the following isomorphism:

H•(G(Γ)) ≃ A (Γ).

We propose another proof of Theorem 24.

Proposition 29. Let G be a pro-p RAAG with underlying graph Γ, then we have E(G) =
E(Γ). Therefore, we infer:

E (G) ≃ E (Γ), and H•(G(Γ)) ≃ A (Γ).

Proof. Here, we just need to observe, following notations of Proposition 28, that I = ∆. Then
we infer, using Proposition 28, that E(G) = E(Γ). From Lemma 11 and Proposition 28, we
conclude that E (G) = E (Γ).

Consequently, E (G) is quadratic and Koszul. We finish the proof using Proposition 27.

Remark 23. Observe that the Fp-vector space CΓ constructed in Subpart 20 does depend
only on Γ. In particular, using Remark 20 and Proposition 29, we conclude that the filtered
vector space CΓ is isomorphic to the filtered vector space E(Γ).

4.3.5 Prescribed and restricted ramification

We finish this chapter by showing a more precise version (and a proof) of Theorem D:

Theorem 25 (Galois extensions with prescribed ramification and cohomology). Fix Γ and lE
satisfying the Condition (4.1). Then, there exist a totally imaginary field K and a set T of
primes in K such that GT

K, the Galois group of the maximal pro-p extension of K unramified
outside p and which totally splits in T , is presented by set of generators {x1; . . . ;xd} and set
of relations lA satisfying the Condition (4.1).

Furthermore, there exist a quotient G of GT
K satisfying E (G) ≃ E (Γ). In particu-

lar, H•(G) ≃ A (Γ).
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Proof. Take k := Q(
√
−p) and define kp the maximal p-extension of k unramified outside

places above p in k. From [80, Proof of Corollary 4.6] we observe that p is coprime to the class
number of k. Consequently, from [59, Theorems 11.5 and 11.8] we infer that Gk := Gal(kp/k)
is a free pro-p group with 2 generators.

Let F be an open subgroup of Gk with index |Gk : F | larger than d. Then using
the Schreier formula (see [102, Theorem 3.3.16]), we infer that the group F is pro-p free
with d′ := 1+ |Gk : F | generators. Let K be the fixed subfield of kp by F . Observe that Kp,
the maximal p-extension of K unramified outside places in K above p, is equal to kp, and
so F := Gal(kp/K) = GK . We define V ′ := [[d+ 1; d′]].

By the Chebotarev Density Theorem (see for instance [45, Part 2]), there exists a set of
primes T := {pij, pv}(i,j)∈A,v∈V ′ in K with Frobenius elements σij (resp. σv) in F conjugated
to an element lij (resp. lv) in F satisfying lij ≡ [xi;xj] (mod F3) (resp. lv ≡ xv (mod F3).
Define RA the normal closed subgroup of GK generated by lA and lV ′ , then we infer GT

K =
GK/RA, which is mild presented by generators {x1; . . . ;xd} and set of relations lA satisfying
the Condition (4.1). Introduce KT

p the maximal Galois subextension of Kp which totally
splits in T .

Define RB the closed normal subgroup of GT
K generated by images of lB := {luv :=

[xu;xv]; (u, v) ∈ B}, and K(Γ) the fixed subfield of KT
p by RB. Then a presentation of G :=

Gal(K(Γ)/K) is given by F/R, where F is the free pro-p group generated by {x1; . . . ;xd}
and R is the closed normal subgroup of F generated by the family lE.

Since lE satisfies the Condition (4.1), using Theorem E, we infer that

E (G) ≃ E (Γ).

Using Proposition 27, we conclude that:

H•(G) ≃ A (Γ).

Corollary 13. For every integer n, there exists an integer d > n, a totally imaginary field K
and a set T of primes in K such that the Galois group GT

K:

(i) is mild on d generators,

(ii) admits a quotient G presented by d generators and of cohomological dimension n.

Proof. The case n = 1 and n = 2 are already well-known. The case n ≥ 3 is a consequence
of Theorem 25. We give more details below.

If n = 1, we can take K := Q(
√
−p) (or the field K given in the proof of Theorem 25),

and T empty. Then, as showed in the proof of Theorem 25, the group G := G∅
K is a free

pro-p group with d = 2 generators, so of cohomological dimension 1.
From now, we fix ΓA a graph with 3 vertices {1; 2; 3} and two edges: {1; 2} and {1; 3}.

The graph ΓA is bipartite.
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If n = 2, we take for instance Γ := ΓA, and we apply Theorem 25. Consequently we infer
a field K and a set T of primes such that the group G := GT

K is mild presented by d = 3
generators, so of cohomological dimension 2.

If n ≥ 3, take Γ := ΓA⊔ΓB, where ΓB is the complete graph on n vertices. The graph ΓA

satisfies the Condition (4.1), has clique number n, and admits d = n+3 vertices. Then A (Γ)
has cohomological dimension n and admits d generators. We conclude with Theorem 25.
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Chapter 5

On maximal extensions of Pythagorean
fields and oriented Graph products

Context

Absolute Galois groups and their quotients play a fundamental role in field theory. For
instance, Neukirch and Uchida [129] showed that number fields are determined by their
absolute Galois groups. However, notice that p-Sylows of absolute Galois groups are not
sufficient for determining underlying fields (see [77]).

In this chapter, we are interested in the class P of maximal pro-2 extensions of formally
real Pythagorean fields of finite type (that we denote by RPF). These fields, and their pro-2
absolute Galois groups, were investigated by Mináč-Spira [87], [94], [88] and [95], Marshall
[82], Jacob [51] and Lam [67]. As a consequence of Milnor’s conjecture [86] (see also [55]),
Witt rings, pro-2 absolute Galois groups and their cohomology are strongly connected to the
set of orderings of RPF fields, which are sufficient to characterize them (see [82]). Let us
quote Voedvodsky [133] and De Clercq-Florence [17, Part 14.1] (partial proof) for resolution
of this conjecture.

Mináč in [87] describes the class P as the minimal class of pro-2 groups containing ∆ :=
Z/2Z stable by coproducts and some semi-direct products, and Mináč-Spira [94] and [95]
showed that RPF fields are characterised by the third Zassenhaus quotient of their pro-2
absolute Galois groups. The goal of this work is to study explicit presentations on P.

For this purpose, we relate the class P to the well known class of pro-p Right Angled
Artin Groups (RAAGs): we refer to [6] for a general introduction. Snopce and Zalesski
[122, Theorem 1.2] gave a criterion, on the underlying graphs, for RAAGs occuring as pro-p
absolute Galois groups. Blumer, Quadrelli and Weigel [7, Theorem 1.1.(i)] also introduced
pro-p oriented RAAGs and characterise, from the underlying graph, the ones who are pro-p
absolute Galois groups.

Let us now precisely introduce the main results of this chapter.
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The class of ∆-RAAGs

Let ∆ := Z/2Z be the multiplicative group of two elements generated by x0, and let us
introduce a class of pro-2 groups that we call ∆-RAAGs; these groups are semi-direct prod-
ucts of (pro-2)-Right Angled Artin Groups by ∆, where the action inverts a "natural" set
of generators. More concretely, consider Γ := (X;E) an undirected graph with d vertices
{1; . . . ; d}, and denote by cn(Γ) the number of n-cliques of Γ, i.e. maximal subgraphs with
n vertices. We say that GΓ is a pro-2 right Angled Artin Group (RAAG), if we have a
presentation:

1→ R→ F → GΓ → 1,

where F := F (d) is the free pro-2 group on d generators {x1; . . . ;xd} and R is the normal
closed subgroup of GΓ generated by {[xi;xj]}{i;j}∈E and [xi;xj] := x−1

i x−1
j xixj.

From [44, Proposition 3.16], we can define an action:

δ : ∆→ Aut(GΓ), such that δ(x0)(xi) := x−1
i .

We set GΓ,∆ := GΓ⋊δ∆, and we define by ∆-RAAGs the class with all objects given by GΓ,∆

where Γ varies along all graphs. Similarly to the class P, the class of ∆-RAAGs is stable
by coproducts (see Theorem 30) and by some specific semi-direct products (see Remark
25). The study of ∆-RAAGs is motivated by Proposition 30, which allows us to recover the
Zassenhaus filtration of a ∆-RAAG from its underlying graph.

Our results

Let K be a field of characteristic different from 2 and denote by GK its pro-2 absolute Galois
group. Define L := K(

√
−1) and GL its pro-2 absolute Galois group. We assume that K is

a formally real Pythagorean field of finite type (that we denote by RPF), i.e. (i) −1 is not
a square, (ii) the sum of two squares is a square, (iii) the group K×/K2× is finite.

Observe that ∆ ≃ Gal(L/K) and we have an exact sequence of pro-2 groups:

1→ GL → GK → ∆→ 1. (5.1)

We infer the following result, related to [122, Theorem 1.2] and [7, Theorem 1.1].

Theorem F. If K is RPF, then the exact sequence (5.1) splits, GL is RAAG and GK is
∆-RAAG. Conversely, if a ∆-RAAG occurs as a pro-2 absolute Galois group over a field K,
then K is RPF.

As a corollary, we infer:

Corollary. The pro-2 group

G :=< x1, x2, x3, x4| [x1, x2] = 1, [x3, x4] = 1, x20 = 1, x0xjx0xj = 1, ∀j ∈ [[1; 4]] >

does not occur as a pro-2 absolute Galois group.
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Mináč and Tân introduced two conjectures characterising pro-p absolute Galois groups
among all pro-p groups: the Massey vanishing and the Kernel unipotent conjectures [96].
Contrary to the Kernel unipotent conjecture, the Massey vanishing conjecture was well
investigated, see for instance [97] and [47]. Snopce-Zalesski [122], Blumer, Quadrelli and
Weigel [7, Corollary 1.2] showed that all pro-p oriented RAAGs occuring as pro-p absolute
Galois groups satisfy the Massey vanishing conjecture. Quadrelli [110] also showed that P
satisfies the Massey vanishing conjecture.

Theorem G. Assume that G is either a pro-p RAAG or a ∆-RAAG occuring as an absolute
Galois group, then G satisfies the Kernel unipotent conjecture.

Structure of the chapter

We begin by studying the Zassenhaus filtration of ∆-RAAGs. Then we show that the
class P is a subclass of ∆-RAAGs. We also prove in this chapter that P satisfies the
Kernel unipotent conjecture. Finally, using our filtrations’ results, we observe that ∆-RAAGs
which occur as pro-2 absolute Galois groups have necessarily underlying RPF fields. As an
application, we give an example of ∆-RAAG which is not an absolute Galois group for any
field.

Notations
We introduce useful notations for the chapter.

Algebraic Notation

• We denote by F (d) the free pro-2 group on d generators (or F when the number of
generators is clear from the context).
• We recall that G is a finitely presented pro-2 groups with generators {x0;x1; . . . ;xd}

and relations {l1; . . . ; lr}. We have the presentation 1 → R → F → G → 1, where F is the
free pro-2 group with generators {x0;x1; . . . ;xd} and R is the normal closed subgroup of F
generated by {l1; . . . ; lr}.
•We define Hn(G) the n-th (continuous) cohomology group of the trivial (continuous) G-

module F2. The cohomological dimension ofG is the smallest integer n (which can be infinite)
such that for every m > n we have Hm(G) = 0.
• Let us denote by E(G) the completed group algebra of G over F2, and En(G) the n-th

power of the augmentation ideal of E(G).
• The Zassenhaus filtration of G is defined by Gn = {g ∈ G;ϕ(g − 1) ∈ En(G)}, and we

introduce
L (G) :=

⊕
n∈N

Gn/Gn+1, and E (G) :=
⊕
n∈N

En(G)/En+1(G).

We call L (resp. E ) the free graded Lie algebra (resp. graded algebra) on {X1; . . . ;Xd}
over F2.
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• Finally, we define the gocha series of G by:

gocha(G, t) :=
∞∑
n=0

cnt
n, where cn := dimF2 En(G)/En+1(G)

Graphs notations

We introduce a few notations related to graphs.
• Let Γ := (X,E) be a graph with d vertices. We denote by

∐
the disjoint union of

graphs and ∇ the join. We introduce cn(Γ) the number of n-cliques of Γ, i.e. maximal
complete subgraphs with n vertices and the polynomial

Γ(t) :=
∑
n

cn(Γ)t
n.

• We denote RAAGs by GΓ, with {x1; . . . ;xd} as a (canonical) set of generators of GΓ.
We define δ an action of ∆ on GΓ by δ(x0).xj = x−1

j . We say that a group is ∆-RAAG, if
we can write it as:

GΓ,∆ := GΓ ⋊δ ∆.

Finally, we denote by EΓ the quotient of the algebra of noncommutative polynomials on
{X1; . . . ;Xd} over F2 by the two-sided ideal generated by {[Xi;Xj]}{i;j}∈E. We call AΓ its
quadratic dual.

5.1 The class of ∆-RAAGs
In this part, we study the Zassenhaus filtration on ∆-RAAGs.

5.1.1 Filtrations on ∆-RAAGs

We begin by a result on the Frattini subgroup of ∆-RAAGs.

Lemma 13. We have [GΓ,∆;GΓ,∆] = GΓ,∆,2 = GΓ,2.

Proof. For this proof, we use the following equalities:

(i) [x, y] = x−2(xy−1)2y2,

(ii) [x0;xi] = x0xix0x
−1
i = x−2

i

From (i), we observe that [GΓ,∆;GΓ,∆] ⊂ GΓ,∆,2.
Let us show that GΓ,∆,2 ⊂ GΓ,2. Take x ∈ GΓ,2. Up to an open subgroup, we can write

x := (xi1 . . . xin)
2,
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with xil in {x0; . . . ;xd, x−1
1 , . . . , x−1

d }.
Consequently, x ≡ x2i1 . . . x

2
in (mod [GΓ,∆;GΓ,∆]) is an element in GΓ,∆,2.

Now, we conclude by showing that GΓ,2 ⊂ [GΓ,∆;GΓ,∆]. Again, we take x in GΓ,2. Then
up to an open subgroup, we infer that x ≡ x2i1 . . . x

2
in (mod [GΓ, GΓ]), which is from (ii) an

element in [GΓ,∆;GΓ,∆].

Let us now infer general results on the Zassenhaus filtrations of ∆-RAAGs.

Proposition 30 (Zassenhaus filtration of ∆-RAAGs). For every n ≥ 2, we have:

GΓ,n = GΓ,∆,n.

Proof. The proof is done by induction. First we have

[GΓ,∆;GΓ,∆] = G2
Γ,∆ = G2

Γ.

Assume n > 2, then from [19, Theorem 12.9], we have:

GΓ,n = G2
Γ,⌈n/2⌉

∏
i+j=n

[GΓ,i;GΓ,j]

= G2
Γ,∆,⌈n/2⌉

∏
i+j=n

[GΓ,∆,i;GΓ,∆,j]

= GΓ,∆,n.

5.1.2 Third Zassenhaus quotient of ∆-RAAGs

In this part, we study the group GΓ,∆ := GΓ,∆/GΓ,∆,3, where G3 := G4[G2;G]. Let us recall
that this third Zassenhaus quotient plays a fundamental role in the study of absolute Galois
group of RPF, which is called Witt group in that context. We refer to [94] and [95] for
further details.

Lemma 14. We have:
GΓ,∆ ≃ GΓ/GΓ,3 ⋊∆,

where the action is given by inversion of generators, i.e. x0xix0 = x−1
i .

Proof. From Proposition 30, we infer:

GΓ ∩GΓ,∆,3 = GΓ ∩GΓ,3 = GΓ,3.

Consequently, we obtain an exact sequence:

1→ GΓ/GΓ,3 → GΓ;∆ → ∆→ 1,

which splits and the action of ∆ on GΓ/GΓ,3 is given by x0xix0 = x−1
i .
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Corollary 14. We have
G 2
Γ,∆ = [GΓ,∆;GΓ,∆].

Proof. Since G is a 2-group, we have the inclusion [GΓ,∆;GΓ,∆] ⊂ G 2.
Let us show the reverse inclusion. We have:

[GΓ,∆;GΓ,∆] = [GΓ,∆/GΓ,∆,3;GΓ,∆/GΓ,∆,3]

= [GΓ,∆;GΓ,∆]GΓ,∆,3/GΓ,∆,3

= G2
Γ,∆GΓ,∆,3/GΓ,∆,3

= G 2
Γ,∆.

Remark 24. Some results of the previous parts were already proved by Mináč-Rogelstad-
Tân. We refer to [92, Corollary 4.8 and Lemma 4.12].

5.1.3 Gocha series and associated graded algebras

Let us define JΓ,∆ (resp. L (JΓ,∆)) by the two-sided ideal of E (resp. L ) generated by:

{[Xi, Xj], and [X0;Xk] +X2
k}(i,j)∈E and 0≤k≤d.

We introduce
EΓ,∆ := E /JΓ,∆, and LΓ,∆ := L /L (JΓ,∆).

Lemma 15. We have an isomorphism of graded-F2 Lie algebras:

L (GΓ,∆) ≃ LΓ,∆.

Proof. Observe first that LΓ,∆ is a semi-direct product of the Lie-algebra LΓ by F2 :=< x0 >,
where the action of x0 on LΓ is given by: x0xix0 := x−1

i .
As graded vector spaces, we have from Proposition 30:

L1(GΓ,∆) ≃ F2

⊕
L1(GΓ), and for n ≥ 2, Ln(GΓ,∆) ≃ Ln(GΓ).

Consequently, from Proposition 30, we have an isomorphism of graded vector spaces:

L (GΓ,∆) ≃ LΓ,∆.

To conclude, we just need to define an epimorphism between LΓ,∆ and L (GΓ,∆). This
is easy, we have an epimorphism:

u : L → L (GΓ,∆), xi 7→ xi.

Furthermore, u([xi, xj]) = 0 and u([x0;xk] + x2k) = 0. Therefore u factors through an
epimorphism from LΓ,∆ to L (GΓ,∆).
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Theorem 26. We have

E (GΓ,∆) ≃ EΓ,∆, and gocha(GΓ,∆, t) =
1 + t

Γ(−t)
.

Proof. The algebra EΓ,∆ is the universal envelope of LΓ,∆. Consequently, using the previous
Lemma and Jennings-Lazard formula, we deduce that EΓ,∆ ≃ E (GΓ,∆).

Recall that

L1(GΓ,∆) ≃ F2

⊕
LΓ,1, and for n ≥ 2, Ln(GΓ,∆) ≃ LΓ,n.

Then, from Jennings-Lazard formula [69, Proposition 3.10, Appendice A], we infer:

gocha(GΓ,∆, t) = (1 + t)× gocha(GΓ, t) =
1 + t

Γ(−t)
.

5.2 Pythagorean fields
Let us recall that we denote by GK (resp. GL) the pro-2 quotient of the absolute Galois group
of a RPF K (resp. of L := K(

√
−1)). In Corollary 15, we show that GK/G

2
K ≃ GL/G

2
L×∆,

where ∆ is a subgroup of order 2 of GK . Consequently, we define a system of generators of
GK , by {x0, x1, . . . , xd} where x0 is the generator of ∆ and {x1, . . . , xd} is a set of generators
of GL.

5.2.1 Semi-direct product and PYT groups

The main goal of this part is to show the following result:

Theorem 27. Assume that K is RPF. Then there exists a graph Γ such that GK = GΓ,∆

and GL = GΓ. Consequently:
GK = GL ⋊δ ∆,

where δ(x0).xi := x−1
i .

We introduce several results before proving Theorem 27. First, we show that we can write
GK as a semi-direct product of GL by ∆. For this purpose, let us recall [87, Proposition]:

Proposition 31 (Mináč). There exists a unique morphism ϕ : GK → ∆ such that ϕ(σ) = x0
for every involution σ in GK. Furthermore, ker(ϕ) = GL.

To conclude that GK is a semi-direct product, this is sufficient to show that the morphism
ϕ defined in Proposition 31 admits a section. For this purpose, we will use [92, Proposition
4.9]. Before, let us recall the following definition:

Definition 29 (SAP and superpythagorean fields). We say that K is
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• SAP if GK = GΓN ,∆ = F (d) ⋊δ ∆, where ΓN is the free graph on d vertices (i.e. no
edges),

• superpythagorean if GK = GΓC ,∆ = Zd2 ⋊δ ∆, where ΓC is the complete graph on d
vertices.

Example 23. We give here few examples of RPF fields. We refer to [67, Chapter 8, Part
4] for more examples and further details.
• As a first example, we can take K := R. Then R is RPF and both SAP and super-

pythagorean. Indeed, we have GR ≃ ∆ = Γ∅,∆, where ∅ is the empty graph.
• As a second example, let us take K := R((x1)) . . . ((xd)), the field of iterated Laurent

series over K. Then, the field K is RPF, and superpythagorean, i.e. we have GK = GΓC ,∆,
where ΓC is the complete graph on d vertices.

Let us recall [92, Theorem 4.2 and Proposition 4.9] with full details:

Proposition 32 (Mináč, Rogelstad, Tân). For every integer d, there exists two RPF fields N
and C satisfying |C×/C×2| = |N×/N×2| = 2d+1 such that N is SAP, C is superpythagorean.
Furthermore, if we fix K a RPF with |K×/K×2| = 2d+1, there exists C and D as before,
such that the following commutative diagram, with exact rows, holds:

1 F (d) GN ∆ 1

1 GL GK ∆ 1

1 Zd2 GC ∆ 1

n

πN

ϕK

πC

c

Furthermore the columns are all epimorphisms, and the first and last rows split.

We are now able to prove the following result

Theorem 28. There exists a unique morphism ϕK : GK → ∆ such that:

(i) for every involution σ ∈ GK, we have ϕ(σ) = x0

(ii) the kernel of ϕK is GL,

(iii) the morphism ϕK admits a section ψK.

Proof. By Proposition 31, the morphism ϕK satisfies (i) and (ii). Let us show that ϕK
satisfies (iii).

The maps ϕN and ϕC introduced in Proposition 32 admit sections ψN and ψC . Let us
define ψK := πN ◦ ψN . It is indeed a section of ϕK : from Proposition 32 we have

ϕK ◦ ψK(x0) = ϕC ◦ πC ◦ πN ◦ ψN(x0) = x0.
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Consequently, if K is RPF, we can write:

GK := GL ⋊ψK ∆.

Corollary 15. We have GK/G
2
K ≃ GL/G

2
L ×∆.

Proof. Let us use the notations from Proposition 32. Since GN and GC are ∆-RAAGs and
G2
K ⊂ GL, we deduce from Proposition 32 that G2

K = G2
L. Consequently,

GK/G
2
K ≃ (GK/GL)× (GL/G

2
L) ≃ ∆×GL/G

2
L.

Alternatively, we can also show this result directly using Kummer Theory.

5.2.2 Mináč’ structural results

Let V be an abelian pro-2 groups and G := H ⋊ψ ∆ be a semi-direct product, where H is
also a pro-2 group.

Definition 30 (Semi-trivial action). We define an action, that we call semi-trivial and
denote by iV , of G on V by:

• for every h ∈ H and v ∈ V , iV (h).v = v,

• for every v ∈ V , iV (x0).v = −v.

Remark 25. Observe that:

V ⋊iV G ≃ (V ×H)⋊iV ×ψ ∆.

The action iV × ψ of ∆ on V ×H is defined by:

• (iV × ψ)(x0).h := ψ(h) for every h ∈ H,

• (iV × ψ)(x0).v := iV (x0).v = −v for every v ∈ V .

Consequently, if we take V = Zd2 and ΓC the complete graph on d vertices, then we have:

V ⋊iV GΓ,∆ ≃ G(ΓC∇Γ),∆,

where ∇ denotes the join operation of graphs.
Thus if G is ∆-RAAG, then V ⋊iV G is also ∆-RAAG.

Let us recall [87, Theorem]:

Theorem 29. The class P is exactly the minimal class of pro-2 groups satisfying the fol-
lowing conditions:

(i) the group ∆ is in P,
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(ii) if G1, . . . , Gm are in P, then G1

∐
G2

∐
· · ·
∐
Gm is also in P,

(iii) if n is an integer and GK is in P, then Zn2 ⋊iZn2
GK is in P.

Explanation of the minimality. Observe that ∆ = Gal(C/R) = GR is in P. In [87, Theo-
rem], Mináč showed that the class P satisfies conditions (ii) and (iii). Mináč also showed
the following alternative, if GK is in P, then either:

• GK = ∆,

• or there exists an integer s > 1 and a family G1, . . . , Gs in P such that GK =
∐s

i=1Gi,

• or, there exists an integer m > 0 and a group G in P such that G = Zr2 ⋊i GK .

Then we can conclude by strong induction on the number of generators of GK .

5.2.3 Structure of GL

Let us recall from Theorem 28 that we can write GK ≃ GL ⋊ψK ∆. From Theorem 29, we
study the structure of GL.

Semi direct products

Assume there exists a group GK1 in P, and an integer n such that GK ≃ Zn2 ⋊iGK1 . Let us
compare GL and GL1 :

Corollary 16. We have GL ≃ Zn2 ×GL1.

Proof. From Remark 25, we have:

GK ≃ Zn2 ⋊i

(
GL1 ⋊ψK1

∆
)
≃ (Zn2 ×GL1)⋊ψK1

×i ∆.

From Theorem 28, GL1 does not have involution, then GL1×Zn2 also does not. So by Theorem
28, we conclude that GL ≃ GL1 × Zn2 .

Coproducts

Here we assume that there exists two fields K1 and K2 such that GK = GK1

∐
GK2 . We

study GL from GL1 and GL2 .
First, we need to introduce a technical result, which will also be useful later.

Theorem 30. Let f (resp. g) be an action of ∆ on a finitely generated pro-2 group A (resp.
B). Then

(A⋊f ∆)
∐

(B ⋊g ∆) ≃
(
A
∐

B
∐

Z2

)
⋊f∗g ∆,

where f ∗ g is an action of ∆ on A
∐
B
∐

Z2 which
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• acts on A by f ,

• acts on B by g,

• and acts on Z2 by inversion.

Theorem 30 is a consequence of [102, Theorem (4.2.1)], which is a profinite version of the
Kurosh subgroup Theorem:

Theorem 31. Let G1, . . . , Gn be a collection of finitely generated pro-p groups. Assume that
G =

∐n
i=1Gi and H is an open subgroup of G. Define Si :=

⋃ni
j=1{si,j} where 1 ≤ i ≤ n and

ni = |Si| a system of cosets representatives satisfying:

G =
n⋃
i=1

(
ni⋃
j=1

Gisi,jH

)
.

Then

H =
n∐
i=1

(
ni∐
j=1

G
si,j
i ∩H

)∐
Zdp,

where

d =
n∑
i=1

([G : h]− ni)− [G : H] + 1, and G
si,j
i = si,jGis

−1
i,j .

Let us now prove Theorem 30

Proof Theorem 30. Let {ai} (resp. {bi}) be a minimal system of generators of A (resp. B).
Take xA (resp. xB) an element of order 2 in A⋊f ∆ (resp. B ⋊g ∆).

Now, let us define a map ϕ : G→ ∆ by:

• ϕ(a) = 0 for every a ∈ A,

• ϕ(b) = 0 for every b ∈ B,

• ϕ(xA) = x0 and ϕ(xB) = x0.

We introduce H := ker(ϕ), which is closed and of finite index, so open in G. We apply
Theorem [102, Theorem (4.2.1)] by taking GA := A ⋊f ∆, GB := B ⋊g ∆, SA := {1} and
SB := {1}.

Let us observe that G = GA1H = GB1H. Indeed, if we take g in G, then up to a
topological argument, there exists h in H such that:

g :=
n∏
k=1

(
a
αik
ik
x
βik
A b

γik
ik
x
δik
B

)
× h,

where αik , γik are integers and βik , δik are in {0; 1}. We conclude using that [xi;Gj] ⊂ H for
i, j ∈ {A,B}, and xAxB and xBxA are in H.
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Then G := GA

∐
GB, SA and SB satisfy the hypothesis of Theorem [102, Theorem

(4.2.1)]. Moreover, GA ∩H = A and GB ∩H = B. Therefore from Theorem [102, Theorem
(4.2.1)], we conclude that:

H ≃ A
∐

B
∐

Z2.

Furthermore Z2 is generated by xAxB as a subgroup of G. The map ψ : ∆→ G, which maps
x0 to xA defines a section of ϕ, and induces an action of ∆ on H which is precisely defined
by f ∗ g.

We now infer results on the structure of GL..

Corollary 17. We have:
GL = GL1

∐
GL2

∐
Z2.

Proof. From Theorem 28, we have GK ≃ GL ⋊ψK ∆, and from Theorem 30 we have
GK ≃ (GL1

∐
GL2

∐
Z2) ⋊ψK1

∗ψK2
∆. Using Theorem 28, it is sufficient to show that

GL1

∐
GL2

∐
Z2 does not contain involution, to conclude that GL ≃ GL1

∐
GL2

∐
Z2. This

is true since GL1 , GL2 and Z2 do not contain involution.

Conclusion

We finish by the central result of this chapter:

Theorem 32. If K is a RPF field, then GK is ∆-RAAG. Furthermore, if GK1 ≃ GK2 then
Γ1 ≃ Γ2, where K1 and K2 are RPF fields, and Γ1 (resp. Γ2) is the underlying graph of GK1

(resp. GK2).

Proof. First of all, from Theorem 28 if GK is ∆-RAAG, then the actions ψK and δ coincide.
Indeed GΓ does not have involution, so GL = GΓ.

Remark 25 and Theorem 30 show that ∆-RAAG is a class satisfying the conditions of
Theorem 29. We conclude by the minimality of the class P given in Theorem 29.

To show the last part of our result, we first observe, by Theorem 28, that GK1 ≃ GK2

implies that GΓ1 ≃ GΓ2 . From [43, Proposition 3.4], we conclude that E (Γ1) ≃ E (Γ2) and
H•(GΓ1) ≃ H•(GΓ2). Then from [57] or [126, Corollary 2.14], we conclude that Γ1 ≃ Γ2.

Example 24. Let us give few examples.

• For every integer d, GK := Zd2 ⋊δ ∆ (superpythagorean) and GK := F (d)⋊δ ∆ (SAP)
are in P.

• From Theorem 29, the group GΓ,∆ is in P, for every graph Γ with at most 3 vertices.
But the group GΓ,∆ is not in P for Γ the following graph described by four vertices
and two disjoint edges:
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x1 x3

x2 x4

However, from [122, Theorem 2], the group GΓ is realisable as a group GL, for some
field L containing a square root of −1.

Corollary 18. Let n,m be a cuple of integers, and define ΓCn (resp. ΓNm) the complete
graph on n vertices (resp. the free graph on m vertices) then the following groups are realisable
as groups in P:

(i) G(ΓCn
∐

ΓNm),∆,

(ii) G(ΓCn∇ΓNm),∆, where ∇ denotes the join of two graphs.

Proof. The groups GΓCn,∆ and GΓNm,∆ are realisable as absolute Galois groups of super-
pythagorean and SAP fields. Observe that:

G(ΓCn
∐

ΓNm),∆ = GΓCn,∆

∐
GΓN(m−1),∆, and G(ΓCn∇ΓNm),∆ = (GΓCn ×GΓNm)⋊δ ∆.

We conclude using Theorem 32.

5.3 Kernel unipotent conjecture
In this part, we show that P satisfies the Kernel unipotent conjecture. Let us first recall
this conjecture. We fix an integer n, we define Un the group of unipotent upper triangular
matrices over F2, and we introduce:

G<n> :=
⋂
ρ

ker (ρ : G→ Un+1) ,

where ρ describes every n-unipotent representation of G. Observe that we have the following
result:

Lemma 16. For every integer n, Gn ⊂ G<n>.

Proof. See for instance [96, Lemma 2.5].

We say that G satisfies the Kernel n-unipotent conjecture if Gn = G<n>, and G satisfies
the Kernel unipotent conjecture if G satisfies the Kernel n-unipotent conjecture for every n.
Here we show that the Kernel unipotent conjecture is satisfied for the class P. Precisely,
we study stability of the Kernel unipotent conjecture up to products and coproducts. For
this purpose, for every g ∈ G \Gn we construct maps ρg : G→ Un+1 such that ρg(g) ̸= 1.
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5.3.1 Stability by products

Let us show that the Kernel unipotent conjecture is stable by products.

Proposition 33. Assume that G1 and G2 are two pro-2 groups satisfying the Kernel unipo-
tent conjecture, then the group G := G1 ×G2 also satisfies the Kernel unipotent conjecture.

Proof. By Lemma 16, to show that a group G satisfies the n-kernel unipotent conjecture, it is
necessary and sufficient to exhibit, for every non trivial u in G/Gn, a morphism ρu : G/Gn →
Un+1 such that ρu(u) ̸= 1.

We can write u as a product:
u := ab

with a ∈ G1 and b ∈ G2. Observe that at least a is not in (G1)n or b is not in (G2)n. Let us
distinguish all possible cases:

• If a is not in (G1)n, then there exists a morphism ρa : G1/(G1)n → Un+1 such that
ρa(a) ̸= 1. Then we can define ρu := ρa × 1 : G/Gn ≃ G1/(G1)n ×G2/(G2)n → Un+1,
where 1 is the trivial map from G2/(G2)n to Un+1.

• If a is in (G1), then b is not in (G2)n. This case is symmetric to the previous one.

5.3.2 Stability by coproducts

We continue this part by showing that the Kernel unipotent conjecture is stable by coprod-
ucts:

Proposition 34. The Kernel unipotent conjecture is stable by coproduct.

Proof. Assume that G1 and G2 satisfy the kernel unipotent conjecture. Let us show that
G := G1

∐
G2 does alo satisfy the kernel unipotent conjecture. For this purpose, we fix n

an integer and we take g ∈ G \ Gn. Then we construct a morphism ρg : G → Un+1, which
maps g to ρ(g) ̸= 1.

Modulo Gn, there exists an integer k such that:

g := g≤k := g1 . . . gk,

where gi is not trivial and either in G1 or G2, but gi and gi+1 are not simultaneously in the
same group. By induction, we show the following property:
Pk: "For every integer k, there exists a morphism ρg≤k : G → Un+1 which maps g≤k to a
nontrivial element in Un+1."
• If k = 1, then either g := g1 is in G1 or G2. Say for instance g ∈ G1. Since G1 satisfies

the kernel unipotent conjecture, then there exist a morphism ρg1 : G1 → Un+1 which maps
g1 to a nontrivial element. Then define ρg := ρg1

∐
1 : G → Un+1 where 1 : G2 → Un+1 is

the trivial map. Then ρg(g) = ρg1(g1) ̸= 1.
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• Assume Pk true, let us show that Pk+1 is also true. We write:

g := g1 . . . gkgk+1 = g≤kgk+1,

with say gk+1 in G2 and gk in G1. Recall that g is not in Gn. Let us distinguish two cases:

(a) g≤k is in Gn,

(b) g≤k is not in Gn.

If we are in (a), then necessarily, gk+1 is not in Gn ∩ G2 = (G2)n. Since G2 satisfies the
kernel unipotent conjecture, we can take ρg := 1

∐
ρgk+1

, where 1 : G1 → Un+1 is the trivial
map. So, since g≤k is in Gn, then ρg(g≤k) = 1, thus we have:

ρg(g) := ρg(g≤kgk+1) = ρg(gk+1) = ρgk+1
(gk+1) ̸= 1.

Assume now that we are in case (b). Then since Pk is true, we have a map ρg≤k : G→ Un+1

which sends g≤k to a nontrivial element. Consequently, we have ρg≤k(g) = ρg≤k(g≤k)ρg≤k(gk+1).
Again, we distinguish two cases:

(i) ρg≤k(gk+1) is trivial,

(ii) ρg≤k(gk+1) is not trivial.

If we are in case (i), then we can take ρg := ρg≤k . If we are in case (ii), then we take
ρg(•) := ρg≤k(•)× ρg≤k(gk)−1.

5.3.3 Proof of Theorem G

We finish this part by showing Theorem G.

Remark 26. Indeed, if we consider p a prime not necessarily even, we can easily generalise
Propositions 33 and 34. We show the following result:

Assume that G is RAAG and a pro-p absolute Galois group, then G satisfies the Kernel
unipotent conjecture. Equivalently, if G is RAAG and neither contains the square graph C4

nor the line L4 then G satisfies the Kernel unipotent conjecture.

Proof. The group Zp satisfies kernel unipotent conjecture. Then we conclude by [122, The-
orem 1.2] and Propositions 33 and 34.

Let us now show the Kernel unipotent conjecture for P.

Theorem 33. Assume that G is in P, then G satisfies the Kernel unipotent conjecture.
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Proof. We already know that the Kernel unipotent conjecture is satisfied for ∆ and is stable
by coproduct. To conclude, we only need to show that if H is ∆-RAAG and satisfy the
Kernel unipotent conjecture, then G := U ⋊ H satisfies the Kernel unipotent conjecture,
where the action of H on U is semi-trivial and U := Zl2 for some integer l.

We mostly follow the proof from [96, Proposition 5.1]. First, we observe that we have

G/Gn ≃ U/Un ⋊H/Hn ≃
∏
i∈I

Z/2s+1Z ⋊H/Hn, :=
∏
i

Ci ⋊H/Hn

where s := log2⌈n⌉ (see [19, Exercise 4, p.289]), and I := [[1; l]]. Now, consider x := uh not
trivial in G/Gn, where u ∈ U/Un and h ∈ H/Hn. We construct ρx : G/Gn → Un+1 such that
ρx(x) ̸= 1. For this purpose, we distinguish two cases.

(i) First assume that h ̸= 1. SinceH satisfies the Kernel unipotent conjecture, there exists
ηh : H/Hn → Un+1 such that ηh(h) ̸= 1. Let us define ρx by ρx|H/Hn := ηh and ρx|U/Un := 1

the trivial morphism. This morphism is well defined and ρx(x) = ρx(u)ρx(h) = ηh(h) ̸= 1.
(ii) Now, we assume that h = 1. From Remark 25, we have the decomposition

G/Gn := (U/Un × V/Vn)⋊∆, where H ≃ V ⋊∆.

Then, u ̸= 1 and we can write u := (ui)
l
i=1 ∈

∏l
i=1Ci, where there exists at least one i0 such

that ui0 ̸= 1. Define τi a generator of Ci and B the matrix with zero’s everywhere except
on the diagonal and the first upper one. We also write ui0 := τai0 ̸= 1. Then we define a
morphism ρx : G/Gn → Un+1 by ρx(τi0) := B, ρx(τi) = 1 when i ̸= i0, and ρx(x0) = A, where
A is a matrix satisfying ABA := B−1 and A2 = 1 (see [54, p.154]). This morphism is well
defined, and we have:

ρx(x) := ρx(τ
a
i0
) = Ba ̸= 1,

since 2s+1 does not divide a, and B is of order 2s+1.

5.4 Detection of absolute Galois groups and cohomology
We conclude this chapter by discussing methods to detect the class P. Let us call P+ the
class of RAAG groups of the form GL, where L := K(

√
−1) for K a RPF.

5.4.1 Cohomology and filtrations

We begin this part by discussing the cohomology of groups in P. [122, Theorem 2] showed
that if G is in P+ then the graph Γ is chordal and does not contain as subgraph the graph:

i1 i2 i3 i4
It is also shown that if GΓ satisfy the previous condition then H•(GΓ) is universally

Koszul, and GΓ is absolutely torsion-free. However, this condition is not sufficient to classify
groups in P+ as we noticed in example 24. We now focus on that class.

For this purpose, we recall [91, Theorems E and F ], and [90, Theorem F, (3)]:
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Proposition 35. If GΓ,∆ is in P, then H•(GΓ,∆) is universally Koszul and the quadratic
dual of EΓ,∆.

Proof. From [90, Theorem F, (3)] we infer that H•(GΓ,∆) is universally Koszul. Furthermore
GΓ,∆ has a quadratic presentation. Then from [91, Theorem F ], we conclude that H•(GΓ,∆)
is the quadratic dual of EΓ,∆. In particular, EΓ,∆ is also Koszul.

Let us now use results from [88] to characterise groups in P from their Hilbert series.

Theorem 34. Let us fix a graph Γ. If the group GΓ,∆ is in P then

Γ(t) = (1 + t)s−1 + t
(
(1 + t)s−1as−1 + · · ·+ a0

)
,

where ai and s are integers, as−1 and s are nontrivial, and we have the equality a0 + · · · +
as−1 + s = n.

Conversely, if

Γ(t) = (1 + t)s−1 + t
(
(1 + t)s−1as−1 + · · ·+ a0

)
,

where ai and s are integers defined as before, then there exists a graph Γ′ such that Γ′(t) =
Γ(t), and GΓ′,∆ is in P.

Proof. First assume that GΓ,∆ is in P, then we can write GΓ,∆ = GK , for some K a RPF
field. Then from Theorem 27, we have GL ≃ GΓ, and so by [43, Proposition], the Poincaré
series of L is:

Γ(t) :=
∑
n

cn(Γ)t
n,

where cn(Γ) is the number of n-cliques (complete subgraphs with n vertices) of Γ. From [88,
Theorem 11], we conclude that Γ(t) = (1 + t)s−1 + t ((1 + t)s−1as−1 + · · ·+ a0) for some ai
satisfying the condition of the theorem.

The converse is a consequence of [88, Theorem 11].

Let us relate our results with the Milnor conjecture:

Proposition 36. Assume that GΓ,∆ is in P, and let K be a RPF field such that GΓ;∆ := GK.
Then, we have the following isomorphisms of graded algebras:

GW (K) ≃ m•K ≃ H•(K) ≃ AΓ,∆,

where GW (K) is the mod 2 graded Witt ring of K and m•K is the Milnor K-theory of K.

Proof. This is a consequence of Proposition 35 and the Milnor conjecture (we refer to [86]
for further details).
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5.4.2 Detection of pro-2 absolute Galois group

Let us conclude this chapter with our final result:

Theorem 35. Let K be a field, we have the following equivalence:

• There exists a graph Γ such that GΓ,∆ ≃ GK,

• K is RPF.

Furthermore, if K is RPF, then it is uniquely determined by an underlying graph Γ.

Proof. We showed in Theorem 27 that K is RPF implies GK ≃ GΓ;∆ for some graph Γ.
Conversely, assume that there exists a graph Γ such that GK ≃ GΓ;∆, then from [95,

Proposition 2.1], we infer that G3 is the pro-2 absolute Galois group of K(3), the compositum
of all galois extensions of degree dividing 4 of K. From [94, Theorems 2.7 and 2.11] and
Corollary 14, we infer that K is RPF.

We conclude with Theorem 32.

Example 25. From Theorems 29 and 35, we observe that the group G := GΓ,∆ := (Z2
2

∐
Z2
2)⋊δ

∆, where δ inverts the system of generators of the RAAG Z2
2

∐
Z2

2, is not in P. We can
illustrate this group with the graph Γ, described by 4 vertices and two disjoint edges:

x1 x3

x2 x4
Consequently by Theorem 35, the group GΓ;∆ is not a pro-2 maximal absolute Galois

group for some field K.
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Chapter 6

A complete answer to a question from
Mináč-Rogelstad-Tân

Let G be a finitely presented pro-p group with set of generators {x1; . . . ;xd} and relations
{l1; . . . ; lr}. We answer positively to the following question from Mináč-Rogelstad-Tân [92,
Question (2.13)]:

If L (Zp;G) is torsion-free, do we have for every integer n, cn(Zp;G) = cn(Fp;G)?
Theorem 19 gives a positive answer when G is mild using cohomological techniques [59,

Proposition 4.3] and graded/filtered algebra results originally introduced by Lazard [69].
This chapter answers to the previous question, without cohomological restriction, using
techniques developed in Chapter 4.

First we show the following general result (without torsion-freeness hypothesis):

Lemma 17. For every integer n, we have:

dimFp In(Fp) ≤ rankZpIn(Zp).

Proof. Write k := dimFp In(Fp). Consider v1; . . . ; vk a basis of In(Fp). Then we can find
a family u1; . . . ;uk in In(Zp) such that ui ≡ vi (mod pZp). Let us show that the family u
is free in In(Zp). For this purpose, assume that there exists a family α1; . . . ;αk in Zp such
that

∑
i αiui = 0. Reducing modulo p, we infer that for every i, αi is in pZp. Consequently,

we can write ∑
i

αiui = pl
∑
i

α′
iui,

with at least one αi not in pZp. Since In(Zp) ⊂ En(Zp), then In(Zp) is torsion-free. Conse-
quently

∑
i α

′
iui = 0, then

∑
i α

′
ivi ≡ 0 (mod p), so every α′

i is in pZp: this is a contradiction.
Therefore, the family u is free. Then k := dimFp In(Fp) ≤ rankZpIn(Zp).

Corollary 19. If dimFp In(Fp) = rankZpIn(Zp), then En(Zp, G) is torsion-free.

Proof. Assume that k := dimFp In(Fp) = k′ := rankZpIn(Zp). We show here that En(Zp, G)
is torsion-free. For this purpose, let us take u in En(Zp) such that pu is in In(Zp). We need
to show that u is in In(Zp).
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Since k = k′, we can take the family {u1, . . . , uk} as a basis of In(Zp) defined in Lemma
17. So we infer a family {αi} in Zp such that:

pu :=
∑
i

αiui.

Reducing modulo p, we infer that for all i, αi is in pZp. Consequently, u is in In(Zp).

Assume that L (Zp, G) is torsion-free. This implies in particular that E (Zp, G) is torsion-
free. Let us state our main result:

Theorem 36. If L (Zp, G) is torsion-free, then we have gocha(Fp, t) = gocha(Zp, t).

Proof. Consider the following diagram:
0 I(Zp) E(Zp) E(Zp, G) 0

0 I(Fp) E(Fp) E(Fp, G) 0

(mod p) (mod p) (mod p)

Where the vertical maps are all surjective. Then, we infer the following diagram for every
integer n:

0 In(Zp) En(Zp) En(Zp, G) 0

0 In(Fp) En(Fp) En(Fp, G) 0

(mod p) (mod p) (mod p)

Observe that E (Zp) is torsion-free, and from [44, Theorem 3.5] or [92, Remark 3.3], we
have rankZpEn(Zp) = dimFp En(Fp). We need to show that rankZpIn(Zp) = dimFp In(Fp).

Let us take the notations from the proof of Lemma 17, and write k := dimFp In(Fp). In
Lemma 17, we showed that k ≤ rankZpIn(Zp). Let us now show that k ≥ rankZpIn(Zp), so
u is a generating family of In(Zp). Take ρ in In(Zp). Since E (Zp, G) is torsion-free, then
up to a multiplication by a power of p, we can assume that ρ is not in pE (Zp). Thus we can
lift ρ to an element P ∈ I(Zp) of degree n satisfying P ≡ ρ (mod En+1(Zp)). In particular,
we can write P := ρ+ (P − ρ), with (P − ρ) ∈ En+1(Zp).

Consider P ′ the image of P modulo p. We define by ρ′ the polynomial of degree n in P ′,
i.e. we have the equality P ′ ≡ ρ′ (mod En+1(Fp)), so we can write P ′ := ρ′ + (P ′ − ρ′) with
P ′− ρ′ ∈ En+1(Fp). Since we assumed that ρ is not in pE (Zp) and is homogeneous of degree
n, we infer that ρ ≡ ρ′ ̸= 0 (mod p). Consequently, ρ′ is the leading polynomial of P ′ which
is in In(Fp). Therefore, ρ′ is in In(Fp).

Let us write ρ′ :=
∑

i βivi ∈ In(Fp). Then we define ρ0 :=
∑

i αiui with αi in Zp a
lift of βi; which is in In(Zp), by the definition of the family u. We also have ρ0 ≡ ρ′ ≡ ρ
(mod pZp). Consequently, we can write:

ρ := ρ0 + pρ≥1,
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for some ρ≥1 ∈ En(Zp). Moreover since pρ≥1 = ρ − ρ0 ∈ In(Zp), we deduce that ρ≥1 is in
In(Zp). Assuming that ρ≥1 is not in pEn(Zp), we can write from the previous argument
ρ≥1 := ρ1 + pρ≥2, where ρ≥2 is in the Zp-span of u. Inductively, we can write ρ as a sum:

ρ :=
∑
l≥0

plρl,

where every ρl is in u1Zp ⊕ · · · ⊕ ukZp and either not in pE (Zp) or equals 0.
By a topological argument, we conclude that u is a generating family of In(Zp) so u is

a basis of In(Zp). Then rankZpIn(Zp) = dimFp In(Fp).
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Chapter 7

Conclusion

This thesis employs techniques from graded Lie algebras associated with pro-p groups filtra-
tions, originally developed by Lazard, to achieve significant advancements in pro-p Galois
theory. Our research primarily focuses on applications in number fields and Pythagorean
fields. Firstly, we investigate the realization of number field extensions with specified rami-
fication and high cohomological dimension (two or higher). Secondly, we explore 2-maximal
extensions of Formally real Pythagorean fields of finite type.

On one hand, building upon foundational work by Anick, Labute, and the "cutting tower
strategy" introduced by Hajir, Maire, and Ramakrishna, we analyze tame quotients of ab-
solute Galois groups over number fields. These extensions have infinite splitting and despite
having finite abelianization property (a consequence of Class Field Theory), have cohomo-
logical dimension two. On the other, drawing insights from graph theory, we construct
nontrivial extensions of number fields with ramification above p and large cohomological
dimensions, employing principles rooted in Right Angled Artin Algebras.

Lazard’s application of graded algebra techniques to pro-p groups led to the formulation
of Gocha’s alternative, shedding light on potential analytic structures within these groups.
Extending Lazard’s findings, we present an equivariant version of Gocha’s alternative, named
from Golod and Shafarevich (which is spelled Chafarevich in french), supported by concrete
arithmetic examples using software systems such as PARI/GP, Macaulay2, Sagemath and
GAP. Additionally, we address a query posed by Mináč-Rogelstad-Tân concerning the re-
lationship between the Zassenhaus filtration and the lower central series, providing first a
solution for mild groups, then a complete positive answer.

This thesis also delves into the presentations of pro-2 absolute Galois groups of Formally
real Pythagorean fields of finite type (RPF). Expanding upon Mináč’ characterization of
pro-2 absolute Galois groups as a minimal class stable under coproducts, some semi-direct
products, and containing ∆ := Z/2Z, we utilize graph products theory to define the class
of ∆-RAAGs and infer presentations for these Galois groups. As a consequence, we identify
which ∆-RAAGs serve as pro-2-absolute Galois groups over certain fields and verify the
Kernel unipotent conjecture for them.

Identifying realizable Galois groups over specific fields remains a challenging, age-old
problem. This thesis contributes partial solutions by exploring the structural properties
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of pro-p groups, expanding the horizons of pro-p Galois theory, and offering new insights
into the nature and structure of Galois groups over diverse fields. Looking forward, future
research avenues include:

(i) Exploring pro-p groups that satisfy significant conjectures such as the Massey Vanish-
ing or Kernel unipotent conjectures, which are not pro-p absolute Galois groups over fields
containing primitive p-roots of unity.

(ii) Paving the way for the study of unramified extensions with cohomological dimensions
exceeding two by investigating their associated graded algebras; such extensions, according
to the Fontaine-Mazur conjecture, would not be analytic.

(iii) Extending the study of formality properties (in the sense of Suciu-Wang) on pro-p
groups to uncover new relations between underlying groups and their filtrations, akin to the
insights gained from Gocha’s alternative.

(iv) Understanding which fields satisfy the Strong Massey Vanishing conjecture, and
more generally the formality property (in the sense of Merkurjev, Posiltseski and Scavia).

In conclusion, this thesis marks a significant advancement in pro-p Galois theory, pushing
the boundaries of our understanding and paving the way for future investigations into the
intricate structures of Galois groups over various fields.
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