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Abstract 

Magic number clusters refer to ion species that exhibit unusually high intensities in 

electrospray ionization (ESI) mass spectrometry (MS) experiments. The serine octamer cluster 

[Ser8+H]+ is of special interest since its formation mechanism and structure remain 

controversial, although a recently proposed model in the literature represents a possible 

candidate structure. Nonetheless, the formation mechanism of [Ser8+H]+ remains unexplored. 

Some hypotheses suggest that it may pre-exist in bulk solution, or that [Ser8+H]+ can be a 

collision-induced dissociation (CID) product of large clusters formed in evaporating ESI 

droplets. We used ESI-MS, mobile proton molecular dynamics (MPMD) simulations, and 

density functional theory (DFT) to probe the mechanism of ESI-induced [Ser8H]+ formation. 

The results obtained rule out existence of [Ser8+H]+ in bulk. Additionally, our data reveal that 

initial Ser clusters formed in shrinking ESI droplets are unstable and undergo CID. Ser 

monomers released during these dissociation events undergo low-temperature reclustering 

during free jet expansion. Subsequent CID events culminate in Ser8H+-dominated mass 

spectra.  

Keywords 

electrospray ionization, mass spectrometry, serine magic number cluster, molecular dynamics 

simulations, density functional theory, mobile proton algorithm  
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Summary for Lay Audience 

Mass spectrometry (MS) is a technique used in research and industry for qualitative and 

quantitative analyses (e.g., blood samples, petrochemicals, etc). To introduce analytes into the 

vacuum chamber of a mass spectrometer, various methods are available. Electrospray 

ionization (ESI) is one of the most used approaches that includes application of a high voltage 

to a conductive capillary containing the analyte solution. This voltage subsequently results in 

ionization of the analytes. One interesting property of mass spectrometers is their ability to 

mimic interstellar conditions. This makes the instruments indispensable to investigate 

molecules/compounds that form in vacuum.  

Magic number clusters (MNC) are ions that show an unusually high abundance in mass 

spectrometry experiments. The serine octamer cluster is one particularly interesting MNC, as 

both its structure and formation mechanism remain incompletely understood. Existing 

hypotheses suggest that the cluster pre-exists in bulk solution or that it forms within 

evaporating ESI nanodroplets. Subsequent dissociation events may then produce the 

experimentally observable [Ser8+H]+.  

In this thesis, MS experiments, molecular dynamics simulation (MD), and density functional 

theory (DFT) were utilized to investigate the formation mechanism of [Ser8+H]+ and gain 

insights about its structure. In chapter 2, the results rule out the existence of the cluster in bulk 

and droplets, suggesting the existence of experimentally observable [Ser8+H]+ to be exclusive 

to vacuum conditions. On the basis of MS data and MD results, it is proposed that as ESI 

nanodroplets evaporate to dryness, Ser subunits aggregate and form large non-specific gaseous 

clusters. Dissociation of these nonspecific clusters is then followed by aggregation of neutral 

and positively charged Ser monomers in the gas phase. Subsequently, collision induced 

dissociation (CID) of these gas phase aggregates results in [Ser8+H]+. 
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Chapter 1  

1 Introduction                                 

1.1 Mass Spectrometry 
Mass spectrometry (MS) is one of the most popular methods for qualitative and quantitative 

chemical analyses, e.g., in the pharmaceutical industry.1 This technique measures the mass-

to-charge ratio (m/z) of gas-phase ions. A typical mass spectrometer consists of three main 

parts: ion source, mass analyzer, and ion detector. The latter two are located in a vacuum 

chamber, whereas the ion source can be at atmospheric pressure (Figure 1.1), or in the 

vacuum.2  

Samples can be introduced into the mass spectrometer and ionized using different methods 

such as electron ionization (EI) or matrix-assisted laser desorption/ionization (MALDI). 

For these two ionization techniques, analyte ions are generated in the vacuum of the mass 

spectrometer. Electrospray ionization (ESI) is one of the most popular techniques which 

produces gaseous analyte ions at atmospheric pressure directly from solution, e.g., from a 

syringe pump or a liquid chromatography column. It involves the application of a high 

voltage to a conductive capillary. In most cases, a positive voltage is applied which results 

in [M + zH]z+ gaseous ions, with M representing the neutral compound.1 

Mass spectrometers can be equipped with various types of mass analyzers. One of these is 

a quadrupole (Q), which allows for the selection and separation of specific ions, which can 

then be subjected to further experiments. Time-of-flight (TOF) analyzers are among the 

most commonly used detectors. Figure 1 shows the layout of a Q-TOF instrument, which 

combines a quadrupole and a TOF analyzer. Other devices shown in Figure 1D include 

collision cells for tandem MS (MS/MS) and traveling wave elements for ion mobility 

spectrometry (IMS). These tools can provide complementary information by inducing ion 

fragmentation, or by separating ions according to their collision cross section, 

respectively.3  
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1.2 Ion Source  
The ion source ionizes analyte molecules and introduces them to the instrument. 

Transformation of analytes to ions can be through attachment or removal of protons or 

electrons, or by attachment of ions such as Na+, K+, NH4+, acetate, etc. Also, some analytes 

are intrinsically charged. Ionization techniques can be categorized as “harsh” or “soft”.4 

Harsh methods such as EI and chemical ionization (CI) cause extensive fragmentation. 

Examples of soft ionization methods are ESI and MALDI; their defining characteristic is 

that they largely preserve the analyte covalent structure. Ionization during ESI and MALDI 

is usually via protonation or deprotonation. The process of ionization can occur inside a 

vacuum chamber (e.g. fast atom bombardant (FAB), EI, CI, MALDI) or outside a vacuum 

chamber at atmospheric pressure. The latter is referred as atmospheric pressure ionization 

(API) such as atmospheric pressure chemical ionization (APCI), and ESI.5 

1.2.1 Electrospray Ionization 

ESI-MS was first implemented by John Fenn in 1984,6 who won the 2002 Nobel Prize for 

this accomplishment.7 In the 1980s, ESI was mainly used for the analysis of small organic 

Figure 1.1 Cartoon representation of a typical Q-TOF mass spectrometer. Travelling wave 

ion guide (TWIG1), ion mobility spectrometry (IMS), and time of flight mass detector 

(TOF) are shown. 
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molecules. Since then, its application has expanded greatly, all the way to biological 

complexes.8  

The capability of ESI to generate gas phase ions directly from analytes in solution enables 

the combination of MS techniques with solution-phase separations such as liquid 

chromatography (LC). LC/MS is widely used for numerous applications. While analyte 

infusion from the outlet of an LC column is quite common, simple syringe pumps can also 

be used for many applications. A miniaturized version of ESI, “nano” ESI uses very small 

emitters, usually made from silica coated with gold.9  

1.2.2 Generation of Gas Phase Ions by ESI 

The production of gas-phase ions from analyte solution during ESI represents a continuous 

process (unlike MALDI, which is inherently pulsed). The ESI source represents an 

electrochemical cell, with the sample solution being sprayed through a conductive capillary 

located 1-3 cm away from the mass spectrometer inlet which represents the counter 

electrode.  A high electric potential, Vc, of 2-3 kV is applied to the capillary which usually 

has an opening of ~100 µm in regular ESI and 1 µm or less in nanoESI. This voltage causes 

the solution to be polarized following redox reactions. As a result of voltage application, 

the solution at the tip changes its shape into a Taylor cone (Figure 1.2). Initial droplets are 

released from the apex of the Taylor cone. These droplets have radii of ~1 µm in ESI and 

< 100 nm in nanoESI. The droplet size also depends on the spray current, solution flow 

rate, and the nebulizer gas pressure. Typical flow rates in conventional ESI are 5-10 

µL/min, or higher in LC/MS. The droplets generated at the tip of the Taylor cone are highly 

charged due to the presence of excess cations, such as H+, NH4+, or Na+.10 

In the next step of the ESI process, solvent evaporation causes the charged droplets to 

shrink and eventually split into smaller, highly charged offspring droplets. Fission events 

occur because solvent evaporation leads to droplet shrinkage while the droplet charge 

remains constant. As the droplet size decreases, repulsion between charges within the 

droplet increases. Once the droplet has shrunk to a certain size, electrostatic repulsion 

overcomes the cohesive force of surface tension. These conditions result in droplet fission, 

producing a jet of charged smaller progeny droplets. The stability limit where jet fission 
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occurs is given by the Rayleigh equation (Equation 1.1). QRy is the charge on the droplet, 

𝛾  the surface tension of the solvent, R the radius of the droplet, and 𝜀! the vacuum electrical 

permittivity. Repeated cycles of droplet evaporation and fission eventually produce 

nanometer-sized droplets (as shown in Figure 1.2).11,12 

𝑄"# = 8𝜋(𝜀!𝛾𝑅$)
!
"                             1.1 

 

Figure 1.2 Cartoon illustration of the ESI process, the red circle highlights droplet 

undergoing fission events. The blue sphere represents a small droplet containing two 

analyte molecules. 

Gas-phase ions can be generated by different mechanisms from the final nanodroplets in 

the ESI plume. Three main mechanisms have been proposed (Figure 1.3).  The ion 

evaporation mechanism (IEM)13 describes the electrostatic ejection of ions from the droplet 

surface. While previously thought to be limited to small ions (such as Na+), it has since 

been discovered that larger molecules such as peptides and even proteins can also undergo 

IEM.13 The second process is the charged residue mechanism (CRM) which involves the 

evaporation of solvent to complete dryness, leaving behind analyte ions in the gas phase. 
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Lastly, the chain ejection mechanism (CEM) describes the ejection of charged unfolded 

proteins from the droplet surface.11         

 

 

 

 

 

 

 

 

 

 

 

 

 

1.2.3 Free Jet Expansion in the Ion Source  

The principle of free jet expansion involves the rapid expansion of a gas or vapor from a 

region of high pressure to a region of low pressure, creating a supersonic jet or beam. In 

the context of an ion source in MS, the substance to be analyzed is infused into the chamber 

of ion source where the ambient atmosphere provides a relatively high pressure. This 

chamber is connected to the entrance of mass spectrometry instrument which is under 

vacuum. When the gas expands from the high-pressure region to the low-pressure region 

Figure 1.3 Mechanisms for gas phase ion formation from ESI nanodroplets.  
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through a small cone or nozzle, it undergoes an adiabatic expansion known as free jet 

expansion.6  

An adiabatic process is characterized by a lack of heat exchange with the surroundings .14 

The expansion considered here is adiabatic because the process occurs very rapidly. 

Cooling is related to the expansion work performed by the gas, along with the conversion 

of internal energy into translational kinetic energy. This cooling reduces the thermal motion 

of molecules, which can lead to the formation of clusters which can be detected and 

analyzed.15,16 

 

1.3 Mass Analyzer  

As stated earlier, the primary purpose of MS is to carry out qualitative and quantitative 

analyses, such as identifying the molecular or atomic composition of a substance. This is 

achieved by utilizing a mass analyzer that separates and detects ions according to their m/z. 

There are several types of mass analyzers available, each operating on unique principles.17 

1.3.1 Time of Flight Mass analyzer 

 TOF mass analyzers represent one of the oldest techniques. In TOF, ions are accelerated 

into a vacuum flight tube by an electrical pusher pulse. The flight tube, which measures 

between one and two meters in length (l), allows ions to travel a certain distance before 

they hit the detector. The pusher provides all ions of the same z with the same potential 

energy, which is subsequently converted to kinetic energy, as shown in Equations 1.2. and 

1.3.  

𝐸%&' = 𝐸()*                     1.2 

𝑧	𝑒	∆𝑈 = +
,
𝑚	𝑣,                1.3 

∆𝑈 is the voltage, m is the mass, v is the velocity, and z stands for the charge state of the 

ion.  
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The speed of the individual ion is constant, thus flight time can be obtained by 

𝑡- =
.
/
                   1.4 

where tf is the time the ions require to reach the detector. Equation 1.3 can be rearranged 

to:  

𝑣 = 7,	1	2	∆4
5

                 1.5 

Combination of equations 1.4 and 1.5 leads to:  

𝑡- = 𝑙7 5
	,	1	2	∆4

=	 .
√,	1	∆4

	75
2

               1.6 

As in seen in equation 1.6, tf is related to m/z. Lighter ions reach the detector faster than 

heavier ones, thus enabling the separation of ions based on mass. 

To enhance a mass spectrometer's resolution, reflectrons designed in V or W shapes are 

commonly employed. In the setup of V-shaped or W-shaped reflectrons, ions are pushed 

towards the reflectron by an electric field. Within the reflectron, the electric field is adjusted 

so that ions with higher kinetic energy are decelerated more than those with lower kinetic 

energy. This variance leads to a spatial separation of ions. The specific design of the 

reflectron ensures that ions with higher kinetic energy traverse a longer path than those 

with lower kinetic energy. Ultimately, reflectrons ensure that ions with identical m/z reach 

the detector at the same time.18 For sensitivity settings, the V-shaped reflectron is used, 

while the W-shaped configuration provides enhanced resolution.17 

 

1.4 Collision-Induced Dissociation 

After passing through the sampling cone in the ion source, ions may undergo 

transformations upon entering the declustering region of the mass spectrometer (Figure 

1.2). This section provides a free jet environment, as discussed above.19 When ions enter 
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this part, they experience an electric field between sample cone and extraction cone that 

accelerates the ions, triggering collisions with the neutral background gas molecules. These 

collisions raise the ion temperature resulting in an increase of ion internal energy that 

promotes the loss of residual solvent molecules and/or collision-induced dissociation 

(CID). Also, these collisions counter cooling and clustering that the ions might otherwise 

experience the adiabatically cooled environment of the free jet emanating from the 

sampling cone. In addition, CID can be implemented further downstream, for example in 

the trap cell (Figure 1).20  

 

1.5 Clustering during ESI-MS 

Electrosprayed ions that are observable in the mass spectrum usually mirror the properties 

of the corresponding solution species; most peaks represent monomeric ions. However, in 

some cases, the ESI process produces gas phase clusters from monomeric analytes in 

solution,21,22,23,24 

Magic number clusters (MNCs) are species that have an unusually high abundance. They 

tend to be characterized by a highly symmetrical shape and high thermodynamic stability. 

Although these attributes are often cited as the key reason for their high abundance, many 

aspects of their formation mechanism require further investigation. Considering the cluster 

formation via ESI, with the short time of this process, it is likely that MNC formation is 

kinetically controlled. An example of a magic number cluster is [Na14Cl13]+. Upon 

electrospraying aqueous NaCl solution, clustering happens and produces various 

[NanClm](n-m)+ species. [Na14Cl13]+, with a cubic 3 × 3 × 3 structure represents the dominant 

MNC under properly optimized conditions. 25, 26, 27  

ESI-induced clustering is usually attributed to a CRM scenario. Initially, analyte monomers 

in ESI droplets associate with each other as the solvent evaporates and the analyte 

concentration increases. One key question is at what point of the process the preferential 

formation of MNCs occurs. For NaCl clusters, it appears that nascent clusters formed after 

solvent evaporation to dryness are completely nonspecific (i.e. without preference for 
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MNCs). Experiments and computational work suggest that MNC-dominated product 

distributions are formed by “maturation” of these nascent clusters during in-source CID. 23 

1.5.1 A Unique Case: Clustering of Serine 

Serine (Ser) is a naturally occurring amino acid that has a methyl alcohol side chain. All 

amino acids can form clusters under suitable conditions in ESI experiments. However, only 

Ser has been observed to form a specific octameric MNC with a surprisingly high 

abundance (Figure 1.4). Moreover, this experiment is reproduceable and many researchers 

observed a similar behavior.28  

 

1.6 Previous Studies Related to Ser Octamers 

1.6.1 History of Ser Octamer Cluster 

The Ser octamer MNC was discovered initially in ESI-MS experiments using a high 

concentration of Ser (0.01 M). The relation between clusters observed in ESI and solution 

Figure 1.4 Mass spectrum of 5 mM Ser in water/HAc 0.1%. [8]+ represents the dominant 

MNC.  
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aggregates is not clear. The clusters might be product of processes occurring in ESI or mass 

spectrometer chambers. 28,29 

Moreover, various other spray ionization techniques have been utilized to investigate Ser 

clusters. These methods include cold spray ionization (CSI),30,31 sonic spray ionization 

(SSI),32,33 and electrosonic spray ionization (ESSI).34  These techniques are considered by 

some researchers to provide even gentler ("softer") ways of ionization compared to regular 

ESI. ESSI, in particular, is known for gently producing fully desolvated ions. The relative 

abundance of protonated Ser octamer in relation to clusters of different sizes changes 

depending on the experimental conditions.28 

Magic number clustering of Ser is not limited to charged species but takes place even for 

neutral clusters. Other cationic and anionic forms of Ser octamers also show MNC behavior 

under appropriate experimental conditions.28  

1.6.2 Formation Mechanism of Ser Octamer Cluster 

The processes governing the formation of Ser octamer clusters remain incompletely 

understood. One proposed mechanism suggests that a fraction of Ser octamers already pre-

exist in bulk solution prior to ESI. The base of this hypothesis is the observation of octamer 

in the mass spectra even with the smallest tip opening (which ensures there is only one 

analyte in each ESI droplet). However, the experimental data supporting this hypothesis 

are inadequately elucidated. In addition, the study did not consider the possibility of 

octamer formation further downstream during the ESI process.35  

An experimental work by Jordan et al.,36  suggested that Ser octamers form during ESI in 

ion source. Initially, larger non-specific clusters are generated inside of an ESI droplet. 

Subsequently, these clusters lose their solvent through CRM or IEM and turn into gaseous 

species. As these clusters pass toward the mass spectrometer, they undergo CID and create 

octamers as preferred fragmentation products.37 This proposed mechanism is somewhat 

similar to the formation path of NaCl MNCs published in a study by Konermann et al.23 
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1.6.3 Structure of the Ser Octamer  

Scutelnic et al.38 investigated the structure of the Ser octamer using ESI-IMS/MS and 

various computational methods. They claim to introduce a structural model that agrees well 

with experimental data. In this proposed structure, the amino acids in the cluster are bound 

together through a strong salt bridge and hydrogen bond network. Two monomers (𝛼	and 

β) have their side chains facing toward the outside of the cluster. Three hydrogens are 

“shared” between two adjacent functional groups: one is shared between two carboxylates, 

and the other two are shared between an amine and a carboxylate, Figure 1.5 (coordinates 

of the structure is adapted from ref)38  

 

 

 

 

 

 

 

1.7 Homochiral Assembly of Ser Octamers 
Chiral molecules are spatial isomers that can exist as non-superimposable mirror images.39 

All amino acids are chiral molecules with their chiral center on the a-carbon. Almost all 

of the naturally occurring amino acids are in the L-configuration. Figure 1.6 demonstrates 

the structures of L-Ser and D-Ser enantiomers. 

Figure 1.5 Proposed Ser octamer structure38, yellow dashes show hydrogen bonds. Three 

shared hydrogens are shown as white spheres. The 𝛂 and 𝛃 amino acids are colored in orange 

and green.  
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The origin of homochirality (i.e., the dominance of L amino acids) in biology is still being 

explored. This concept is closely associated with questions related to the origin of life.40 

One hypothesis envisions the possible involvement of amino acid clusters in sequential 

chemical reactions. These reactions may eventually led to the emergence of chiral 

molecules in self-replicating systems.41,42 Ser has a particular significance since it is the 

only amino acid that forms MNCs. Importantly, these MNCs possess a remarkable 

homochirality, discussed in more detail below. The aforementioned observations led to the 

hypothesis that Ser MNCs may have played a crucial role in the first chiral selection in 

nature, ultimately transferring homochirality through chemical reactions to other amino 

acids, saccharides, and peptides.28,43 

If a racemic solution of L and D-Ser is infused into an ESI mass spectrometer, one might 

expect to see mixed D/L clusters. For a random assembly mechanism, the composition 

should follow a binomial distribution described by Equation 1.7 and shown in Figure 1.7.44 

In this equation, P represents the probability, k is the number of times for a specific result 

within n trials, =*(>	, number of combinations, p is the probability of success on each trial, 

and q = (1-p). For the case considered here, p = 0.5, n = 8, and k = 0,…,8 is the number of 

L-Ser molecules in the octamer. 

𝑃(𝑘) = 	 =*(>	𝑝
(𝑞*7(                          1.7 

Figure 1.6 L-Ser (green) and D-Ser (blue). 
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Surprisingly, the experimental abundances of L- and D- Ser octamers show an 

enantiomerically enriched assemble, resembling the distribution shown in Figure 1.7.b).37  

For distinguishing between L- and D-Ser in ESI-MS experiments the three non-

exchangeable hydrogens (-CH2 and -CH) in one of the enantiomers are replaced with 

deuterium while keeping the other enantiomer unchanged. This makes the labeled 

enantiomer 3 mass units heavier, such that the extent of L (or D) enrichment in the clusters 

is directly evident from the measured mass spectra.37  

Figure 1.7 (a) Theoretical binomial distribution for the number of L-Ser in Ser octamers 

upon electrospraying a racemic Ser mixture, without enantioselectivity. (b) complete chiral 

separation. Ser octamer experiments reveal a behavior resembling panel (b). 
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1.8 Computational Methods in Chemistry 

Computational techniques have significantly advanced research across multiple fields, 

notably in chemistry, where computer-based simulations present numerous benefits. These 

approaches facilitate comprehensive analysis from various perspectives, aiding in the 

evaluation and refinement of experimental data. Moreover, they allow for the simulation 

of experiments that would otherwise be infeasible or unachievable in practical settings. 

Computational chemistry constitutes a vast domain including diverse methodologies, 

derived from quantum or classical mechanics.45 

Molecular dynamics (MD) simulations represent one of the fundamental techniques that 

belong to the classical mechanical approaches. The foundation of MD simulations traces 

back to the late 1950s with the pioneering work of Alder and Wainwright.46 Today, MD 

simulations are extensively used by biochemists due to their relative simplicity and their 

ability to model large systems such as proteins in a solvent on biologically relevant time 

scales. The first protein MD runs were conducted in 1977 by McCammon et al.47 Since 

then, the field has advanced considerably. For instance, Shaw et al. in 2009 reported on 

Anton, a new type of computer that dramatically increased the speed of MD simulations of 

biological systems by implementing a massively parallel architecture, enabling 

millisecond-scale simulations previously deemed unattainable. This represents an 

improvement of two orders of magnitude compared to the previous state of the art.48  

 

1.9 Molecular Dynamics Simulations   

1.9.1 Fundamentals of MD 

In MD simulations, atoms and bonds are considered as simple ball and spring models, and 

Newton’s second law is used to produce a trajectory. There are three main steps to run an 

MD simulation. First, intermolecular and intramolecular interactions between atoms have 

to be defined in an MD force field. Second, calculation of atomic positions and velocities 

as a function of time, i.e., generation of a trajectory. Third, analysis of the trajectory data.49  
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For any MD simulation, two main interaction types must be considered, i.e., bonded and 

non-bonded interactions. The former are captured via harmonic energy terms that describe 

bond stretching, angle bending, and torsion angle changes. Non-bonded contributions are 

van der Waals and electrostatic interactions (Figure 1.8). Equation 1.8 demonstrates the 

Lennard-Jones potential between pairs. 

𝑈89 = 4𝜀 ∑ 	( :
;#$
)+, − ( :

;#$
)<),>                              1.8 

Here, ε refers to the value of minimum energy and σ corresponds to the distance between 

atoms in which potential energy is zero. The term ( ?
@%&
)+, represents the repulsive part of 

the potential, which refers to the Pauli exclusion principle, preventing the particles from 

overlapping. The term	( :
;#$
)<  reflects the attractive part of the potential, which arises from 

van der Waals forces. 

Equation 1.9 represents the Coulombic potential 

𝑈! =
"
#!

"
$%&"

∑ '#'$
(#$),+                1.9 

in which qi and qj are the charges of atoms i and j, 𝜀,is the vacuum permittivity, kd   

dielectric constant e.g., ~80 for water at 300 K and rij is the distance between the atoms. 
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Once the interactions are defined, velocities and positions of each atom can be calculated 

based on Equations 1.10 and 1.11. In Equation 1.10 (Newton’s second law), t represents 

time, vi the velocity, mi, the mass and ri the position of each atom. In Equation 1.11, Fi 

represents the force acting on atom i, U is the potential energy of the system, and ∇𝑈, 

indicates the collection of all partial derivatives of U into a vector. Once the forces are 

known, the differential equation 1.10 can be solved in an iterative fashion. The leap frog 

algorithm is one of these approaches, and it is the one adopted by the Gromacs software 

used in this work.50  

𝑭𝒊 = 𝑚)𝒂𝒊 =
5𝒊B𝒗#
B'

= 5#B"𝒓𝒊
B'"                                                                                         1.10 

𝑭𝒊 =	−∇𝑈(𝒓+, … , 𝒓E)               1.11 

This Newtonian treatment allows simulations to be run on large systems having thousands 

of atoms with reasonable computational time.51,52, 53  

Figure 1.8 Nonbonded interactions in MD simulations. a) Coulombic potential and b) 

Lennard-Jones potential. σ refers to distance between atoms corresponded to zero potential 

energy and ε refers to the minima of potential. r denotes distance between interacting 

atoms.  
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1.9.2 MD Force Fields 

As mentioned, the initial setup for any MD simulation is to define intermolecular and 

intramolecular interactions between atoms. Essentially, they are sets of equations and 

parameters that describe how atoms interact with each other, considering factors like bond 

lengths, angles, dihedral angles, and non-bonded interactions (illustrated in Figure 1.8). 

These force fields define the potential energy surface over which the atoms and molecules 

move, thereby influencing the dynamics of the system. The force field's parameters are 

usually determined from empirical data, quantum mechanical calculations, or fitting to 

experimental results, such as spectroscopic measurements or structural data from X-ray 

crystallography.53 

Optimized Potential for Liquid Simulations All Atoms (OPLS/AA)54, Assisted Model 

Building with Energy Refinement (AMBER)55, and Chemistry at Harvard Molecular 

Mechanics (CHARMM)56 are examples of commonly utilized force fields. These force 

fields are primarily designed for simulations in bulk solutions. A force field specifically 

optimized for gas-phase biomolecular systems has yet to be developed. 

 In the gas phase, parameters like charge distribution around atoms that are exposed on the 

surface may be different from those in solution environments. While polarizable models 

are capable of addressing some of these discrepancies, they come at a high computational 

cost. Fixed-charge force fields developed for solution simulations are also commonly 

applied in the gas phase.57 In particular, force fields such as CHARMM and OPLS/AA 

have been shown to be effective for modeling biomolecules in both droplet environments 

and in the gas phase.58  

1.9.3 Periodic Boundary Conditions  

 MD simulations in solution commonly utilize periodic boundary conditions (PBCs) to 

overcome unwanted surface effects. In this approach, the system is enclosed by identical 

replicas of itself in all directions. Consequently, if a molecule exits one side of the 

simulation box, it re-enters from the opposite side, allowing for simulations of quasi-

infinite bulk systems avoiding surface-related artifacts. To maintain electroneutrality, the 
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simulation box must be neutralized by introducing electrolyte ions like Na+ and/or Cl− into 

the solvent. Although cubic PBC boxes are the most common, other shapes can help 

minimize the number of water molecules to reduce computational time.59  

 

To apply GPU acceleration on Gromacs in systems with a net charge, a technique known 

as the "pseudo-PBC" can be utilized. This method avoids the need for cutoffs. This strategy 

is most useful for nanodroplet and cluster runs. Diving into the specifics, the droplet is 

positioned at the center of a large PBC box measuring 999.9 × 999.9 × 999.9 nm³, with 

cutoff values set to be smaller than the dimensions of the box (for instance, 333.3 nm), and 

Particle Mesh Ewald (PME) summation60,61 is disabled. Furthermore, by adopting this 

approach, interactions among periodic replicas are avoided, simulating conditions akin to 

a vacuum environment, all while fully employing the capabilities of GPU acceleration.62 

1.9.4 Water Models 

In MD simulations, water models are mathematical representations used to describe the 

behavior and interactions of water molecules. These models aim to approximate the 

complex behavior of real water while keeping computational cost manageable. Water 

models range from rigid structures to those allowing internal motions, and some even 

incorporate polarizability. Rigid models like the simple point charge model (SPC) and 

transferable intermolecular 3-point potential (TIP3P) are widely used due to their 

computational efficiency. These models feature different interaction sites and assign point 

charges to each atom, making them suitable for bulk solution simulations. The careful 

selection of a suitable water model is crucial for accurately simulating biomolecules, 

particularly when dealing with ESI droplets, where the complexities of their extensive 

surface area must be properly represented. 63 

For ESI nanodroplet simulations, a model named transferable intermolecular 4-point 

potential (TIP4P/2005) is widely used.64 This model is non-polarizable and introduces an 

additional center known as the M site, positioned coplanar with the O and H sites and 
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located at the bisector of the H–O–H angle. In this model, the charge of the oxygen atom 

is placed at the M site, resulting in a more precise representation of the electrostatic 

properties of water. While TIP4P/2005 involves greater computational cost compared to 

three-site models such as TIP3P or SPC, its ability to reproduce the water surface tension 

within approximately 1% across a wide temperature range enables direct comparison of 

simulation results with experiments. Like other MD water models, TIP4P/2005 does not 

consider the self-dissociation of water molecules into H+ and OH-. 65 

1.9.5 Energy Minimization: Preparation for Production Runs 

The input for MD simulations is often obtained from protein crystals or NMR structures. 

These structures may exhibit unfavorable local atomic interactions. Solvent molecules in 

the simulation box can also lead to clashes between atoms. Therefore, prior to performing 

MD simulations, it is critical to carry out the steepest descent energy minimization. This 

process aims to transition the system into a local energy minimum by relaxing unfavorable 

interactions between non-bonded atoms, which would otherwise result in large repulsive 

forces. Moreover, energy minimization takes place independently of time. 

1.9.6 Ensembles in MD 

MD simulations can be conducted under different ensembles. The canonical (NVT) 

ensemble66 maintains the number of atoms (N), volume (V) and temperature (T) constant. 

Conserving N and V is trivial. Temperature control is usually achieved using thermostat 

algorithms. Different thermostats can be used, each with varying accuracy and 

computational simplicity; one common choice is the Nosé-Hoover thermostat.67 

 Under the isothermal-isobaric (NPT) ensemble the number of atoms, temperature and 

pressure are kept constant, allowing the system size to change. Similar to the NVT 

ensemble, preserving the number of atoms is trivial. Thermostats are used for temperature 

maintenance. Pressure control requires the use of a barostat that allows for dynamic 

rescaling of the system volume.53 
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1.9.7 Trajectory Stitching  

Simulations of evaporating droplets can be used to mimic ESI process. In these runs, a 

challenge arises from solvent evaporation, which typically cools the system due to the loss 

of heat (evaporative cooling). Experimentally, this effect is managed by heating the ion 

source.68 However, in MD simulations droplets tend to freeze as they lose kinetic energy, 

even when using a thermostat. To address this problem, a technique called trajectory 

stitching can be employed to help maintain stable temperatures throughout the 

simulation.69,70 

The concept of trajectory stitching is that evaporative cooling remains minimal during short 

simulation periods. Thus, long simulations are divided into shorter segments. After each 

segment, solvent molecules and charge carriers that have escaped the droplet are removed, 

and the remaining droplet is repositioned to the center of the simulation box. New velocities 

for the droplet's atoms, corresponding to the desired temperature, are then assigned from a 

Maxwell-Boltzmann distribution before continuing the next segment. A significant 

advantage of trajectory stitching is the increase in the efficiency of runs.  Overall simulation 

time reduces by decreasing the number of atoms in the system over the course of the 

simulation.53 

1.9.8 Mobile Proton Molecular Dynamics (MPMD) 

MD is an important tool to model gas phase ions encountered in mass spectrometry 

experiments.  One important feature of these ions is that protons are highly mobile in the 

gas phase.71,72,73 In standard MD simulations, formation and breakage of covalent bonds is 

not possible.74 However, amino acids have titratable sites which can be protonated or 

deprotonated. Also, in vacuum, dependent on the surrounding species, titratable sites can 

adapt a different proton configuration.18 In regular MD, there is no design to allow titratable 

sites’ adaption of the most suitable charge states while practically they can jump from one 

titratable site to any other.  

The first attempts to implement an MD model for consideration of mobile protons in gas 

phase were conducted by Thachuk et al.75 Their study tried to simulate proton hopping 
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during CID of proteins. Although it was successfully implemented,  only (de)protonation 

of basic sites was considered. Moreover, the force field of that study was a very simplistic 

coarse-grained model which is more suitable for bulk simulations rather than gas-phase 

studies.  

Konermann et al.76,77 subsequently introduced a method for all-atom mobile proton MD 

(MPMD) simulations. This approach revolves around an energy term referred to as EMPMD 

that has two contributions representing proton affinity (Epa) and electrostatic energy Vc 

(Equation 1.13).  

𝐸FGFH = 𝐸%I + 𝑉J               1.13 

The MPMD algorithm overcomes the limitations of static charges and allows proton 

hopping among different protonation sites in gas phase. The proton positions in a protein 

or cluster get shuffled and examined in each time segment to minimize EMPMD.  

 

1.10 Density Functional Theory 
Hohenberg, Kohn, and Sham developed a theory that provided a solid foundation for the 

theoretical work of Thomas, Fermi, Dirac, and Slater.78,79 This contribution, made in 1964, 

is widely recognized as the establishment of modern Density Functional Theory (DFT).  

Since then,80 DFT has been used for quantitative understanding of molecular properties 

based on the fundamental laws of quantum mechanics, i.e., the Schrödinger Equation 

(Equation 1.14) 

 

𝐻O𝜓 = 𝐸𝜓                          1.14 

                                                

𝜓 is the wave function of the system's stationary states, and E is the corresponding energy 

level. The time-independent Schrödinger equation is commonly used in quantum 

mechanics to find the allowed energy levels of a system and the shape of the wave functions 

associated with those levels.  
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In the case of systems with multiple electrons, solving the Schrödinger equation becomes 

extremely challenging due to several reasons. In this scenario, each particle interacts with 

every other particle, leading to a highly complex interaction potentials. This complexity 

makes it difficult to formulate analytical solutions. The number of variables needed to 

describe the system grows rapidly with the number of particles. For example, a system with 

three particles in three-dimensional space requires a 9-dimensional solution, and this 

complexity increases linearly as the number of particles increases. 

To simplify the problem, various investigations suggest applying approximations, such as 

the mean-field approximation or the Hartree-Fock method. However, these approximations 

may not fully capture the complexities of the system, leading to inaccurate solutions.  

1.10.1 Fundamentals of DFT 

As mentioned, a main challenge is to solve the many-body Schrödinger equation for a 

system of interacting electrons. However, directly solving this equation for real systems is 

computationally infeasible due to the complexity of the electron-electron interaction term. 
81 

The Kohn-Sham approach, implemented in 1965, is the key concept in DFT. The method 

introduces equations that simplify the problem of solving Schrödinger equation by 

introducing a set of auxiliary non-interacting electrons that occupy fictitious one-electron 

orbitals. These orbitals are determined self-consistently to reproduce the electron density 

of the real system. Equation 1.15 demonstrates the mathematical expression of Kohn-Sham 

orbitals  

Q− +
,
	∇, + 𝑉KLR	𝜓) = 𝜖)	𝜓)                                           1.15 

𝜓) 	are the Kohn-Sham orbitals, and 𝜖)	are the corresponding eigenvalues.	 ∇,is the 

Laplacian operator. 𝑉KL is the effective potential (Equation  1.16) 

𝑉KL =	𝑉1M' +	𝑉1. +	
NO()
NP

                        1.16 

which consists of the external potential 𝑉1M' acting on the electrons (due to nuclei).  𝑉1., 

Hartree potential representing classical electron-electron repulsion, and an exchange-
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correlation energy 𝐸QR  that encapsulates the errors related to approximations in 

calculations of kinetic and potential energy. The total Kohn-Sham energy functional is 

provided in Equation 1.17 

𝐸(𝜌) = 	𝑇![𝜌] + ∫𝑉1M'𝜌𝑑𝑟 + 𝐽[𝜌] + 𝐸QR[𝜌]           1.17 

where 𝑇! is the kinetic energy correlated to a system of non-interacting electrons with 

density 𝜌. As previously stated, 𝑉1M' denotes external potential while 𝐽(𝜌) defines classical 

electrostatic interaction energy among electrons.	 𝐸QR(𝜌)	 is the exchange-correlation 

energy. 81 

The efficiency DFT enables researchers to explore larger systems, providing the electronic 

structure and energy. This enables the prediction of various properties such as molecular 

geometries, electronic spectra, and reaction energetics.  

1.10.2 Functionals and Basis Sets 

In each DFT calculation, there are two important variables, functional and basis set which 

should be treated wisely.82 Functionals are mathematical expressions that correlate electron 

density to various properties such as electronic structure and total energy. Various 

functionals are available, offering different levels of accuracy. Common functionals 

include local density approximations (LDA)83, generalized gradient approximations 

(GGA)84, and hybrid functionals. LDA is based on the local density of electrons. GGA 

includes information about the gradient of the electron density. Hybrid functionals combine 

Hartree-Fock exchange with the exchange-correlation functional used in standard DFT, 

providing a more accurate description of certain electronic properties.85 B3LYP is a well-

established hybrid functional often used in bimolecular studies in gas phase.86 

A basis set is a series of functions that are used to describe electronic wavefunctions. These 

basis functions are usually centered on atomic nuclei. With linear combination of basis 

functions the overall electronic structure can be approximated. Depending on the level of 

accuracy and complexity various basis sets can be chosen. A larger basis set usually 

provides a more accurate representation of electronic structure. However, large basis sets 

are associated with significant computational cost. Examples of basis sets include minimal 
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basis sets such as STO-3G, split-valence basis sets (e.g., 6-31G), and basis sets with 

polarization and diffuse functions for a more accurate representation of electron density in 

certain regions.87 

Both the functional and basis set choices for a DFT calculation are part of the 

approximations made. The selection of functional and basis set should be designed for the 

specific system being investigated and the accuracy required. In many cases, it is a balance 

between computational efficiency and the required level of detail.  

1.10.3 Single Point Energy Calculations 

A single point run in DFT refers to a type of calculation where the total energy of a system 

is computed for fixed atomic coordinates. These calculations are often used as the first step 

before conducting more complex analyses, such as geometry optimization, reaction path 

studies, or vibrational frequency calculations. 

The input required for single point calculations are the atomic types and positions, the type 

of functional, and the basis set. The output provides the total energy of the system along 

with other properties, such as electronic densities and molecular orbitals, depending on the 

specifics of the calculation.88 

1.10.4 Geometry Optimization  

Geometry optimization is a process aimed at finding the most stable structure of a molecule 

by minimizing its total energy. The process involves iteratively adjusting the positions of 

the atoms until the lowest accessible configuration is reached. In this configuration, energy 

is at a local minimum and the forces acting on the atoms are minimized. 

For geometry optimization, an initial guess for the atomic positions has to be provided. 

This initial geometry can be based on experimental data, theoretical predictions, or 

randomly generated coordinates Then, DFT calculations are performed to determine the 

energy and forces on the atoms. Based on this information, the positions of the atoms are 

adjusted, and the process is repeated. This loop continues until the changes in energy and 
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atomic positions fall below predefined thresholds, indicating that the structure is at a local 

energy minimum. 

The optimization can be done using different algorithms, such as the Quasi-Newton 

method, which is common due to its balance between speed and accuracy. This method 

uses approximations of the Hessian matrix, which contains second derivatives of the energy 

with respect to atomic positions, to find the optimal direction and magnitude of atomic 

displacements. In DFT, the Hessian is often initially approximated and then updated as the 

optimization progresses. Good initial Hessian guesses can significantly improve the 

performance and convergence of the optimization. 

The process is sensitive to the initial geometry guess, the choice of the DFT functional and 

basis set, and the optimization parameters. After optimization, it is typical to verify that the 

final structure corresponds to a real energy minimum, by checking that all the vibrational 

frequencies are positive. 

Geometry optimization is crucial for accurately predicting molecular structures, reaction 

pathways, and properties of materials in chemistry, materials science, and related fields.88, 

89 

1.10.5 Relaxed Scans 

A relaxed scan in DFT involves optimizing a molecular system while systematically 

varying one or more fixed internal coordinates, such as bond lengths. This method helps 

study reaction mechanisms by observing how energy changes as specific structural 

parameters are altered. Typically, it starts with a fully optimized geometry, then performs 

a series of optimizations where the chosen parameters are incrementally changed, while 

the rest of the molecule adapts to these changes.88 

 

1.11 Scope of Thesis 
The Ser Octamer MNC represents a compelling subject for investigation because of its 

potential exclusivity for existence in vacuum condition. Despite previous research 35-38 on 
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the structural characteristics and formation mechanism of [Ser8+H]+, many aspects related 

to this MNC remain poorly understood. This includes its potential pre-existence in bulk 

solution, formation mechanism, and the precise location of generation within mass 

spectrometer. Moreover, the structure of Ser8H+is yet to be fully explored. 

Chapter 2 of this thesis employs a blend of computational and experimental strategies, 

including MD and DFT, combined with MS, and MS/MS to scrutinize the properties of 

[Ser8+H]+. Initially, we examined the likelihood of the MNC pre-existence in bulk 

solutions, referencing crystal structure data to support discussions. We then investigated 

other potential formation mechanisms for [Ser8+H]+, including assembly in droplets with 

subsequent CID of the nascent clusters, as well as cluster assembly in gas phase. 
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Chapter 2  

2 Electrosprayed Serine Octamer Magic Number 
Clusters: Formation via Gas Phase Assembly and 
Collision-Induced Dissociation 

2.1 Introduction  
Electrospray ionization (ESI) converts solution phase analytes to gaseous ions that can be 

studied by mass spectrometry (MS). During ESI, analyte solution is dispersed into charged 

droplets that undergo solvent evaporation and Coulomb fission, culminating in 

nanodroplets from which gaseous analyte ions are released. 1 These ions then pass through 

an ion sampling interface into the vacuum of the mass analyzer. 2 

Although ESI mass spectra are usually dominated by ions that represent pre-existing 

solution species, the ESI process can also trigger the self-assembly of clusters. Such 

clustering has been reported for various analytes including salts, sugars, proteins, and 

amino acids. 3-23 Clustering is generally attributed to events taking place within ESI 

droplets, where solvent evaporation results in high concentrations that promote the 

association of solutes. Most ESI-generated clusters exhibit a wide range of nonspecific 

stoichiometries. 11-13, 15-18, 24-27 The clusters are released into the gas phase upon solvent 

evaporation to dryness (charged residue mechanism, CRM), 4, 6, 27-29 or they may be ejected 

from the droplet surface (ion evaporation mechanism, IEM). 5, 22, 30 

ESI of some analytes produces magic number clusters (MNCs), i.e., species that have a 

much higher abundance than other stoichiometries. 3, 9, 10, 29, 31-39 These MNCs defy the 

aforementioned trend toward nonspecificity of ESI clusters. 11-13, 15-18, 24-27 Many MNCs 

possess closed shell structures without defects, providing high thermodynamic stability. 40-
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46 However, stability alone does not explain why MNCs are favored, as many self-assembly 

processes yield kinetically trapped species instead of thermodynamically stable products. 

47-51 It has been proposed that MNCs assemble in shrinking ESI droplets. 52, 53 However, it 

is difficult to envision how droplets that contain a stochastic number of analyte molecules1, 

27 can produce specific stoichiometries. In bulk solution, clustering continues as long as 

free building blocks are available, 54 i.e., self-assembly does not stop once MNCs have 

formed. 54, 55 Therefore, MNC accumulation in evaporating droplets appears unlikely. 

ESI-mediated MNC formation is relatively well understood for NaCl solutions, which form 

MNCs including Na14Cl13+ (Figure 2.1A). 3-10, 38 Recent molecular dynamics (MD) 

simulations29 revealed that these MNCs are produced via a two-stage process, where 

droplet evaporation to dryness generates large nonspecific CRM clusters. Collisional 

heating of these initial clusters in the ion sampling interface produces highly dynamic 

structures, where a MNC core is decorated with stringlike protrusions made up of excess 

Na+ and Cl-. Facile dissociation of these protrusions liberates the MNC. 29 It is unclear 

whether similar scenarios apply to other ESI-generated MNCs. 

One of the most enigmatic MNCs is the serine octamer. 23, 30, 32, 52, 53, 56-65 Positive ion ESI 

of Ser solutions yields an unusually high abundance of Ser8H+. Formation of this MNC 

was also observed after sublimation of solid Ser, 66 while negative ion ESI generates 

[Ser8+2Cl]2- and [Ser8+2Br]2- MNCs. 65, 67 Neutral Ser8 has been detected in nebulization 

experiments. 62 One feature that makes these octamers particularly interesting is their 

homochiral preference, where racemic mixtures segregate into L- Ser8H+ and D- Ser8H+.23, 

59 
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The structure and formation mechanism of Ser8H+ continue to be controversial. 23, 30, 32, 52, 

53, 56-65, 67 MNCs often have compact, symmetrical low-energy motifs packed analogously 

to bulk crystals, 40-46 exemplified by the Na14Cl13+ MNC (Figure 2.1A). 3, 9, 10, 29, 38, 39, 68 The 

situation for Ser8H+ is not as straightforward. L-Ser forms monoclinic crystals (Figure 

2.1B) consisting of zwitterionic Ser (SEZ). 69 The +H3N-R and R-COO- groups of SEZ 

form H-bond-reinforced salt bridges. Sidechain hydroxyls are H-bonded as well, such that 

all donor/acceptor capabilities are saturated (Figure 2.1B, C). 69, 70 These crystals provide 

no clues as to why Ser8H+ is a MNC. Unlike for NaCl, Ser crystal sub-structures do not 

represent viable clusters. For example, excision of a 2 × 2 × 2 cube generates a poor 

constellation with exposed +H3N- and -COO- groups (Figure 2.1C). Conflicting ring, cubic, 

and other Ser8H+ structures have been proposed. The only consensus in those studies is that 

Ser8H+ consists of seven SEZ and one positively charged Ser (SEP+).32, 53, 56, 57, 60, 61  

Using ion mobility spectrometry (IMS), IR spectroscopy, and density functional theory 

(DFT), Scutelnic et al. 61 proposed the Ser8H+ model in Figure 2.1D (we focus on the “B” 

form which is closest to the measured 191 Å2 collision cross section). 61 While this structure 

does not have any discernible symmetry, it is extensively linked by salt bridges and H-

bonds. Three hydrogens are “shared”, i.e., the corresponding donor-H···acceptor pairs 

have slightly elongated donor-H bonds (from 0.1 to 0.11-0.12 nm) while the H···acceptor 

contacts are shortened (from 0.16-0.19 to 0.14-0.15 nm). The Scutelnic model61 constitutes 

a significant advance, but its generality remains under debate because IR and deuteration 

data demonstrated that Ser8H+ exhibits considerable heterogeneity, pointing to the 

existence of alternative structures. 60, 71, 72  
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In addition to the question of Ser8H+ structure, it remains unclear where and how during 

ESI this MNC forms. Scutelnic et al. 61 did not address the Ser8H+ formation mechanism; 

their work screened a large number of candidates to identify the lowest energy structure 

that provided a reasonable match with IR and IMS data. Proposals that Ser8H+ already 

exists in bulk solution32, 52, 65 are at odds with NMR and IR experiments on bulk samples 

that only detected monomeric Ser. 73, 74 Other studies suggested that Ser8H+ forms in 

shrinking ESI droplets, 30, 53, 59, 63 even though such a mechanism would likely favor 

nonspecific stoichiometries as discussed above. Ser8H+ can form in MS/MS experiments 

during the collision-induced dissociation (CID) of larger clusters, 63 but it is unclear to what 

extent this pathway generates Ser8H+ under regular ESI conditions. 

Here we used a combination of ESI-MS, mobile-proton MD (MPMD) simulations, and 

DFT to probe the mechanism of ESI-induced Ser8H+ formation. Our data reveal that initial 

Ser clusters formed in shrinking ESI droplets are extremely labile and undergo CID in the 

ion sampling interface. Ser monomers released during these dissociation events undergo 

low-temperature reclustering during free jet expansion. Subsequent CID events culminate 

in Ser8H+-dominated mass spectra.  
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Figure 2.1 A) NaCl MNC. 29 (B) L-Ser crystal. 69 (C) H-bonds (dashed lines) in the crystal. 

(D) 2 × 2 × 2 excision from the Ser crystal. (E) Ser8H+ model proposed by Scutelnic et al. 

61 Dashed lines are H-bonds. Element coloring: O, red; N, blue; C, green in SEZ and cyan 

in SEP+. H is white, except for three “shared” H that are shown in magenta. Nonpolar 

hydrogens have been omitted in panel E. 
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2.2 Methods 

2.2.1 Mass Spectrometry 

Mass spectra were acquired on a SYNAPT G2 quadrupole time-of-flight (Q-TOF) 

instrument (Waters, Milford, MA, Figure 2.2). 5 mM Ser in water with 0.1% acetic acid 

was infused into the ESI source at 5 µL min-1, with the ESI capillary set to +2.8 kV. N2 

served as desolvation and cone gas. The desolvation and source temperatures were 30 and 

70 °C, respectively. Collisional activation in the source was controlled by adjusting the 

sampling cone voltage between 5 V and 180 V (DC difference between sampling and 

extraction cones). The light blue triangles in Figure 2.2 indicate free jets where the 

background N2 gas undergoes adiabatic cooling. 75 Cooling of analyte ions in the sampling 

cone jet is counteracted by the sampling cone voltage which accelerates the ions relative 

to the background gas, resulting in collisional activation. 2, 75 Collisional activation in the 

subsequent extraction cone jet is minimal, as the extraction cone voltage was fixed at 3 V 

(DC difference between extraction cone and TWIG1). The trap gas was switched off for 

some experiments; in all other cases the trap was filled with Ar collision gas. MS/MS 

precursor ions were selected in the quadrupole, prior to CID in the trap. The trap collision 

voltage (CV) was set between 2 and 185 V (DC difference between TWIG1 exit and trap 

exit) 76, and the transfer collision voltage was zero. 
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2.2.2 General Computational Procedures 

All data related to the Scutelnic Ser8H+ model61 employed a structure assembled from eight 

L-Ser, as this is the biologically dominant Ser enantiomer. The published structure61 

consists of eight D-Ser [D-SEZ7 + D-SEP]+. L-Ser8H+ coordinates were generated from the 

published data using the Gromacs editconf command with option -scale -1 1 1. 

Gaussian 0978 was used for density functional theory (DFT) calculations. The B3LYP 

functional79 was employed with the 6-31G(d) and 6-311+G(d,p) basis sets. We also 

performed calculations at the M06/6-311+G(d,p) level. 80 DFT yielded geometry-optimized 

structures and their energies (EDFT, often referred to as “total” energy), which includes 

nuclear repulsion, nuclear-electronic attraction, and kinetic plus potential electronic 

energy. 
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Figure 2.2 Ion path (red) in a Waters Synapt G2 instrument, from ESI source to detector 

(D). 77 Pressures (mBar) under trap gas “on” settings are shown in green. Light blue triangles 

indicate free jet gas expansion regions. Travelling wave ion guides (TWIGs) are denoted as 

TWIG1, trap, IMS, and transfer. 
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MD simulations were carried out using GROMACS 2020.4. 81 Most simulations employed 

the CHARMM36 force field82 which is widely used for modeling biomolecular dynamics 

in solution83 and in vacuo. 84-86 In addition, we performed gas phase MD using OPLS-AA 

force field87 which is another commonly used choice for gas phase applications. 88-93                   

Bulk solution simulation followed standard procedures, 94 employing periodic boundary 

conditions (PBCs) in a (3 nm)3 cubic box with particle mesh Ewald summation, LINCS-

constrained hydrogen-heavy atom bonds, a modified Berendsen thermostat, a 2 fs 

integration step, and TIP3P water. After steepest descent energy minimization, the bulk 

systems were equilibrated under NVT and NPT conditions for 100 ps each, followed by 10 

ns NPT production runs. 

ESI droplet simulations were performed similar to previous work, 29 using TIP4P/2005 

water. A pseudo-PBC approach was employed that is equivalent to vacuum boundary 

conditions without cutoffs for nonbonded interactions. Bond constraints and integration 

step were the same as for bulk simulations, with temperature control by the Nosé-Hoover 

thermostat. In accordance with experiments, the initial droplet charge was chosen to be at 

the Rayleigh limit, 1, 95, 96 where the number of excess elementary charges (e) is zR = 8p/e 

´ (e0 g r3)1/2. For a droplet radius r = 2.5 nm and the surface tension g = 0.05891 N m-1, zR 

= 14+. This net charge was implemented by placing 14 SEP+ in random positions within 

the droplet. The SEPup conformer (defined below) was chosen for this purpose because of 

its presence in the Scutelnic Ser8H+ model, 61 although C-C bond rotation in our MD runs 

rapidly erased any memory of the initial -COOH orientation. In addition, 5 to 20 SEZ were 

inserted into the droplet as well, with six replicates for each initial droplet composition. 
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Following steepest descent energy minimization, droplets were equilibrated for 1 ns during 

which the temperature was raised from 10 K to 370 K. The droplets were then kept at 370 

K for 25 ns, followed by 5 ns at 450 K for removal of residual solvent. Trajectory stitching 

was used to remove evaporated moieties from the simulations in 0.25 ns intervals.  

MD studies of Ser clusters in the gas phase followed procedures similar to those outlined 

above for ESI droplet (pseudo-PBC with trajectory stitching in 0.25 ns intervals). However, 

Ser clusters were modeled without bond constraints which required shortening of the 

integration step to 0.5 fs. Gas phase cluster assembly was simulated at 100 K for 10 ns. 

Like previous studies, 29, 86, 97 a thermostat was used to control the cluster temperature 

instead of explicitly modeling a collision gas. CID simulations covered a 150 ns window 

(0.5 ns of initial equilibration with a 10 to 700 K temperature ramp, then 12.5 ns at 700 K, 

12.5 ns at 800 K, followed by 125 ns at 850 K). MPMD runs for gas phase Ser cluster 

formation is discussed below. MPMD and trajectory stitching were implemented using in-

house Python programs that were interfaced with Gromacs via bash scripts. 

2.2.3 Design of Ser Monomers 

The Ser amino group can exist in two protonation states (+H3N-R or H2N-R), as does the 

carboxyl group (R-COOH or R-COO-). This gives rise to the four species SEN-, SEZ 

(zwitterionic), SEO (both sites neutral), and SEP+. GROMACS pdb2gmx was used to add 

the corresponding hydrogens to monomeric Ser coordinates extracted from the L-Ser 

crystal structure. 69 

DFT geometry optimization of SEN-, SEO, and SEP+ in vacuo yielded relaxed structures 

along with their EDFT energies (Table 1, Figure 2.3). Dealing with SEZ was more 
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challenging. Like Gly, 98-101 isolated zwitterionic Ser is unstable, resulting in intramolecular 

SEZ → SEO proton transfer during geometry optimization. We solved this problem by 

employing relaxed potential energy scanning, where the NH distance rNH was fixed at 

certain values while the rest of the molecule was allowed to relax. SEZ structures and EDFT 

values were extracted from these EDFT(rNH) profiles at rNH = 0.1 nm, yielding a +H3N-R 

geometry with three identical N-H bond lengths (Figure 2.4). 

Two conformers were considered for SEP+, differing in the orientation of the carboxyl 

hydrogen. The lowest energy conformer had this hydrogen pointing “down” relative to the 

nitrogen (SEPdown), whereas ~180° rotation around the Ca-COOH bond yielded a slightly 

higher EDFT (SEPup). Table 1 summarizes EDFT data from all three DFT methods. These 

data are plotted in Figure 2.3 on a relative scale, where each set of energy values was shifted 

such that the corresponding EDFT(SEN-) became zero. The three DFT methods yielded 

similar results. Data for the more extensive 6-311+G(d,p) basis set with B3LYP and M06 

were virtually indistinguishable. The widespread application of B3LYP for gaseous 

biomolecules, 61, 102-113 prompted us to use B3LYP/6-311+G(d,p) EDFT values for the 

remainder of this work. The corresponding geometry-optimized structures (Figure 2.3) 

served as starting point for MD simulations.  

Next, we tested to what degree the DFT-optimized Ser monomer structures were retained 

under the MD force fields used here. The monomers were exposed to CHARMM36 or 

OPLS-AA energy minimization in the gas phase, with F £ 100 kJ mol-1 nm-1 as 

convergence criterion. CHARMM36 retained the DFT-optimized structures more closely 

than OPLS-AA, evident from the average RMSD values of 0.008 vs. 0.015 nm (Appendix 
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3). This behavior prompted us to primarily rely on CHARMM36 for the MD simulations 

outlined below. 

 

 

 

 

 

 

 

 

Figure 2.3 EDFT data from Table 1, plotted on a relative scale where EDFT(SEN) was shifted 

to zero for each DFT method. Shown along the right are B3LYP/6-311+G(d,p) geometry-

optimized structures of monomeric Ser species. The red dashed line indicates the SEO rel. 

EDFT lowered by 50 kJ mol-1, as used for some MPMD simulations. 
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Table 1 EDFT energies (kJ mol-1) of different Ser species from three DFT methods. 

Designation Composition c B3LYP/6-

31G(d) 

M06/6-

311+G(d,p) 

B3LYP/6-

311+G(d,p) 

SEN a H2N-R-COO- -1045969.5 -1045804.8 -1046406.5 

SEZ b +H3N-R-COO- -1047358.9 -1047144.2 -1047754.1 

SEO a H2N-R-COOH -1047431.9 -1047221.6 -1047824.7 

SEP+
up a +H3N-R-COOH -1048386.6 -1048145.1 -1048756.8 

SEP+
down

 a +H3N-R-COOH -1048402.5 -1048159.2 -1048770.8 

(a) Energies refer to geometry-optimized conformers. (b) Energies were determined from 

relaxed scans (Figures 2.2, Appendix 2). (c) R represents CH-CH2-OH. 

Figure 2.4 DFT relaxed scan of the SEZ → SEO transition, yielding geometry-optimized 

structures and their EDFT values for a range of NH distances rNH. Data shown here were 

generated using B3LYP/6-311+G(d,p). Similar profiles were obtained with B3LYP/6-

31G(d) and M06/6-311+G(d,p) (Appendix 2).  
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2.2.4 Mobile Proton MD Simulations 

The MPMD approach of ref. 114 (which had been designed for gaseous proteins) was 

adapted to Ser clusters. With this technique, short static-proton MD segments alternate with 

proton redistribution events, such that extended trajectories can be modeled while quasi-

continuously updating the protonation state of all titratable sites. For the Ser clusters 

considered here, all protons were allowed to “hop” from occupied sites (NH3+-R and R-

COOH) to vacant sites (NH2-R and R-COO-). Proton hopping was performed using a 

steepest-descent algorithm that minimizes the energy. 

𝐸FGFH = 𝐸)*' + 𝐸R&S.               2.1 

ECoul in Equation 2.1 comprises electrostatic interactions among all atoms.  

𝐸TUVW =
+

XYZ*
∑ [#	[$

;#$
	
)∈],>∈9
]	^	9

													               2.2 

I and J refer to individual Ser, qi and qj are atomic charges in the MD force field, rij 

represents the corresponding distances. The intrinsic cluster energy Eintr in Equation 2.1 is 

given by Equation 2.3. 

 

𝐸_`a@ = 𝑛bcd𝐸efg(SEZ) + 𝑛bch𝐸efg(SEPi) + 𝑛bcj𝐸efg(SEO) + 𝑛bck𝐸efg(SEN7)			 2.3  

where nSEZ, nSEP, nSEO, and nSEN reflect the number of copies for each species in the cluster. 

EDFT corresponds to the B3LYP/6-311+G(d,p) values in Table 1. For MPMD, a minor 

modification was applied to the EDFT values to ensure that all species had the same 15 

atoms, i.e., two free H+ (internal energy = 2 × 3/2 RT) were added for SEN, and one free 

H+ (3/2 RT) for SEZ and SEO. 115 
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MPMD runs employed 0.25 ns segments during which protons remained stationary. The 

simulation was then halted, protons were allowed to move, and the next MD segment 

commenced with the newly optimized proton configuration. Initial tests revealed that 

performing proton hopping in fixed 0.25 ns intervals was ineffective because the clusters 

preferentially existed in EMPMD local minima, characterized by extensive salt bridges and 

H-bonds. Barrier crossing to more favorable EMPMD was possible only during brief thermal 

fluctuations that perturbed charge solvation motifs. Almost none of those fluctuations 

coincided with the end of an MD segment, such that the use of predetermined 0.25 ns 

hopping intervals would imply that most opportunities to improve EMPMD went unutilized. 

This problem was solved by allowing for proton hopping at the most likely point during 

each 0.25 ns segment: After completing each segment, the trajectory was analyzed to 

identify the structure with the largest radius of gyration (Rg). Major structural fluctuations 

responsible for these Rg maxima tended to provide situation with sub-optimal charge 

solvation, thereby promoting favorable proton hopping to a lower EMPMD. In the event of 

successful proton hopping, the next trajectory segment continued from the maximum Rg 

structure with its newly optimized proton configuration. In the absence of proton hopping, 

the next trajectory segment continued from the final frame of the 0.25 ns segment.  
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2.3 Results and Discussion 

2.3.1 Experimental Characterization of Ser Clusters 

Earlier studies produced Ser8H+ by electrospraying acidified water/methanol53, 56, 63 or 

water/acetonitrile. 57 Here, we used water without organic cosolvent to simplify subsequent 

MD simulations. We initially acquired ESI mass spectra with minimal collisional 

activation (sampling cone 5 V, trap CV 2 V, trap collision gas off). The m/z > 300 range 

was dominated by Ser8H+. Intense SEP+ and dimer signals were seen at lower m/z, while 

low intensity larger clusters were detected at m/z > 900 (Figure 2.5A). These data confirm23, 

30, 32, 52, 53, 56-65 that ESI of Ser solutions produces Ser8H+ as a highly abundant MNC. Figure 

2.5A also shows a strong signal at m/z 421.2, dominated by [Ser8+2H]2+. This doubly 

charged MNC has been reported previously, 63 albeit in lower abundance than in our 

experiments. 

Collisional activation in the ion sampling interface can trigger CID. 2, 116-119 On our 

instrument, this source activation is controlled by the sampling cone voltage, illustrated in 

Appendix 1 for a peptide. Under gentle conditions the [M+H]+ peptide ion remained intact 

(sampling cone 5 V, Appendix 1A). Raising the cone to 60 V caused extensive CID 

(Appendix 1B). At 120 V the peptide was almost completely dissociated, and at 180 V not 

even fragment ions remained (Appendix 1C-D).  

From these peptide data it would be expected that few, if any, clusters survive when 

increasing the sampling cone voltage to 180 V. Surprisingly, Ser spectra acquired under 

these extremely harsh conditions (Figure 2.5B) were very similar to those obtained under 

gentle (5 V) settings. In particular, Ser8H+ remained dominant at 180 V. One minor 
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difference was that [Ser4+H]+ became the main contributor at m/z 421.2, instead of 

[Ser2+H]2+ (Figure 2.5 insets). In summary, Ser clustering and MNC formation were almost 

unaffected by changing the sampling cone from 5 V to 180 V, while leaving all other 

instrument parameters unchanged. The same was true for values in-between these two 

extremes (data not shown). This behavior is extremely odd, keeping in mind that “regular” 

analytes undergo complete CID at sampling cone 180 V (Appendix 1A-D). 
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2.3.2 Ser Cluster MS/MS 

It is tempting to explain the apparent resilience of Ser8H+ against source CID (Figure 2.5) 

by assuming that this MNC is highly stable, allowing it to survive extreme collisional 

activation. However, MS/MS experiments showed this interpretation to be incorrect. 

Quadrupole isolation of Ser8H+ at a trap CV of 2 V without collision gas produced a clean 

precursor signal (Figure 2.6A). Addition of collision gas under otherwise identical 

conditions triggered extensive fragmentation (Figure 2.6B), even though collisional 

activation at this trap CV is minimal (causing no fragmentation for peptide ions (Appendix 

1E) or NaCl MNCs120). 

 A slight increase in trap CV to 8 V led to near-complete CID of Ser8H+ (Figure 2.6C). 

Other Ser clusters were similarly sensitive to MS/MS CID, exemplified in Figure 2.6E-P. 

In all cases, the lowest possible trap CV already triggered extensive fragmentation. Each 

cluster showed a size-specific trap CV where Ser8H+ was formed in relatively high 

abundance, accompanied by other fragments (Figure 2.6G, K, O). High trap CV values 

mainly produced SEP+ and Ser dimers (Figure 2.5H, L, P). The data of Figure 2.6 are 

consistent with earlier work. 63 The low MS/MS resilience seen in Figure 2.6 makes the 

immunity of Ser clusters to source activation (Figure 2.5) even more perplexing. 
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2.3.3 Evidence for Ser Clustering in the Gas Phase  

How can one reconcile that Ser8H+ “survives” under the harshest possible source 

conditions, while being extremely vulnerable to MS/MS CID? Our explanation initially 

focuses on data acquired at sampling cone 180 V. We propose that Ser clusters formed in 

evaporating ESI droplets30, 53, 59, 63 undergo near-complete source CID, producing abundant 

SEP+ and neutral Ser monomers. These neutrals will adopt the non-zwitterionic SEO state. 

32, 99 Experimentally observable clusters arise from reclustering of these SEP+/SEO 
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monomers in the gas phase after the source. Specifically, we envision SEP+/SEO 

association in the extraction cone jet, where clustering is favored by adiabatic cooling. The 

relationship121 T/T0 = (p/p0)0.29 implies that T in in the extraction cone free jet can drop to 

~30 K, for a p/p0 pressure ratio of 0.0004 (Figure 2.2) and an initial temperature of T0 = 

300 K. Ion-neutral clustering is a well-known phenomenon, 122 particularly in free jets. 75, 

121 SEP+/SEO clustering is promoted by the high Ser concentration used here and in 

previous work (³ 5 mM). 53, 56, 57, 63 Typical ESI solutions are much more dilute (µM). 1 

Low intensity larger clusters in Figure 2.5B may be the remnants of droplet-generated 

clusters, after incomplete source CID, followed by association with SEO in the gas phase. 

Next, one must ask why virtually identical spectra were observed under harsh and gentle 

source conditions (Figure 2.5A vs. 5B). This similarity of outcomes suggests that both 

scenarios share a similar cluster formation mechanism. Accordingly, we propose that even 

at sampling cone 5 V source CID of droplet-generated clusters produces abundant SEP+ 

and SEO. CID can take place at low sampling cone voltages because (i) the +2800 V 

potential of the ESI capillary is a significant contributor to source activation, 123 and (ii) 

Ser clusters are extremely CID-vulnerable (Figure 2.5). We envision that SEP+ and SEO 

liberated by source CID then recluster in the extraction cone jet, as outlined above for 

sampling cone 180 V. 

In summary, we propose the following main pathway for Ser8H+ formation under typical 

ESI conditions (e.g., Figure 2.5A. Step 1: Nonspecific Ser clusters form in evaporating ESI 

droplets. Step 2: Droplet-generated clusters undergo facile CID in the source, forming SEP+ 

and SEO. Step 3: SEP+ and SEO form clusters in the low temperature of the extraction 

cone jet, driven by charge-dipole interactions. The clusters generated in this way may again 
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experience collisional activation and dissociation as they pass through downstream ion 

optics such as TWIG1 in Figure 2.2 (Step 4). 

Our proposal reconciles the perplexing observation that Ser8H+ and other Ser clusters are 

seemingly immune to source CID, while being highly sensitive to MS/MS CID. We 

attribute cluster immunity to source CID to cluster formation in the gas phase, after the 

source. To our knowledge, gas phase assembly as the major pathway toward MS-

observable Ser clusters under standard conditions has not been identified previously 

(despite cursory speculations in the early literature32). 

2.3.4 DFT and MD Characterization of the Scutelnic Model 

DFT represents the gold standard for gas phase computational investigations, 61, 102-113 but 

ESI and CID events take place on ns to ms time scales1 that are inaccessible to such high 

level methods. Classical MD simulations represent an alternative, as they can probe large 

systems on long time scales. However, compared to DFT, MD force-fields take a somewhat 

simplified view of atomic interactions. We scrutinized the MD tools used in this work by 

benchmarking them against DFT data, focusing on the Scutelnic Ser8H+ model. 61 That 

model had been developed using DFT at the B3LYP/6-31G(d,p) level (Figure 2.1E). 61 

Prior to any MD, we performed B3LYP geometry optimization of the Scutelnic model 

using the larger 6311+G(d,p) basis set. This procedure preserved the Ser8H+ structure61 

(RMSD 0.01 nm, Appendix 4), confirming that the Scutelnic model61 represents a viable 

octamer structure. 

Next, the Scutelnic model61 was used as starting point for 10 ns gas phase CHARMM36 

MD simulations at 100 K. The resulting MD structures remained close to their starting 

point (RMSD 0.081 ± 0.002 nm, Figure 2.7A), demonstrating that the DFT structure is 
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CHARMM36-compatible. The cluster stayed intact even at 300 K, although this higher 

MD temperature caused reorientation of some Ser building blocks (RMSD 0.27 ± 0.03 nm, 

Figure 2.7B). These 300 K dynamics are consistent with experimentally observed Ser8H+ 

structural heterogeneity, 60, 71, 72 keeping in mind that the Scutelnic model61 represents a 0 

K structure that does not reflect the cluster behavior at higher temperatures. The situation 

is reminiscent of cryogenic protein crystal structures that do not capture dynamic motions 

taking place under ambient conditions. 124, 125 Overall, Figures 2.7A, B demonstrate that 

CHARMM36 can retain gas phase structures similar to the Scutelnic model, 61 confirming 

that this MD force field is compatible with DFT results of Ser clustering. 

2.3.5 Solution Phase MD Simulations  

Some studies proposed Ser8H+ formation via Ser clustering in bulk solution prior to ESI. 

32, 52, 65, 73 We examined this possibility, first by performing MD simulations of the 

Scutelnic model61 in water at 300 K. The Ser8H+ structure started to dissolve within 1 ns, 

and after 10 ns the cluster had completely disintegrated (Figure 2.7C, D). Similar 

dissolution kinetics were observed for a neutral Ser8 cluster (where SEP+ had been 

converted to SEZ, data not shown). Rapid dissolution of Ser8H+ in water is in stark contrast 

to the gas phase MD data of Figure 2.7B, where the cluster remained intact.  

Next, we tested the possibility of Ser cluster formation in aqueous solution at the solubility 

limit of 4 M at 300 K. 126 The simulations employed SEZ, reflecting the dominance of this 

zwitterionic state in solution. 32, 99 10 ns MD simulations yielded a loosely connected SEZ 

network with dynamic salt bridges, resembling the behavior of other amino acids. 127 These 

bulk simulations provided no evidence for Ser octamers or other distinct clusters. Our data 

are consistent with spectroscopic experiments that found no Ser clusters in aqueous 
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solution. 73, 74 Thus, clustering in bulk solution as an explanation for the highly abundant 

Ser8H+ signal in ESI mass spectra is unlikely, although a minor contribution of this 

formation mechanism cannot be ruled out. 52 

We now return to the Ser8H+ formation mechanism that we proposed above on the basis of 

our experiments (Figures 2.5 and 2.6). Each of the four steps will be scrutinized in MD 

simulations. 

 

 

 

 

 

 

 

 

 



58 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 2.7 (A) The Scutelnic Ser8H+ model61 is displayed in thick sticks. Thin lines 

illustrate how this structure evolved after five independent 10 ns MD runs in the gas phase 

at 100 K. Individual Ser are colored differently, the single SEP (cyan) is highlighted. (B) 

Same as panel A, but for five MD runs at 300 K. (C) MD simulation of the Scutelnic Ser8H+ 

model in bulk water at t = 0, and (D) after 10 ns at 300 K. The simulation box also contained 

one Cl- to ensure charge neutrality. (E) 4 M SEZ in bulk water at t = 0, and (F) after 10 ns 

at 300 K. 
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2.3.6 Simulating Step 1: Ser Clustering in ESI Droplets 

ESI simulations were conducted on aqueous droplets with a 2.5 nm initial radius, consistent 

with nanodroplets in the ESI plume. 1 The prevalence of zwitterionic amino acids in 

solution 32, 99, 100, 128 prompted us to use SEZ as the default species. However, ESI droplets 

carry a net charge caused by electrolytically generated protons (14+ for r = 2.5 nm, see 

Methods). 129 Rather than exist as free H3O+,130, 131 these protons will be consumed via SEZ 

→ SEP+ conversion, as dictated by the equilibrium constant132 of R-COO- + H+ ⇌ RCOOH, 

K = (Ka)-1 » 104. Accordingly, the 14+ droplet charge was implemented by including 14 

SEP+. 

Figure 2.8A-D shows snapshots from a typical MD trajectory, for a droplet initially 

containing 12 SEZ and 14 SEP+. Temporal changes in droplet composition are summarized 

in Figure 2.8E. Water evaporation caused progressive shrinkage. Electrostatically driven 

IEM events triggered the loss of most SEP+ (Figure 2.8B), resembling the behavior of other 

charge carriers in earlier ESI simulations. 133-135 The nonvolatile nature and lack of net 

charge caused all SEZ to remain in the droplet, giving rise to the horizontal profile in Figure 

2.8E. This particular run culminated in a dry [SEZ12 + SEP3]3+ cluster (Figure 2.8D). 

Cluster formation via solvent evaporation to dryness was observed in all our droplet runs, 

consistent with the CRM. 4, 6, 27-29 

Simulations were performed for droplets containing 14 SEP+ and 5 to 20 SEZ, covering 

compositions that could potentially generate octamers. Six independent runs were 

performed for each composition, for 96 simulations in total. The resulting cluster sizes 

ranged from [SEZ3 + SEP2]2+ to [SEZ19 + SEP5]5+. All clusters exhibited an extensive salt 
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bridge network among the SEZ and SEP+. All but one of the droplet-generated clusters 

were multiply charged (Figure 2.8F). 

Our simulations confirm the occurrence of CRM clustering in evaporating ESI droplets, as 

proposed earlier.30, 53, 59, 63 However, our data do not support the view52, 53 that this 

clustering preferentially generates Ser8H+. Instead, the simulations produced a broad 

distribution of clusters (Figure 2.8F), resembling nonspecific association events seen for 

many other analytes.11-13, 15-18, 24-27  

Figure 2.8 MD simulations of evaporating aqueous ESI nanodroplets. (A-D) Snapshots 

taken from a typical trajectory. SEZ and SEP are depicted in spacefill representation. (E) 

Droplet composition vs. time for the run of panels A-D. (F) Composition of clusters 

produced in 96 repeat runs for droplet with different initial SEZ numbers. Element coloring 

is as in Figure 1. 
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2.3.7 Design of MPMD CID Simulations 

Prior to tackling Step 2 of our proposed mechanism, we have to address an important issue. 

Protons in gaseous biomolecular ions are highly mobile. 97, 114, 136-141 Unfortunately, 

conventional MD force fields do not allow for proton transfer. To address this limitation, 

we recently developed a MPMD technique114 that permits time-dependent changes of 

proton configurations in proteins. Here, we adapted this approach to Ser clusters (see 

Methods). 

MPMD allows for conversion between SEZ, SEP+, SEO, and SEN-, subject to charge 

conservation. However, we found that EMPMD considerations (equation 1) only permitted 

for certain types of events. All SEP+ remained stable, i.e., they did not transfer protons to 

other units. SEN- never became populated because of its unfavorable EDFT (Figure 2.3). 

Intramolecular SEZ ⇌ SEO conversion was the only prevalent proton transfer event in our 

MPMD runs. Isolated SEO is more stable than SEZ (Figures 2.3, 2.4). However, SEZ can 

become favored by electrostatic stabilization in the cluster, triggering SEO → SEZ 

conversion. 32, 53, 69, 98-101 Conversely, reduced electrostatic destabilization due to changes 

of the SEZ environment can promote SEZ → SEO events.  

Figure 2.6 demonstrates that MS/MS of large Ser clusters produces abundant monomers, 

in addition to Ser8H+ and other clusters. 63 Those experiments served as benchmark for 

designing proper CID simulation conditions. Initial tests showed that droplet-generated Ser 

clusters (from Figure 2.8F) were quite heat-resistant during MPMD. For example, heating 

of [SEZ19 SEP5]5+ to 950 K triggered several [SEZ + SEP]+ ejections, but the remaining 

cluster remained intact for hundreds of nanoseconds (Appendix 5A). Several features of 

such MPMD data are inconsistent with experiments. (i) High thermal stability clashes with 
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the cluster sensitivity to MS/MS (Figure 2.6). 63 (ii) MPMD did not trigger neutral losses 

which are prevalent in MS/MS. 53, 63 (iii) Although protons are known to be highly mobile, 

97, 114, 136-141 MPMD executed only very few transfers, e.g., one SEZ → SEO transition in 

Appendix 5A. (iv) The conditions of Appendix 5A did not generate Ser8H+. (v) 950 K is 

higher than the 550 K to 740 K ion temperatures in standard experiments. 112, 142, 143  

Issues i-iii are caused by the overrepresentation of SEZ under the conditions of Appendix 

5A, keeping in mind that SEZ forms salt bridges that are very stable in the gas phase. 144 

We addressed this problem by a slight EDFT(SEO) shift (by -50 kJ mol-1, dashed line in 

Figure 2.3). This minor modification had major repercussions, as it favored complete 

cluster dissociation (Appendix 5B consistent with our MS/MS data at high trap CV (Figure 

2.6). The reduced cluster stability after this EDFT(SEO) adjustment is caused by more 

frequent SEZ → SEO transitions. SEO H-bonding in the cluster (as opposed to more stable 

salt bridge formation) implies that SEZ → SEO conversion invariably triggers SEO neutral 

loss. Issue iv was addressed by exempting clusters consisting of eight Ser from the 

aforementioned EDFT(SEO) modification. This empirical intervention was designed to 

capture the experimentally observed formation of Ser8H+ at certain trap CV. For addressing 

issue v, we settled on lower temperatures (12.5 ns at 700 K, 12.5 ns at 800 K, and 125 ns 

at 850 K) which are close to the experimentally determined range. 112, 142, 143 

2.3.8 Simulating Step 2: CID of Droplet-Assembled Clusters 

We modeled source CID of all droplet-generated clusters (Figure 2.8F) using the MPMD 

conditions identified in the preceding section. Most runs showed a behavior similar to that 

illustrated along the top of Figure 2.9. Occasional SEZ → SEO conversion triggered SEO 

evaporation from the cluster (Figure 2.9B). Another dissociation pathway was the ejection 
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or SEP+, almost always in the form of dimers ([SEZ + SEP]+, Figure 2.9C). Ultimately, 

these events decimated the clusters to monomeric SEP+ and SEO (Figure 2.9D). Time-

dependent changes in cluster composition are exemplified in Figure 2.9I. A different 

behavior was seen for 14% of the simulations (Figure 2.9E-H, J). Although the initial SEO 

and SEP+ losses were similar to the events described above, Ser8H+ remained as survivor 

of the CID process (Figure 2.9H). 

Overall, CID simulations of droplet-generated clusters resulted in the product distribution 

shown in Figure 2.9K. The main products were SEP+ and SEO, the latter being ca. fourfold 

more abundant. The Ser8H+ contribution of to the overall ion count in Figure 2.9K was 4%, 

the remainder being SEP+. Qualitatively, these simulated CID data match the experimental 

MS/MS behavior at moderate to high trap CV values, with dominant dissociation of 

multiply charged clusters into monomers with a small Ser8H+ contribution (Figure 2.6, 

bottom two rows).  
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2.3.9 Simulating Step 3: Ser Cluster Formation in the Gas Phase 

MPMD simulations were conducted to examine the viability of the next step of our 

proposed mechanism, i.e., clustering of gaseous monomers in the extraction cone jet. The 

temperature of 100 K used for this stage is a conservative estimate, as adiabatic cooling 

may generate temperatures as low as 30 K (discussed above). The simulations were based 

on free monomeric SEP+ and SEO, which were formed in high abundance in the preceding 

step (Figure 2.9K). Repeat MPMD simulations were performed by placing a single SEP in 

Figure 2.9 MPMD simulations of Ser cluster CID. The t = 0 clusters for this data were 

formed in ESI droplets. (A-D) Snapshots from a trajectory where [SEZ14 SEP3]3+ dissociates 

into SEP+. (E-H) Snapshots from a trajectory where [SEZ12 SEP3]3+ dissociates into Ser8H+. 

(I) Cluster composition vs. time for panels A-D. (J) Cluster composition vs. time for panels 

E-H. (K) Product distribution generated by CID of all 96 clusters. 
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the center of a (15 nm)3 box, surrounded by randomly placed SEO. Trajectory snapshots 

demonstrate the facile formation of Ser clusters in the gas phase, driven charge-dipole 

attraction between SEO and the SEP+-containing nucleus (Figure 2.10A-D). Time-

dependent changes in the composition of a typical cluster are displayed in Figure 2.10E, 

highlighting how most of the captured SEO units convert to SEZ as a result of favorable 

charge solvation within the cluster, concomitant with extensive salt bridge formation. 

Different initial scenarios were considered, with 5 to 20 SEO in the simulation box, and 6 

repeat runs for each condition for a total of 96 gas-phase assembled clusters. A histogram 

summarizing the outcome of these simulations shows a wide range of nonspecific cluster 

compositions (Figure 2.9F). Thus, our data confirm a strong propensity for Ser cluster 

formation in the gas phase, supporting the viability of Step 3 in our proposed clustering 

mechanism. 
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2.3.10 Simulating Step 4: CID of Gas Phase-Assembled Clusters 

Because Ser clustering in the gas phase did not result in preferential Ser8H+ formation (Step 

3, Figure 2.10F), CID of the gas phase-assembled clusters is included as the Step 4 of our 

proposed MNC formation mechanism. This collisional heating may take place in TWIG1, 

i.e., directly after the extraction cone jet (Figure 2.2), where effective ion temperatures up 

to 744 K may be encountered. 143 RF heating in the quadrupole can contribute to cluster 

activation as well. 145 

Figure 2.10 MPMD simulations of Ser clustering in the gas phase. (A-D) Snapshots from a 

trajectory where one SEP associates with numerous SEO into a cluster. (E) Cluster 

composition vs. time for panels A-D. (F) Product distribution from 96 runs with different 

initial SEO numbers.  
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Using the same MPMD simulation conditions as above for Figure 2.9, we simulated CID 

of all 96 gas phase assembled Ser clusters from Figure 2.10F. We emphasize that all of 

these gas phase assembly products are singly charged. As a result, SEZ → SEO conversion 

with subsequent SEO evaporation was the dominant cluster decomposition pathway 

(Figure 2.11A-E). Gratifyingly, a large fraction (40%) of the CID trajectories under these 

conditions culminated in Ser8H+. The Ser8H+ contribution of to the overall ion count in 

Figure 2.11F was 40%, the remainder being SEP+ and low abundance 5mers to 10mers. 

The tenfold higher Ser8H+ yield observed here for gas phase-assembled clusters compared 

to CID of droplet-assembly products is attributed to the fact that the latter are multiply 

charged (Figure 2.8F), providing them with a high propensity for extensive dissociation. 

In contrast, the singly charged gas phase assembly products of Figure 2.10F are less 

reactive, resulting in much gentler CID events that tend to seize once the metastable Ser8H+ 

MNC is attained. 
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2.4 Conclusions 
For the first time, this work provides a compelling mechanism that accounts for the 

formation of a highly abundant Ser8H+ MNC following ESI of 5 mM Ser in aqueous 

solution. Starting from the perplexing experimental observation that Ser8H+ and other 

(lower abundance) Ser clusters are seemingly immune to source CID, we proposed a step-

by-step mechanism that involves cluster assembly in the gas phase as a key element. As 

far as we are aware, the involvement of gas phase assembly processes has not thus far been 

seriously considered in the Ser cluster literature. Rather than just rely on conjecture during 

the interpretation of our experiments, we verified that each step of our proposed Ser8H+ 

Figure 2.11 MPMD simulations of Ser cluster CID. The t = 0 clusters for this data set were 

generated by gas phase assembly. (A-D) Snapshots from a trajectory where [SEZ10 + SEP 

+ SEO4]+ undergoes stepwise dissociation into Ser8H+. (E) Cluster composition vs. time 

for panels A-D. (F) Product distribution generated after CID of all 96 clusters.  
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clustering mechanism can be recreated in atomistic MD simulations. The inclusion of a 

custom-designed MPMD protocol was essential in this context, because otherwise it would 

have been impossible to model Ser cluster CID events which rely on intramolecular SEZ 

→ SEO proton transfer. Overall, we propose that Ser8H+ MNC formation under standard 

ESI experimental conditions starts with nonspecific Ser clusters form in evaporating ESI 

droplets. These initial clusters then undergo CID in the source, forming SEP+ and SEO. 

Subsequently, SEP+ and SEO recluster in the low temperature of the extraction cone jet. 

The final step is the “maturation” of these gas phase assembly products by gentle 

collisional activation, favoring the formation of Ser8H+ MNC as the final reaction product. 

Overall, this study illustrates that ESI-MS detectable clusters can originate from highly 

complex events that involve successive stages of clustering and dissociation. It remains to 

be seen if the scenario uncovered here for Ser8H+ also applies to other MNCs. 
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Chapter 3  

3 Summary and Future Work 

3.1 Summary and Conclusion 
Magic number clusters refer to ion species that exhibit unusually high intensities in MS 

spectra.1 Ser8+H+ is of special interest; its formation proceeds via an enantioselective 

pathway that possibly has been crucial in the primary emergence of homochirality in 

biology.2 Over several decades, there have been various investigations into the structure of 

Ser8+H+ and its formation mechanism. Currently, the structure proposed by Scutelnic et 

al.3  is regarded to be the most likely conformation, displaying reasonable agreement with 

experimental data. Nonetheless, the formation mechanism of Ser8+H+ remains poorly 

understood. Some hypotheses suggest that it may pre-exist in bulk solution or, that Ser8+H+ 

can be a CID product of large clusters generated in ESI droplets.4-6  

In chapter 2, ESI-MS and MS2 experiments were combined with computational tools (MD 

and DFT) to elucidate the formation mechanism of Ser8+H+.  

Our experimental work involved ESI-MS analysis of a highly concentrated serine solution 

(5 mM) in water with 0.1% acetic acid. Sampling cone settings of 5 and 180 volts were 

tested to examine the octamer stability. An unusual observation was the persistence of 

octamer at the increased cone voltage of 180. A peptide, Leu-Enk was examined under the 

same conditions showing complete fragmentation at such a high cone voltage. Subsequent 

MS/MS experiments revealed a high sensitivity of Ser8+H+ to fragmentation, already under 

very gentle conditions. These conflicting findings were reconciled by hypothesizing that 

Ser8+H+ formation takes place after ion source, during free jet expansion, in transition from 

atmospheric pressure to vacuum pressures in the mass spectrometer.  

Next, we utilized computational techniques to investigate possible octamer formation 

mechanisms. 
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 Our initial step was the design of suitable monomers that maintained stable conformations 

under our simulation conditions. DFT geometry optimization and relaxed scan calculations 

were performed for monomer preparation.  

Subsequently, we started our simulations by testing the existence of Ser8+H+ in bulk or 

droplet using various strategies.  Initially, a saturated concentration of zwitterionic 

monomers was placed in a water box and allowed to interact for 10 ns. No octamers formed 

under these conditions. Moreover, the cluster structure proposed by Scutelnic et al. 

immediately dissolved in water.  

Next, ESI droplets were simulated with 14 SEP and various initial numbers of SEZ. 

Different temperature profiles were applied to the system to supply the heat needed for 

evaporation. The processes resulted in the formation of multiply charged nascent clusters 

via the CRM.  

Another strategy involved gas phase assembly in vacuum condition, intended to replicate 

the clustering effect observed in free jet expansion.7 In the vacuum environment, positive 

ions repel each other but gaseous neutral Sers can approach positive ones and aggregate. 

This process was simulated using one SEP and a varying number of initial SEO monomers 

(5,6,…,20) in a pseudo-PBC box. The initial aggregation products consisted of singly 

charged clusters ranging from [Ser5+H]+ to [Ser20+H]+.  

Finally, the droplet CRM products and gas phase assembled clusters were heated to high 

temperatures to simulate CID. The results showed that the octamer forms as a preferential 

product. However, gas phase assembled clusters dissociate to Ser8+H+ to a greater extent 

than the dissociation of the multiply charged droplet CRM products. 

Overall, our investigation suggests that experimentally observable Ser8+H+ forms via the 

assembly of monomeric Ser in the gas phase followed by CID events. To our knowledge, 

such a formation mechanism has not previously been proposed in the literature.  
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3.2 Future Work 
As described in Chapter 1, Ser8+H+ exhibits an unusual homochirality, i.e., upon 

electrospraying a racemic Ser solution to mass spectrometer, enantiomerically enriched 

octamers are observed. This phenomenon appears to be nearly exclusive to Ser8+H+. 

However, the mechanisms responsible for such enantioselectivity remain unclear. Chapter 

2 exclusively focused on the behavior of L-Ser. Ideally, it should be possible to extend our 

work to explore why the formation of Ser8+H+ takes place enantioselectively. We will very 

briefly mention preliminary tests that we undertook to explore this aspect. 

The technical details of our tests were analogous to those used for L-Ser in Chapter 2.  

3.2.1 Simulations of L/D mixture of Ser in droplet  

The framework used for modeling L- Ser in droplets with subsequent CID was also utilized 

for runs on 50-50 L/D mixtures. Unfortunately, this approach did not provide any evidence 

supporting the enantioselectivity of octamer formation. Instead, the outcome of the 

simulations resembled a binomial distribution that would be expected for random assembly 

without enantioselectivity (Figure 3.1.a).  

Similarly, we tested the gas phase assembly with subsequent CID for a 50-50 L/D Ser 

mixture. Once again, the results did not show any enantioselectivity in the formation of 

Ser8+H+, (Figure 3.1.b). We hope that future work with improved gas phase force fields 

may be able to capture the experimentally observed enantioselective formation of Ser8+H+. 
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Figure 3.1 Relative abundance vs number of L enantiomers in cluster for Ser8+H+ CID 

products. (a) CID of droplet generated precursors. (b) CID of gas assembled clusters. 
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Appendix 1 CID of leucine enkephalin (LeuEnk, YGGFL). 146 (A-D) ESI mass spectra 

acquired at different cone voltage, with constant trap CV. (E-H) Tandem mass spectra 

of the [M+H]+ precursor ion (monoisotopic m/z 556.28) acquired at different trap CV, 

with constant cone voltage. The Ar trap collision gas was on for all the data shown 

here. Major fragment ions are indicated; identification was performed using UCSF 

Protein Prospector. Upper case single letters denote immonium ions, double letters 

represent internal fragments, # indicates unidentified contaminants. 
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Appendix 2 DFT relaxed scans of the SEZ → SEO transition, analogous to Figure 2.2. 

The data were generated using three different methods: B3LYP/6-31G(d), B3LYP/6-

311+G(d,p), and M06/6-311+G(d,p). 
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Appendix 3 DFT-optimized vs. MD-energy minimized Ser monomer structures. Shown 

along the left are overlays of CHARMM36 (magenta) and OPLS-AA (orange) steepest-

descent energy optimized structures, and B3LYP/6-311+G(d,p)-optimized structures 

(green/red/blue/white). Force field steepest descent calculations used F £ 100 kJ mol-1 nm-1 

as convergence criterion. Numbers on the right represent all-atom RMSD values in nm. 

Average RMSDs are 0.008 nm for CHARMM36, and 0.015 nm for OPLS-AA. 
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Appendix 4 Comparison of the B3LYP/6-31G(d,p) Ser8H+ model by Scutelnic et al. 61 (with 

carbon atoms in green and cyan, as in Figure 2.1), and a DFT geometry optimization of this 

model using B3LYP/6-311+G(d,p) (blue). The RMSD between the two structures is 0.01 nm. 

SEP+

SEZ
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Appendix 5 Gas phase MPMD simulations of cluster CID, starting with [SEZ19 SEP5]5+. 

Temperature profile: 12.5 ns at 600 K, 12.5 ns at 700 K, 425 ns at 950 K. (A) EDFT values 

as specified in Table 1. CID product = [SEZ14 SEP]+. (B) same as panel A, except that 

EDFT(SEO) was lowered by 50 kJ mol-1. CID product = SEP. Note the rapid loss of SEO 

immediately after each intramolecular SEZ → SEO proton transfer. 
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