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Abstract

Classically, an isolated black hole is a stable gravitational object. If however

semiclassical effects are taken into account, an isolated black hole can be shown

to slowly radiate its mass away in a process called evaporation. At the end of

the evaporation process, when the size of the horizon becomes Planckian, the

quantum nature of the gravitational field can no longer be neglected and the

dynamics of the horizon is governed by quantum gravity. The main objective

of this thesis is the systematic investigation of a tentative scenario for the “end

of the life” of a black hole: the black-to-white hole transition.

Starting from the classical Oppenheimer-Snyder model, which is the simplest

model of black hole formation by gravitational collapse, an effective metric that

takes into account first-order quantum gravitational effects is derived using loop

quantum gravity. In the resulting spacetime, the star undergoes a “bounce” at

the end of its collapse and the interior trapped geometry of the black hole

smoothly transitions into the anti-trapped geometry of the interior of a white

hole. A natural assumption is then that, at the end of the evaporation process,

the horizon of the black hole undergoes a quantum (tunneling) transition from

trapping to anti-trapping consistently with the transition of geometry taking

place in the interior of the hole. In this thesis, I construct and analyze a concrete

effective metric describing the entire spacetime of this scenario, known as the

black-to-white hole transition. This is a result of fundamental importance in

improving our understanding of the physics of this phenomenon.

The quantum tunneling transition of the horizon in this scenario is a non-

perturbative phenomenon that can only be studied using a background-independent

theory of quantum gravity. I show that the covariant formulation of loop quan-

tum gravity, also known as spin foam formalism, provides a clear framework

to investigate this phenomenon and I compute the spin foam transition ampli-
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tude associated with it. A thorough investigation of this transition amplitude,

which is currently out of reach due to the severe complexity of the latter, would

allow us to give definitive answers to the remaining open questions about the

black-to-white hole transition scenario.

Keywords: Black holes, white holes, horizons, Oppenheimer-Snyder model,

quantum gravity, loop quantum gravity, spin foams.
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Summary for Lay Audience

There is evidence in the sky of the presence of a huge number of black holes. We

even took a few good pictures of them. However, it is surprising how much we

still do not know or understand about them. Intuitively, a black hole is a region

of spacetime where space is falling faster than the speed of light, and anything

that tries to move outwards is nonetheless carried inwards by the faster-than-

light inflow of space. This means that nothing can escape a black hole, not

even light. This is bizarre. But it is not even its oddest feature. Black holes

are formed when massive enough stars at the end of their life, that is when the

nuclear reactions in their interior stop, collapse under their own gravitational

force. After a black hole is formed, the star keeps collapsing until all of its mass

is concentrated in a single point of infinite density. “Infinity” is a mathematical

concept that has no counterpart in the physical world and it should not be

predicted for any physical quantity. This point is then called a “singular” point

of spacetime and it is taken to signal the breakdown of the classical theory of

gravity.

However, the big revolution of modern physics of the twentieth century

taught us that the microscopic world does not follow the (deterministic) rules

of classical physics, but it actually follows the (probabilistic) rules of a new

theory called quantum physics. The theory describing the quantum rules of the

gravitational field is called quantum gravity, and we still do not have a com-

plete understanding of it. Using a specific tentative theory of quantum gravity

known as loop quantum gravity, I re-investigate the collapse of a star and the

subsequent formation of a black hole in a quantum context. What I find is

that the collapse of the star does not end in a singular point of infinite density

anymore, but it reaches instead a point of maximum, but finite, density after

which the star “bounces” and starts to expand. Furthermore, consistently with
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the bounce of the star, the black hole transitions into a white hole. The latter

is the “opposite” of a black hole: a white hole is a region of spacetime where

space is expanding faster than the speed of light, and so everything in its in-

terior is bound to come out of it. I then compute the quantum probability for

this process to take place.
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1

Chapter 1

Introduction

There is evidence in the sky of the presence of a huge number of black holes.

The prototypical example of black hole formation by gravitational collapse is

the Oppenheimer-Snyder model, which predicts that a black hole horizon is

formed once a star collapses within its own Schwarzschild radius. After that,

the collapsing matter reaches Planckian densities in a short proper time. What

happens next is outside the reach of general relativity, as it involves the quantum

behavior of the gravitational field in the strong field regime. The quantum

physics of the gravitational field is however relevant not only for the interior of

a black hole but also for its exterior. Hawking in fact famously showed that black

holes slowly radiate their mass away in a process called evaporation. When the

mass of the black hole becomes Planckian, quantum gravitational effects around

its horizon can no longer be neglected and the physics of the horizon must now

be described using quantum gravity.

The quantum physics of the interior of the black hole can be studied using

loop quantum gravity. The resulting quantum-corrected Oppenheimer-Snyder

model predicts a “bounce” of the star at the end of its collapse, followed by a

phase of expansion, and a smooth non-singular transition of the interior trapped

geometry of the black hole into the anti-trapped geometry of the interior of a

white hole. This model however does not take into account the quantum physics

of the horizon. A natural assumption is that, at the end of the evaporation pro-

cess, the horizon of the black hole undergoes a quantum (tunneling) transition

from trapping to anti-trapping consistently with the transition of geometry tak-

ing place in the interior of the hole. In this scenario, known as the black-to-white

hole transition, the black hole evolves into a white hole “remnant” living in the



2 1. Introduction

future of the parent black hole, in its same asymptotic region and location.

Confusing coordinate artifacts are common in general relativity and working

in a specific coordinate system can thus be deceiving, especially in an “effective”

context where the spacetime metric is corrected to take into account first-order

quantum effects. Being able to keep track of the causal and global structure of

spacetime becomes then very important. Luckily, there is an incredibly powerful

tool to do just that: the Carter-Penrose diagram of spacetime. In section 1.1 I

introduce the theory of Carter-Penrose diagrams starting fromMinkowski space-

time and then moving on to a class of spacetimes, known as strongly spherically

symmetric spacetimes, that will be particularly relevant for the description of

black holes. These diagrams will be instrumental in the construction and in the

understanding of the black-to-white hole transition.

In section 1.2 I introduce the concepts of black holes and white holes and I

review all the properties of these objects that will be useful for the construction

of the black-to-white hole spacetime. All the work presented in this thesis is

carried out under the simplifying assumption of spherical symmetry. While as-

trophysical black holes do rotate, the spherically symmetric scenario provides a

good testing ground to formulate the black-to-white hole paradigm and investi-

gate its physics. A spherically symmetric and uncharged black hole is described

by Schwarzschild spacetime. The Oppenheimer-Snyder model describes the for-

mation of a Schwarzschild black hole by gravitational collapse of a spherical

ball of uniform density with no pressure. I will examine the evaporation process

of black holes and give a brief overview of the resulting information-loss para-

dox pointing out how the black-to-white hole transition fits in the discussion.

Finally, I identify the three physically distinct regions of spacetime where quan-

tum gravitational effects cannot be neglected and where therefore the classical

theory is no longer reliable.

The quantum physics of the gravitational field will be explored using loop

quantum gravity, a tentative theory for the quantization of general relativity. A

minimal introduction to the salient features of the theory needed to understand

the analysis of the black-to-white hole transition is given in section 1.3. I intro-

duce the canonical formulation of the theory and the spin-network states, which
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are quantum states of the gravitational field with a particularly simple and sug-

gestive physical interpretation. I then use the canonical theory to heuristically

construct a path integral formulation of the theory, also known as covariant

loop quantum gravity, which is later properly defined in the context of spin

foam models.

This concludes the review of the background material and brings us to

the original work presented in this thesis. In chapter 2 I construct a global

Kruskal-Szekeres coordinate chart for strongly spherically symmetric spacetimes

using Reissner-Nordström spacetime as a working example. These coordinates

will be used to draw the Carter-Penrose diagrams of the quantum-corrected

Oppenheimer-Snyder model and the black-to-white hole spacetime, whose con-

struction, together with the investigation of their physics, is given in chapter 3.

The analysis of the quantum physics of the horizon tunneling region in the

black-to-white hole spacetime is performed in chapter 4 using covariant loop

quantum gravity.

1.1 Carter-Penrose diagrams

In general relativity spacetime is a pair (M , g), where M is a smooth four-

dimensional manifold and g is a Lorentzian metric of (−,+,+,+) signature on

M . Coordinates on M are labeled as x, where x = (x0, x1, x2, x3) = (xµ).

All the geometric information of spacetime (e.g. distances, angles, volumes,

etc.) and its causal structure are encoded in the metric tensor g. For instance,

the square of the distance ds between two infinitesimally closed points p =

(x0, x1, x2, x3) and p′ = (x0 + dx0, x1 + dx1, x2 + dx2, x3 + dx3) is given by the

so-called line element

ds2 = gµν dx
µ dxν . (1.1)

This information, especially the causal structure of spacetime, is however not

readily discernible just by looking at the different metric components in general.

The ability to visualize such information is then crucial to help the physical

intuition.



4 1. Introduction

Being spacetime a curved four-dimensional manifold, this is clearly not an

easy task. It turns out however that for highly symmetric situations, like spheri-

cally symmetric spacetimes, there is a tremendously powerful tool called Carter-

Penrose diagram, or conformal diagram, that provides the desired visual rep-

resentation of spacetime. There is no unique and agreed-upon definition of

a Carter-Penrose diagram. And in most cases, such a definition is not really

needed. I will take the point of view that Carter-Penrose diagrams are genuine

spacetime diagrams that are drawn in particularly advantageous coordinates. I

will comment on different definitions later on. These diagrams were born out

of Penrose’s idea [6] of using conformal transformations to map the regions of

spacetime at coordinate “infinity” into a hypersurface at a finite coordinate po-

sition whose properties could then be studied locally. Carter [7] soon realized

that the same techniques could be used to effectively visualize the causal and

global structure of spacetime.

I will discuss the Carter-Penrose diagram techniques only for the class of

spacetimes whose line element can be locally written as

ds2 = −f(r) dt2 + f−1(r) dr2 + r2 dΩ2 , (1.2)

where dΩ2 = dθ2 + sin2 θ dϕ2 is the metric of a unit two-sphere and f(r) is the

function characterizing the different spacetimes in this class. These spacetimes

are clearly spherically symmetric, but they also possess an additional Killing

vector field ∂t normal to the angular directions. This is the reason why f(r) is

a function of the radius only. The coordinate system (t, r, θ, ϕ) is the spherical

coordinate system adapted to observers moving along the Killing vector field

∂t.

Following the nomenclature in Schindler [8] I will refer to these spacetimes as

strongly spherically symmetric spacetimes. Carter-Penrose diagram techniques

can be applied to a larger class of spacetimes. However, only the strongly

spherically symmetric spacetimes will be relevant for the work presented in this

thesis. I will furthermore assume f(r) to be a C1 function in r ∈ (0,+∞) with

a finite number of isolated zeroes.
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1.1.1 Minkowski spacetime

Before discussing the general case, it is useful to introduce these techniques in

a simple case to lay the groundwork. Consider then Minkowski spacetime in

spherical coordinates

ds2 = − dt2 + dr2 + r2 dΩ2 , (1.3)

where the speed of light c has been set to c = 1. Comparison with eq. (1.2)

clearly shows that Minkowski spacetime can be seen as the strongly spherically

symmetric spacetime characterized by the function f(r) = 1.

The local causal structure of spacetime is visually represented by the light

cones. Minkowski spacetime in (t, r, θ, ϕ) coordinates has the very nice property

of having radial light cones tilted at ±45◦. Namely, radial null geodesics satisfy

dr/ dt = ±1, making the causal structure of the spacetime readily apparent in a

spacetime diagram. This is the first fundamental property that a Carter-Penrose

diagram must satisfy.

The second fundamental property that a Carter-Penrose diagram must im-

plement is to bring regions of spacetime at coordinate “infinity” to a finite

position on the diagram. This allows the entire spacetime to be seen at once.

The second requirement is easily accomplished by mapping the original infinite

coordinate interval into a finite interval using any monotonic bounded function.

The standard function for the job is the inverse tangent. However, a direct

application of this transformation does not ensure the light cone condition to

be, or even to remain, satisfied. The change of coordinates

t̃ = tan−1(t) , r̃ = tan−1(r) , (1.4)

does indeed map the original infinite coordinate intervals

−∞ < t < +∞ , 0 < r < +∞ , (1.5)
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to the finite intervals

−π/2 < t̃ < π/2 , 0 < r̃ < π/2 , (1.6)

but the radial light cones now satisfy dr̃/ dt̃ = ± cos2 r̃/ cos2 t̃ ̸= ±1. A space-

time diagram in these coordinates would thus allow the entire spacetime to be

seen at once. But the light cone tilting at different points in the diagram, and

with it the causal structure of spacetime, would not be discernible.

The way to satisfy both conditions at the same time is to change to coordi-

nates adapted to the radial null geodesics before mapping coordinate “infinity”

to a finite position. Radial null geodesics in Minkowski spacetime are given by

the curves

t− r = u, t+ r = v , (1.7)

where u and v are constants identifying respectively the different outgoing and

ingoing geodesics. If eq. (1.7) is then interpreted as a change of coordinates

from (t, r) to (u, v), the line element becomes

ds2 = − du dv + r2(u, v) dΩ2 , (1.8)

with r(u, v) = (v − u)/2, and the coordinate intervals reads

−∞ < u < +∞ , −∞ < v < +∞ , u ≤ v . (1.9)

From the expression of the line element in eq. (1.8) it is clear that the coordinate

basis vectors ∂u and ∂v are null. Radial null geodesics are now given by the

solutions of the equation u̇v̇ = 0.

Interestingly, the “double-null” form of the metric in eq. (1.8), and with

it the relationship of the coordinates with the radial light cone structure, is

preserved under arbitrary transformations

u = u(ũ) , v = v(ṽ) . (1.10)

This means that the inverse tangent mapping to bring “infinity” to a finite
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position can be applied to these coordinates without messing up the lightcone

structure. Consider in fact the change of coordinate

U = tan−1(u) , V = tan−1(v) , (1.11)

resulting in the following coordinate intervals:

−π/2 < U < π/2 , −π/2 < V < π/2 , U ≤ V . (1.12)

The line element in these coordinates reads

ds2 =
1

4 cos2(U) cos2(V )

[
− 4 dU dV + sin2(V − U) dΩ2

]
. (1.13)

The entire spacetime has been once again mapped to a finite coordinate region.

But this time the light cone structure has not been altered: radial null geodesics

are still given by the solutions of the equation U̇ V̇ = 0. To see this more

clearly, it is possible to define new temporal and spatial coordinates (T,R) via

the change of coordinates

T = U + V, R = V − U , (1.14)

resulting in the new coordinate intervals

|T |+R < π , 0 ≤ R < π . (1.15)

The line element becomes

ds2 = (cosT + cosR)−2
[
− dT 2 + dR2 + sin2R dΩ2

]
, (1.16)

giving radial null geodesics satisfying dR/ dT = ±1 as required.

The final step to draw the Carter-Penrose diagram of the spacetime is to

suppress the angular coordinates. The idea behind this is that by restricting

the attention to spherically symmetric spacetimes and working in angular co-

ordinates adapted to this symmetry, the angular information of the metric can
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be safely neglected without compromising the global and causal structure of

spacetime. A two-dimensional projection ds̄2 of the line element in eq. (1.16)

over the space perpendicular to the angular directions can be simply defined as

ds̄2 = (cosT + cosR)−2
[
− dT 2 + dR2

]
. (1.17)

The Carter-Penrose diagram of Minkowski spacetime, represented in fig. 1.1, is

the genuine spacetime diagram of the metric in eq. (1.17). Let me briefly unpack

all the information contained in this diagram. Minkowski spacetime is repre-

sented by the interior of this funny-looking triangle. All points in the diagram,

except the ones at r = 0, represent two-spheres in Minkowski spacetime with

radius r(T,R) = sinR/(cosT + cosR). Radial null geodesics and light cones

are everywhere given by straight lines at ±45◦. The radial light cones along a

curve of constant radius r are shown in red in fig. 1.1. The boundary of the

diagram, except for the vertical line representing r = 0, is not part of Minkowski

spacetime. This boundary can however be given a clear physical interpretation

in terms of the “infinities” of the spacetime in the original coordinates:

i+ (future timelike infinity) is the region of spacetime where curves of con-

stant radius r (in violet in fig. 1.1) asymptote to for t→ +∞.

i+ = {(T,R) = (π, 0)}.

i− (past timelike infinity) is the region of spacetime where curves of constant

radius r (in violet in fig. 1.1) asymptote to for t→ −∞.

i− = {(T,R) = (−π, 0)}.

i0 (spacelike infinity) is the region of spacetime where curves of constant

time t (in light blue in fig. 1.1) asymptote to for r → +∞.

i0 = {(T,R) = (0, π)}.

I + (future null infinity, T + R = π and ) is the region of spacetime where

outgoing radial light rays (null geodesics) asymptote to in the future, that

is t, r → +∞ at constant u.

I + = {(T,R) : T +R = π, 0 < R < π}.
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Figure 1.1: Carter-Penrose diagram of Minkowski spacetime. In light blue
curves of constant t, in violet curves of constant r, and in red light cones along
a curve of constant r.
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I − (past null infinity) is the region of spacetime where ingoing radial light rays

(null geodesics) asymptote to in the past, that is t → −∞ and r → +∞
at constant v.

I − = {(T,R) : T −R = −π, 0 < R < π}.

All timelike geodesics begin at i− and end at i+. All spacelike geodesics begin at

i0, are “reflected” at r = 0 and end again at i0. All null geodesics begin at I −,

are “reflected” at r = 0, and end at I +. Notice however that also non-geodesic

timelike curves can begin or end at respectively I − and I +. An example of

such a curve is the wordline of a uniformly accelerated observer. Furthermore,

only radial null geodesics are given by straight lines at ±45◦. Non-radial null

geodesics with angular momentum will look like timelike curves in a Carter-

Penrose diagram.

The Carter-Penrose diagram provides a clever visual representation of Minkowski

spacetime in its entirety. The causal structure of the spacetime is readily ap-

parent, albeit this was true also in the original (t, r) coordinates, and its global

structure is easily accessible at a finite coordinate distance. Being Minkowski

spacetime quite trivial (and dull), nothing new about it is uncovered by this con-

struction. The latter will however prove tremendously useful in more complex

settings.

A concept that will come in handy in the discussion of black holes is the one

of asymptotically flat spacetimes. The idea behind the definition of this class

of spacetimes is quite straightforward: an asymptotically flat spacetime is a

spacetime whose asymptotic behavior at “infinity” is similar to the behavior of

Minkowski spacetime. The mathematically rigorous implementation of this idea

is however not as straightforward and I will not discuss it. It can be found in

Frolov and Novikov [9]. Nevertheless, it is reasonable to assume that whatever

the exact definition is, it will result in a class of spacetimes whose Carter-Penrose

diagram has the same boundary structure as the Carter-Penrose diagram of

Minkowski spacetime in fig. 1.1. I will heuristically use ‘asymptotically flat

spacetime’ to mean exactly this in the following.

Before moving on to the general case, let me comment on the structure of
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the metrics in eqs. (1.16) and (1.17). Defining a new line element

ds̃2 = − dT 2 + dR2 + sin2R dΩ2 , (1.18)

eq. (1.16) can be rewritten as

ds2 = ω2(T,R) ds̃2 (1.19)

with ω(T,R) = (cosT + cosR)−1. That is, the two different metrics defined by

ds2 and ds̃2 are related by a conformal transformation of parameter ω(T,R).

Conformal transformations are particularly useful because they “preserve the

causal structure of spacetime”: They leave angles between any two vectors

invariant under the transformation. In particular, a null curve as defined by

the original metric is mapped into a null curve as defined by the conformally

related metric.

Thus, if the interest of this construction is only in the causal and global

structure of spacetime, the Carter-Penrose diagram in fig. 1.1 can be seen as the

spacetime diagram of the two-dimensional projection of the unphysical metric

defined in eq. (1.18). The diagram looks exactly the same, but the prefactor

ω2(T,R) has now been dropped. This simple step has profound consequences

for the boundary structure of the diagram. When interpreted as the diagram

of Minkowski spacetime written in (T,R) coordinates, the boundary of the

Carter-Penrose diagram in fig. 1.1 is not part of spacetime. The conformal

factor ω(T,R) in eq. (1.19) is in fact divergent as the boundary is approached,

consistently with the fact that “infinity” is an infinite proper distance away even

though it is at finite coordinate distance. The boundary is however a perfectly

well-defined hypersurface with respect to the metric ds̃2, and it can thus be

added to spacetime in this new interpretation of the diagram. The union of

the original spacetime and the boundary, usually called conformal boundary in

this context, is referred to as conformal compactification of spacetime, and its

diagram is called conformal diagram.

The (conformal) properties of “infinity” and the asymptotic properties of

fields there can now be studied locally in the conformal compactification of
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spacetime. While a very powerful technique, it will be of no use in the fol-

lowing. Furthermore, this interpretation of Carter-Penrose diagrams is strictly

dependent on the form of the spacetime metric obtained in eq. (1.16). For more

complicated spacetimes, coordinates satisfying the two conditions required for

obtaining a Carter-Penrose diagram will not in general also provide an expres-

sion for the spacetime metric in terms of a well-defined conformally related

metric.1 For these reasons, I will consider Carter-Penrose diagrams as genuine

diagrams of physical spacetime in convenient coordinates and conformal infinity

to not be part of spacetime.

1.1.2 Strongly spherically symmetric spacetimes

I will now sketch the steps for the construction of Carter-Penrose diagrams for

strongly spherically symmetric spacetimes. The actual construction of specific

diagrams will be performed case by case in the following sections. The metric

of a strongly spherically symmetric spacetime can be locally written as

ds2 = −f(r) dt2 + f−1(r) dr2 + r2 dΩ2 (1.20)

in spherical coordinates (t, r, θ, ϕ) adapted to the Killing vector field ∂t. This

coordinate system is ill-defined wherever the defining function f(r) has a zero.

For Minkowski spacetime, where f(r) = 1 has no zeroes, the coordinate system

(t, r, θ, ϕ) covers the entire spacetime. For a generic f(r) having a finite number

N of isolated zeroes at ri, i = 1, 2, . . . , N , the coordinate system (t, r, θ, ϕ) can

be used to separately cover all regions of spacetime such that

−∞ < t < +∞ , rj < r < rj+1 , (1.21)

where j = 0, 1, . . . , N and I set r0 = 0 and rN+1 = +∞.

Notice that t is a timelike coordinate and r is a spacelike coordinate in

1This is however always possible for the two-dimensional projection of the metric on the
space perpendicular to the angular directions. The two-dimensional projection of the metric
is always conformally related to two-dimensional Minkowski spacetime
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all the spacetime regions where f(r) > 0. In these regions the Killing vector

field ∂t is timelike and the metric is static. However, in the spacetime regions

where f(r) < 0 the coordinate t is spacelike and the coordinate r is timelike.

In these regions, the Killing vector field ∂t is thus spacelike and the metric is

homogeneous but neither static nor stationary.

A Carter-Penrose diagram for this spacetime is a genuine spacetime diagram

drawn in particular coordinates satisfying the following two properties:

1. The radial light cones are tilted at ±45◦.

2. Spacetime “infinity” is at a finite coordinate position.

The analysis of Minkowski spacetime showed that the implementation of

the second desideratum is quite straightforward. Any mapping under a mono-

tonic bounded function will do the job. However, the implementation of both

desiderata at the same time is trickier. An intermediate step that often proves

to be useful is to rewrite the metric in double-null form by using coordinates

that are adapted to the radial null geodesics. Radial null geodesics in strongly

spherically symmetric spacetimes satisfy the equations

dt

dr
= ± 1

f(r)
. (1.22)

Defining the tortoise coordinate r∗(r) as

r∗(r) =

∫
dr

f(r)
, (1.23)

radial null geodesics take the form

t− r∗(r) = u , t+ r∗(r) = v , (1.24)

where u and v are constants identifying respectively the different outgoing and

ingoing geodesics.

When promoted to coordinates, u and v are usually referred to respectively

as the retarded and the advanced time coordinates. Changing from (t, r, θ, ϕ) co-
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ordinates to (v, r, θ, ϕ) coordinates, also known as ingoing Eddington-Finkelstein

coordinates [10, 11], the metric becomes

ds2 = −f(r) dv2 + 2dv dr + r2 dΩ2 . (1.25)

Being the metric independent from the coordinate v, it is clear that the non-

spherical Killing vector field is given by ∂v in these coordinates. Furthermore,

this metric is non-singular and non-degenerate for all r > 0, thus showing that

the singularities of the metric in eq. (1.20) for f(r) = 0 are just coordinate

singularities. This also means that ingoing Eddington-Finkelstein coordinates

cover all spacetime regions such that

−∞ < v < +∞ , 0 < r < +∞ . (1.26)

It would be tempting to say that these coordinates cover the entire spacetime.

But it is easy to prove that there exist outgoing radial null geodesics (ingoing

Eddington-Finkelstein coordinates are adapted to ingoing radial null geodesics)

that asymptote to v → ±∞ for a finite value of their affine parameter (see

section 1.2.1). This shows that the portion of spacetime covered by these co-

ordinates is geodesically incomplete and there is still more spacetime to be

covered.

The hypersurfaces where f(r) = 0 are implicitly defined by C(r) = r−ri = 0

and their normal nµ := ∂µC(r) satisfies n
µnµ = f(r) = 0. This shows that r = ri

is a null hypersurface. It is actually a null geodesic congruence generated by

outgoing radial null geodesics. All null surfaces behave as one-way membranes

for physical observers since they are bound to move inside their light cone. The

peculiarity of the r = ri surfaces in strongly spherically symmetric spacetimes

is that besides being null they are also surfaces of constant radius. As a result,

no information inside the spacetime region at r < ri can ever reach the region

at r > ri. A surface partitioning spacetime in this way is called an horizon.

There are several different types of horizons. A Killing horizon is a null

hypersurface defined by the vanishing of a Killing vector field. As clearly shown

by the vanishing of the gvv component of the metric in eq. (1.25) for r = ri, all
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surfaces r = ri are a Killing horizon. More about horizons will be said later on.

The metric in outgoing Eddington-Finkelstein coordinates (u, r, θ, ϕ) reads

ds2 = −f(r) du2 − 2 dv dr + r2 dΩ2 , (1.27)

where the non-spherical Killing vector field is given by ∂u. Also, this met-

ric is non-singular and non-degenerate for all r > 0, and ingoing Eddington-

Finkelstein coordinates thus cover all spacetime regions such that

−∞ < u < +∞ , 0 < r < +∞ . (1.28)

It can be proven that this portion of spacetime is geodesically incomplete with

respect to ingoing radial null geodesics. Although both ingoing and outgoing

Eddington-Finkelstein coordinates cover spacetime regions for which 0 < r <

+∞, these are not the same spacetime regions. The hypersurfaces where f(r) =

0 in these coordinates are still null, but this time they are a null geodesic

congruence generated by ingoing radial null geodesics. They also are Killing

horizons.

Both ingoing and outgoing Eddington-Finkelstein coordinates are thus able

to extend the spacetime coverage of the (t, r, θ, ϕ) coordinates to the full radial

interval 0 < r < +∞. They do so however extending different sets of radial

null geodesics and thus covering different spacetime horizons and regions. This

notwithstanding, it is possible to cover the maximal extension of spacetime by

appropriately using several Eddington-Finkelstein charts.

Horizon spacetime points, that is the points of spacetime for which f(r) =

0, cannot be covered by the (t, r, θ, ϕ) coordinate system. It would thus be

best to define strongly spherically symmetric spacetimes in terms of Eddington-

Finkelstein coordinates instead of the (t, r, θ, ϕ) coordinates.

Finally, the metric in the double-null coordinate system (u, v, θ, ϕ) takes the

following form:

ds2 = −f(r) du dv + r2 dΩ2 , (1.29)
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where r = r(u, v) is implicitly defined by

r∗(r) =
v − u
2

(1.30)

and the coordinate intervals are

−∞ < u < +∞ , −∞ < v < +∞ . (1.31)

Interestingly, although the coordinates u and v are separately able to cover sev-

eral spacetime horizons, one or the other is not defined on every given horizon,

and thus the double-null coordinate system (u, v, θ, ϕ) does not improve the

spacetime coverage of the coordinate system (t, r, θ, ϕ). This can be shown in a

few different ways. The metric in eq. (1.29) is degenerate whenever f(r) has a

zero, thus confirming that the double-null coordinates are not well defined on

any horizon. Furthermore, the metric is well defined only as long as r = r(u, v)

is a well-defined function of u and v. Given eq. (1.30), this requires r∗(r) to

be an invertible function. Since however dr∗/ dr = 1/f(r), r∗(r) is separately

monotonic and invertible in each interval rj < r < rj+1 (j = 0, 1, . . . , N), but

not globally. Accordingly, the double-null coordinate chart (u, v, θ, ϕ) can only

separately cover each spacetime region satisfying rj < r < rj+1 (j = 0, 1, . . . , N).

Unlike what happens in Minkowski spacetime, the double-null coordinates

(u, v, θ, ϕ) do not provide a global coordinate chart for a generic strongly spher-

ically symmetric spacetime and a direct compactification of them would not

produce a Carter-Penrose diagram. Starting from these coordinates, there are

two different ways to obtain a Carter-Penrose diagram. The first one is to sepa-

rately construct a Carter-Penrose diagram for each spacetime region satisfying

rj < r < rj+1 (j = 0, 1, . . . , N), and then appropriately glue them together.

The second one is to take advantage of the freedom in performing a change of

double-null coordinates (see eq. (1.10)) without messing up the light cone struc-

ture to find global double-null coordinates for spacetime. The Carter-Penrose

diagram is then obtained by compactification of this global coordinate chart.

The analysis of spacetime in Eddington-Finkelstein coordinates showed that

a strongly spherically symmetric spacetime can be seen as a collection of regions
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rj < r < rj+1 separated by horizons. Let each region rj < r < rj+1 be called

a block. Spacetime is thus a collection of blocks separated by horizons. A

compactification of the double-null coordinates (u, v, θ, ϕ) results in a Carter-

Penrose diagram for a single block. A block delimited by two zeroes of f(r) is

bounded by only horizons. Furthermore, since horizons are generated by either

ingoing or outgoing radial null geodesics, they will look like lines at ±45◦ in a

Carter-Penrose diagram. Internal blocks, i.e. blocks delimited by two zeroes of

f(r), will then necessarily look like diamonds. The Carter-Penrose diagram of

blocks such that 0 < r < r1 will roughly look like the Carter-Penrose diagram

of Minkowski spacetime in fig. 1.1. The shape of the Carter-Penrose diagram

of blocks such that rN < r < +∞ will depend on the asymptotic behavior of

f(r). In asymptotically flat spacetimes they will also look like a diamond. A

clear display of this block division of spacetime is given by the Carter-Penrose

diagram of Reissner-Nordström spacetime in chapter 2.

Walker [12] realized that if the causal and the global structure of spacetime

are the only properties of interest, then it would suffice to construct a diagram

out of all the separate Carter-Penrose diagrams of each block where connected

blocks are drawn sharing the appropriate horizon. Such a diagram is called block

diagram of the spacetime. The block diagram of a spacetime region covered by

ingoing (outgoing) Eddington-Finkelstein coordinates is given by N +1 blocks,

one for each region rj < r < rj+1, j = 0, . . . , n, appropriately connected by their

shared horizons lines at 45◦ (−45◦). Since there is no global coordinate chart

associated to this diagram, a block diagram is not a Carter-Penrose diagram

according to the definition of the latter given above. This notwithstanding, they

are a tremendously useful tool to visualize spacetime and study its causal and

global aspects. If however the diagram is needed to analyze more than just the

causal structure of spacetime, like plotting a geodesic or a wordline intersecting

one or more horizons or studying some geometric property of spacetime, then a

global coordinate chart is needed.

An algorithm to define global coordinates for the Carter-Penrose diagram

of strongly spherically symmetric spacetimes starting from the compact coordi-

nates of each block was recently defined by Schindler and Aguirre [8, 13]. This
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algorithm applies to all strongly spherically symmetric spacetimes with a defin-

ing function f(r) that is analytic at its zeroes and whose zeroes are all simple

(order one).

The second road to a global coordinate chart for the Carter-Penrose diagram

of a strongly spherically symmetric spacetime is to find global double-null coor-

dinates before compactification. The best-known example of such a construction

is the Kruskal-Szekeres coordinates [14, 15] for Schwarzschild spacetime which

will be discussed in the next section. In chapter 2 I will introduce a general-

ization of the Kruskal-Szekeres coordinates that provides a global double-null

coordinate chart for strongly spherically symmetric spacetimes and with it a

global coordinate chart for their Carter-Penrose diagram. Although these gen-

eralized Kruskal-Szekeres coordinates will be introduced in the specific context

of Reissner-Nordström spacetime [16, 17], as long as the tortoise coordinate

r∗(r) can be explicitly computed their generalization to an arbitrary strongly

spherically symmetric spacetime is straightforward. These coordinates will be

in fact also used in chapter 3 to draw the Carter-Penrose diagrams of the black-

to-white hole spacetime.

1.2 Black holes

Black holes are very common astrophysical objects in contemporary physics.

Astronomers routinely observe quasars powered by super-massive black holes,

Virgo and LIGO interferometers regularly measure the gravitational waves pro-

duced by the merger of two spiraling black holes [18], we even took a few good

pictures of them [19, 20]. This notwithstanding, there is still whatsoever no

consensus upon their exact theoretical definition [21]. Several different, and

often conflicting, definitions of black holes exist. Each one is useful to study

different properties of these objects, and none of them is free from undesirable

features.

The most common definition of a black hole, the one found in most textbooks

on general relativity, is given in terms of the global causal structure of spacetime

introduced in the last section: a black hole in an asymptotically flat spacetime
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is a region V in spacetime which is not contained in the causal past of future

null infinity I +. The boundary ∂V of the region V is called the event horizon

of the black hole.

This is a perfectly good definition that mathematically formalizes the heuris-

tic idea of a black hole as a region of spacetime that can be entered but never

exited, a so-called “region of no escape”. However, while it provides a useful

notion of horizon in highly symmetrical and non-dynamical black hole models,

it becomes quite unpractical in the general case. Its main drawback is that the

definition of event horizon requires the knowledge of all the information reaching

future null infinity to determine its location. It is thus a highly non-local def-

inition that cannot be used either experimentally or in numerical simulations.

Furthermore, this definition is not compatible with the black-to-white hole sce-

nario and any other non-singular black hole scenario in which no event horizon

ever forms. According to this definition, the black-to-white hole spacetime does

not contain any black hole at all. Luckily, a different definition of a black hole

better suited for describing local physics and consistent with the black-to-white

hole scenario can be given using quasi-local geometric properties of spacetime.

Let S be an orientable two-dimensional spacelike surface in spacetime. Two

future-directed null vectors orthogonal to S can be defined at each point p ∈ S .

These vectors can be used to locally construct two congruences, the ingoing

congruence and the outgoing congruence, of future-directed null geodesics or-

thogonal to S . It is then possible to investigate the behavior of infinitesimally

close geodesics in these congruences in the local future of S . Specifically, it

can be studied if these geodesics converge toward each other or if they drift

apart. The expansion Θ of a congruence is the parameter that measures this

property: If Θ is negative nearby geodesics converge toward each other while if

Θ is positive nearby geodesics drift apart.

The surface S is called a trapped surface if the expansion Θ of both ingoing

and outgoing congruences of null geodesics is negative on the whole surface. If

Θ is instead negative for one of the congruences and vanishing on the other,

the surface is called marginally trapped. A black hole can then be defined as

a trapped region, that is a region in which every point belongs to a trapped
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surface. The boundary of the trapped region, which is a marginally trapped

surface, is called apparent horizon. This is the definition of a black hole used in

this manuscript. See Faraoni [22] and references therein for a review of all the

different notions of horizon.

1.2.1 Schwarzschild spacetime

Schwarzschild [23] found the exact solution of Einstein field equations describing

a non-rotating and uncharged black hole of massm soon after Einstein published

his famous equations. In Planck natural units c = G = ℏ = 1 and spherical

coordinates (t, r, θ, ϕ), the metric of this spacetime reads

ds2 = −
(
1− 2m

r

)
dt2 +

(
1− 2m

r

)−1
dr2 + r2 dΩ2 . (1.32)

It is thus a strongly spherically symmetric spacetime with defining function

f(r) = 1 − 2m/r. This means that all the results obtained in section 1.1.2 for

arbitrary spherically symmetric spacetimes can be used for the description of

this spacetime.

The function f(r) has only one zero in r1 = 2m, which is thus a Killing

horizon. The coordinate chart (t, r, θ, ϕ) can be used to separately cover all

spacetime regions such that 0 < r < 2m or 2m < r < +∞. The coordinates

t and r are respectively timelike and spacelike in the spacetime regions where

2m < r < +∞. These regions are also static since ∂t is timelike. On the

contrary, in the spacetime regions where 0 < r < 2m the coordinate t is spacelike

and the coordinate r is timelike. The metric in these regions is homogeneous

but neither static nor stationary.

The metric in eq. (1.32) has a coordinate singularity at r = 2m and a true

curvature singularity in r = 0, where the curvature invariants become infinite.

The tortoise coordinate r∗(r) satisfying dr∗ = dr/f(r) is given by

r∗(r) = r + 2m log
∣∣r/2m− 1

∣∣ , (1.33)

where the integration constant has been fixed such that r∗(0) = 0. The retarded
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and advanced time coordinates u and v then reads

u = t− r − 2m log
∣∣∣r/2m− 1

∣∣∣ ,
v = t+ r + 2m log

∣∣∣r/2m− 1
∣∣∣ , (1.34)

and the Schwarzschild line element in double-null form becomes

ds2 = −
(
1− 2m

r

)
du dv + r2 dΩ2 , (1.35)

where r = r(u, v). As already pointed out in the last section, the metric in

eq. (1.35) is still ill-defined on the horizon and the coordinate chart (u, v, θ, ϕ)

does not improve the spacetime coverage of the Schwarzschild coordinates (t, r, θ, ϕ).

A global double-null coordinate chart for Schwarzschild spacetime is given

by the Kruskal-Szekeres coordinates [14, 15]. These coordinates can be derived

in several different ways. One of the derivations that I find most informative,

and that will be at the center of the construction of the generalized Kruskal-

Szekeres coordinates in chapter 2, is based on the analysis of the behavior of

radial null geodesics in Eddington-Finkelstein coordinates.

The Schwarzschild line element in ingoing Eddington-Finkelstein coordinates

reads

ds2 = −
(
1− 2m

r

)
dv2 + 2dv dr + r2 dΩ2 . (1.36)

These coordinates are able to cover an entire spacetime region for which 0 <

r < +∞. Radial null geodesics in these coordinates satisfy

f(r)v̇2 − 2v̇ṙ = 0 (1.37)

(normalization of 4-velocity) and

f(r)v̇ − ṙ = E (1.38)

(due to v-translation invariance), where the overdot means differentiation with

respect to an affine parameter λ and E is the constant of motion associated
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with the Killing vector field ∂v. A first set of solutions is given by geodesics

satisfying

v̇ = 0 , ṙ = −E , (1.39)

that is

v(λ) = v0 , r(λ) = r0 − Eλ , (1.40)

with v0 and r0 constants of integration. For E > 0 these solutions, which are

valid for −∞ < λ < r0/E, describe future-oriented ingoing radial null geodesics

starting out at an infinite radius for λ → −∞, crossing the horizon at r = 2m

and then finally hitting the r = 0 curvature singularity for λ = r0/E.

A different set of solutions, which by exclusion will describe outgoing radial

null geodesics, satisfy

v̇ =
2E

f(r)
, ṙ = E . (1.41)

For future-oriented geodesics E must be taken negative in 0 < r < 2m and

positive in 2m < r < +∞. Focusing on the exterior region 2m < r < +∞ and

choosing r0 = 2m for simplicity, outgoing radial null geodesics are given by

r(λ) = 2m+ Eλ , λ ∈
(
0,+∞

)
, (1.42)

v(λ) = 2Eλ+ 4m log |λ|+K , (1.43)

where K is a constant identifying different geodesics. These curves suddenly

start at the horizon r = 2m, that is r → 2m for λ→ 0+, and then keep moving

towards increasing radius, asymptotically going to r → +∞ for λ → +∞.

Notice that the horizon these geodesics start at is different from the horizon

the ingoing radial null geodesics pass through. This horizon is at v → −∞ and

finite u = v − 2r∗(r), while the horizon intersected by ingoing geodesics is at

finite v = v0 and infinite u.

This analysis perfectly displays the physics of ingoing Eddington-Finkelstein

coordinates. They are able to cover the full range of the affine parameter of in-

going radial null geodesics, as they are adapted to them, and so they extend the

spacetime coverage to all the regions where these geodesics go trough. Specifi-



1.2. Black holes 23

cally, starting from the exterior region 2m < r < +∞, they extend spacetime

coverage through the horizon in the future of the ingoing geodesics. Notice that

although the range of the affine parameter of the ingoing geodesics in eq. (1.40)

abruptly stops at λ = r0/E, this is because the geodesics hit the curvature

singularity in r = 0 there. So this geodesic incompleteness is an actual property

of spacetime, not a coordinate artifact. On the contrary, the abrupt start of

the radial outgoing geodesics in eqs. (1.42) and (1.43) at the past horizon is in-

deed a coordinate artifact. Since the horizon is a well-defined hypersurface and

spacetime smoothly continues beyond it, so must these geodesics. The ingoing

Eddington-Finkelstein coordinates are not able to follow outgoing radial null

geodesics past this horizon.

The same analysis performed in outgoing Eddington-Finkelstein coordinates

shows that future-oriented outgoing radial null geodesics are given by

u(σ) = u0 , r(σ) = r0 + Eσ , (1.44)

for an affine parameter σ ∈ (−r0/E,+∞) and E > 0, while future-oriented

ingoing radial null geodesics in region 2m < r < +∞ are given by

r(σ) = 2m− Eσ , σ ∈ (−∞, 0) , (1.45)

u(σ) = 2Eσ − 4m log |σ|+K ′ , (1.46)

where K ′ is a constant identifying different geodesics and r0 has been set to

r0 = 2m for simplicity. These coordinates are perfectly able to retrace the steps

of outgoing radial null geodesics through the past horizon at v → −∞ and cover

the full range of their affine parameter up to a past singularity at r = 0. But

they cannot follow ingoing radial null geodesics through the future horizon at

u→ +∞
This investigation clearly shows how ingoing and outgoing Eddington-Finkelstein

coordinates extend the spacetime coverage of the coordinates (t, r, θ, ϕ) in dif-

ferent directions and why the double-null coordinate system (u, v, θ, ϕ) still fails

at every horizon like the original Schwarzschild coordinates. The analysis itself
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however suggests a solution to the last issue: the affine parameters λ and σ are

the natural coordinates to extend v and u beyond the horizons.

Keeping only the leading term near the horizon of eqs. (1.43) and (1.46),

Kruskal-Szekeres coordinates uKS and vKS are defined as

u = − 4m log |uKS| ,
v =4m log |vKS| .

(1.47)

The Schwarzschild line element in these coordinates reads

ds2 =
16m2

uKS vKS

f(r) duKS dvKS + r2 dΩ2 , (1.48)

with r = r(uKS, vKS) implicitly defined by

r∗(r) =
v(vKS)− u(uKS)

2
. (1.49)

Using the exact expression of the tortoise coordinate in eq. (1.33), the last

relation can be rewritten as

uKS vKS = (1− r/2m) er/2m , (1.50)

showing that the coordinate range of the Kruskal-Szekeres coordinates is

−∞ < uKS < +∞ , −∞ < vKS <∞ , uKS vKS < 1 . (1.51)

Inserting eq. (1.50) in eq. (1.48) the Schwarzschild line element becomes

ds2 = −32m3

r
e−r/2m duKS dvKS + r2 dΩ2 . (1.52)

To show that the metric in these coordinates is well defined it is then necessary

to show that r(uKS, vKS) is a regular function. Luckily, this function can be

explicitly given in terms of the Lambert W function, which is defined as the

solution of the equation

x = W (x) eW (x) . (1.53)
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This function is regular for x > 1/e and it cannot be expressed in terms of

elementary functions. Rewriting eq. (1.50) as

−uKS vKS

e
= (r/2m− 1) er/2m−1 , (1.54)

it is clear that

r(uKS, vKS) = 2m
[
W
(
− uKS vKS/e

)
+ 1
]
. (1.55)

For uKS and vKS satisfying eq. (1.51) −uKS vKS/e > −1/e and so r(uKS, vKS),

and with it the metric tensor in eq. (1.52), is everywhere regular.

The Kruskal-Szekeres coordinates provide the needed global double-null co-

ordinate chart for the maximal extension of Schwarzschild spacetime. It is then

possible to use the standard change of coordinates

U = tan−1(uKS) , V = tan−1(vKS) (1.56)

T = U + V, R = V − U , (1.57)

resulting in the coordinate intervals

−π/2 < U < π/2 , −π/2 < V < π/2 , −π/2 < T < π/2 , (1.58)

to define the coordinates of the Carter-Penrose diagram of Schwarzschild space-

time. The metric in these coordinates reads

ds2 =
16m3 e−r/2m/r

cos2
[
(T −R)/2

]
cos2

[
(T +R)/2

][− dT 2 + dR2
]
+ r2 dΩ2 , (1.59)

with

r(T,R) = 2m
[
W
(
− tan

[
(T −R)/2

]
tan
[
(T +R)/2

]
/e
)
+ 1
]
. (1.60)

The Carter-Penrose diagram of the maximal extension of Schwarzschild space-

time is shown in fig. 1.2. All the information learned by the analysis of radial
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Figure 1.2: Carter-Penrose diagram of the maximal extension of Schwarzschild
spacetime. In light blue curves of constant t, in violet curves of constant r and
in a dashed red line the future and past curvature singularities at r = 0.

null geodesics in Eddington-Finkelstein coordinates is beautifully displayed by

the diagram. Spacetime is divided into four blocks I, II, III, and IV. Each block

can be separately covered by the Schwarzschild coordinates (t, r, θ, ϕ). Blocks

I and III have 2m < r < +∞ while blocks II and IV have 0 < r < 2m.

Ingoing Eddington-Finkelstein coordinates are adapted to ingoing radial null

geodesics, namely to straight lines tilted at −45◦ on the diagram, and are able

to cover at the same time either blocks I and II or blocks III and IV. The in-

going geodesics described by eq. (1.40) start at past null infinity I − in block

I, move as straight lines tilted at −45◦, cross the horizon connecting blocks I

and II and finally hit the future curvature singularity at r = 0. The outgoing

geodesics described by eqs. (1.42) and (1.43) suddenly start at the past horizon

connecting blocks I and IV, move as straight lines tilted at 45◦, and asymptote

to future null infinity I + of block I. Naturally, these geodesics really start at

the past curvature singularity in block IV and then move towards region I. But

ingoing Eddington-Finkelstein coordinates cannot describe blocks IV and I at

the same time. Analogously, outgoing Eddington-Finkelstein coordinates are
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able to cover at the same time either blocks I and IV, or blocks II and III.

Thanks to the visual representation of spacetime provided in fig. 1.2, it is

straightforward to qualitatively determine that the spacetime contains a black

hole. Consider in fact the spacetime region in block II. Since an observer is

always forced to move inside their light cone, and the latter, together with the

horizons bounding region II, is formed by straight lines tilted at ±45◦, any

wordline entering region II is bound to remain inside it. Actually, it is bound

to hit the future curvature singularity in r = 0, which is a spacelike curve, in a

finite proper time. This suggests that the spacetime region in block II is a black

hole. It can indeed be rigorously proved that this region is trapped, and the two

horizons bounding it are apparent horizons. Furthermore, it is also clear that

the region in block II is not contained in the causal past of future null infinity

I +, thus making the horizons at r = 2m bounding the black hole also event

horizons. In Schwarzschild spacetime, the black hole horizons are thus killing

horizons, apparent horizons, and event horizons at the same time. This is due

to the high symmetry and non-dynamical nature of the Schwarzschild geometry.

This special property is not preserved by more complicated black hole models.

Black holes are often heuristically said to be regions of spacetime where the

gravitational field is so strong that nothing can escape them, not even light.

While technically correct, this statement brings to mind a Newtonian picture

of light moving outwards, turning around, and then moving back inward due

to the strong gravitational pull. This is not what is happening in region II.

Notice in fact that moving forward in time in region II of fig. 1.2 corresponds

to moving towards smaller and smaller radius r until you hit the curvature

singularity at r = 0. So moving forward in time inside a black hole means

moving towards its ‘center’. A better heuristic definition of a black hole, as

suggested by Hamilton [24], is that a black hole is a region of spacetime where

space is falling faster than light. As a consequence, light moving outwards

inside a black hole is nonetheless carried inward by the faster-than-light inflow

of space, like a fish trying but failing to swim up a waterfall.

The spacetime region in block IV is the time-reverse of the black hole region

and it is called white hole region. Contrary to what happens in region II, where
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any wordline is bound to remain inside of it, every wordline inside the white

hole region is forced to exit either in block I or in block III. There is a curvature

singularity in the past of this region. The exact definition of a white hole and

of white hole horizons will be given in section 1.2.3.

Both the regions in block I and block III are asymptotically flat regions of

spacetime in the exterior of the black hole and of the white hole. Consider for

example an observer moving at constant r, θ, and ϕ (violet curves in fig. 1.2) in

one of these regions. This observer is in the exterior of the white hole as much

as in the exterior of the black hole. Furthermore, since the spacetime regions in

block I and block III are static, there is no change in the local physics along the

trajectory of the observer. Interestingly, these two exterior regions are causally

disconnected: No wordline starting in block III can reach block I either moving

in the past or in the future and vice versa.

The maximal extension of Schwarzschild spacetime, while very suggestive, is

however clearly unphysical. In this spacetime both the black hole and the white

hole are not formed as the result of a physical phenomenon, they simply exist.

They are eternal. For this reason, as intriguing as fig. 1.2 may be, the maximal

extension of Schwarzschild spacetime is not physically reasonable. Naturally,

physical black holes do exist and they are formed by the gravitational collapse

of a massive object.

1.2.2 Oppenheimer-Snyder model

The simplest model of black hole formation by gravitational collapse is the

Oppenheimer-Snyder model [25]. The massive object undergoing collapse is

modeled as a spherical ball of uncharged dust (i.e. a pressureless perfect fluid)

of uniform density (i.e. the ball of dust is homogeneous and isotropic).

Since homogeneity and isotropy are the same symmetries satisfied by the

universe under the cosmological principle, the spacetime metric describing the

interior of the collapsing star is the same spacetime metric used in cosmology:

the Friedmann-Lemâıtre-Robertson-Walker (FLRW) metric. This metric can
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be written as

ds2 = − dt2 + a2(t)

(
dr̃2

1− k r̃2 + r̃2 dΩ2

)
, (1.61)

in a coordinate system (t, r̃, θ, ϕ), where a(t), known as scale factor, is the only

degree of freedom of the metric and k is a parameter controlling the geometry

and the topology of the spatial slices of spacetime at constant time t. The time

coordinate t is the proper time along curves of constant r̃, θ, and ϕ, which

turn out to be geodesics of the spacetime. The coordinate r̃ is thus the spatial

coordinate adapted to these geodesics, and its relation with the usual radial

coordinate r whose square multiplied by 4π gives the area of the surface at

constant t and r is r = a(t) r̃. The scale factor thus controls the size of the

spatial geometry. The coordinate interval of the time coordinate t depends

on the regularity of the scale factor. The coordinate interval of r̃ is given by

0 < r̃ ≤ r̃b(t), where r̃b(t) is the wordline of the boundary of the star seen

from the interior. The coordinates θ and ϕ are the usual angular coordinates

adapted to the spherical symmetry. This coordinate system is usually referred

to as the comoving coordinate system, as it is adapted to, or comoving with,

the geodesics moving at constant r̃, θ, and ϕ.

It can be shown that pressureless dust necessarily moves along geodesics of

spacetime. This means that also the boundary of the star must move along a

geodesic. Let then the wordline of the boundary of the star be r̃b(t) = r̃b, where

r̃b is a constant and t is then the proper time along the geodesic.

The Einstein field equations for the FLRW metric in eq. (1.61) reduce to the

Friedmann equation for the scale factor

ȧ2 + k =
8π

3
ρ a3 , (1.62)

where ρ(t) is the uniform density of the star and the overdot means differentia-

tion with respect to t. Parametrizing this density in terms of the total mass M

of the star as

ρ =
M
4π
3
r3b

=
3M

4πr̃3b

1

a3
, (1.63)
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the Friedmann equation can be rewritten as

ȧ2 + k =
2M

r̃3b

1

a
. (1.64)

The physical radius rb(t) = a(t) r̃b of the boundary of the star then satisfies

ṙ2b + kr̃2b =
2M

rb
. (1.65)

Assuming the boundary of the star to start collapsing from rest at r → +∞,

the value of k needs to be fixed to k = 0. Equation (1.65) can then be solved

to get

rb(t) =
[
9M(t0 − t)2/2

]1/3
. (1.66)

So the star starts to collapse from rest at r → +∞ for t→ −∞ and then keeps

collapsing until it reaches a singular point of vanishing physical radius rb at

t = t0. The coordinate interval of the time coordinate is then −∞ < t < t0.

The spacetime region in the exterior of the star is described by Schwarzschild

geometry. In fact, while the maximal extension of Schwarzschild geometry in

vacuum gives the spacetime represented in fig. 1.2 and containing a black hole

and a white hole, the same geometry also describes the exterior region of any

spherically symmetric massive object. In the usual Schwarzschild coordinates

(tS, rS, θ, ϕ), where tS and rS are used instead of t and r to avoid confusion with

the time and radial coordinates of the FLRW metric, the exterior metric is thus

given by

ds2 = −
(
1− 2m

rS

)
dt2S +

(
1− 2m

rS

)−1
dr2S + r2S dΩ2 . (1.67)

The coordinate interval of the radial coordinate rS is however restricted to

rbS(tS) < rS < +∞, where
(
tbS(τ), r

b
S(τ)

)
is the wordline of the boundary of

the star seen from the exterior as a function of its proper time τ = t.

In situations like this one, where a hypersurface partitions spacetime into

two regions that are separately described in two a priori different coordinate

systems, it can be shown that the union of the two regions gives a well-defined
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solution of Einstein field equations only if the induced metric and the extrinsic

curvature of the hypersurface match on the two sides. These conditions are

known as the Israel-Barrabès junction conditions [26]. Requiring these condi-

tions to be satisfied for the Oppenheimer-Snyder model, as explicitly carried

out in Poisson [26], fixes the exterior wordline of the boundary of the star(
tbS(τ), r

b
S(τ)

)
to be a specific geodesic of the exterior Schwarzschild geometry

and it sets m =M .

Given the simplicity of the model, it is however possible to do more than this.

It is not complicated to find a unique global coordinate system to cover both the

interior and exterior of the star. The interior of the star is currently described

using the coordinate system (t, r̃, θ, ϕ), while the exterior is described using

Schwarzschild coordinates (tS, rS, θ, ϕ). In both charts, the angular coordinates

are the ones adapted to the spherical symmetry of the problem and can then

be identified on the boundary of the star without any problem.

If spacetime has to be described with a unique coordinate system and the

boundary of the star is a geodesic with respect to the interior metric, then

it must be a geodesic also with respect to the exterior metric. The interior

boundary of the star in eq. (1.66) describes a radial geodesic starting at rest

at infinity in FLRW spacetime. It is therefore reasonable to assume that the

exterior boundary of the star
(
tbS(τ), r

b
S(τ)

)
is described by a radial geodesic

starting at rest at infinity in Schwarzschild spacetime. It is indeed easy to show

that these geodesics satisfy

(
ṙbS
)2

=
2m

rbS
ṫbS = 1/f , (1.68)

where the overdot indicates differentiation with respect to proper time τ . The

first of these equations is exactly eq. (1.66) for k = 0, and it can be solved to

obtain

rbS(τ) =
[
9m(τ0 − τ)2/2

]1/3
. (1.69)

Clearly, it would be straightforward to match eqs. (1.66) and (1.69) working in

the radial coordinate r. Also, being r and rS the radial coordinates adapted to

spherical symmetry (i.e. those coordinates whose square multiplied by 4π gives
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the area of the surface defined by the angular coordinates) in the interior and

the exterior regions, they can be identified on the boundary and be given the

same name r.

So, changing coordinates in the interior of the star from (t, r̃, θ, ϕ) to (t, r, θ, ϕ),

where r = a(t) r̃ and remembering that k has been set to zero, the FLRW metric

becomes

ds2 =− dt2 +
(
dr − r ȧ

a
dt
)2

+ r2 dΩ2

=− dt2 +

(
dr +

2r

3 (t0 − t)
dt

)2

+ r2 dΩ2 .

(1.70)

Three out of the four coordinates have been identified. The remaining one is

the temporal one. The interior time coordinate t has a pretty straightforward

interpretation at the boundary: it is the proper time of the boundary’s tra-

jectory. Evidently, if the exterior metric is rewritten in terms of a temporal

coordinate giving the proper time along radially infalling geodesics, the two

time coordinates will match at the boundary. This coordinate, found indepen-

dently by Painlevé [27] and Gullstrand [28], can be written as a function of the

Schwarzschild coordinates tS and rS as

tPG(tS, rS) = tS + 2
√
2mrS + 2m ln

∣∣∣∣
√
rS/2m− 1√
rS/2m+ 1

∣∣∣∣ . (1.71)

Changing coordinates in the exterior of the star from (tS, rS, θ, ϕ) to (tPG, r, θ, ϕ),

where rS has just been identified with the radial coordinate r, the Schwarzschild

metric becomes

ds2 = − dt2PG +
(
dr +

√
2m/r dtPG

)2
+ r2 dΩ2 . (1.72)

The coordinates t and tPG can then be identified on the star’s boundary and be

given the same name tPG.

The entire spacetime can be written in terms of a unique global coordinate

system (tPG, r, θ, ϕ). For this construction to give a well-defined solution of

Einstein field equations, it is necessary that the trajectory, the induced metric,
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and the extrinsic curvature of the star’s boundary match on the two sides.

Requiring rb, in(tPG) in eq. (1.66) to match rb, ext(tPG) in eq. (1.69) sets m =M .

Namely, the central mass m experienced in the vacuum region in the exterior of

the star is simply given by the total mass of the star. The interior and exterior

induced metrics on the star’s boundary satisfy

ds2b, in ≡
[
− dt2PG +

(
dr +

2r

3 (t0 − t)
dtPG

)2

+ r2 dΩ2

]∣∣∣∣
r=rb, in

=− dt2PG + r2b, in dΩ
2

=− dt2PG + r2b, ext dΩ
2

=

[
− dt2PG +

(
dr +

√
2m/r dtPG

)2
+ r2 dΩ2

]∣∣∣∣
r=rb, ext

= ds2b, ext ,

(1.73)

showing the exact match of the induced metrics on the boundary of the star.

The exact match of the extrinsic curvature on the star’s boundary can be shown

analogously. The full spacetime metric of the Oppenheimer-Snyder model can

then be written as

ds2 = − dt2PG +

(
dr +

√
2m(tPG, r)

r
dtPG

)2

+ r2 dΩ2 , (1.74)

where

m(tPG, r) =


2r3/9(t0,PG − tPG)2 r ≤ rb(tPG),

m r > rb(tPG).
(1.75)

Equivalently, it is sometimes useful to write the metric in terms of the shift

N r(tPG, r) =
√

2m(tPG, r)/r as

ds2 = − dt2PG +
(
dr +N r(tPG, r) dtPG

)2
+ r2 dΩ2 , (1.76)

with

N r(tPG, r) =


2r/3(t0,PG − tPG) r ≤ rb(tPG),√

2m/r r > rb(tPG).
(1.77)
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So the metric of the Oppenheimer-Snyder model takes a particularly simple and

clear form in Painlevé-Gullstrand coordinates.

The best way to get a prompt and rough idea of the causal structure of

this spacetime is to construct its Carter-Penrose diagram. Unfortunately, this

is not so straightforward. A coordinate chart satisfying all the requirements

for a Carter-Penrose diagram (see section 1.1) and covering almost the entire

spacetime can be found in the following way. Write separately both the interior

and exterior of the star in global double-null coordinates, e.g. Kruskal-Szekeres

coordinates in the exterior. A direct compactification of these coordinates would

produce two separate Carter-Penrose diagrams for the interior and the exterior.

It would however be much better to get a unique diagram giving a uniform

description of the spacetime like in the Painlevé-Gullstrand coordinates. To

accomplish this, new double-null coordinates in the interior that perfectly match

the Kruskal-Szekeres coordinates in the exterior can be defined by matching the

proper time of the interior and the exterior trajectories of the boundary of the

star. This procedure achieves the desired result at the expense of covering the

entire spacetime. A finite region of the interior of the star close to the singular

point of zero physical radius is not covered by this coordinate chart. It is

however more than enough to draw a qualitative Carter-Penrose diagram of the

spacetime.

This qualitative Carter-Penrose diagram, which is actually a genuine Carter-

Penrose diagram everywhere except for a small region near the the singular point

of zero physical radius in the interior of the star, is given in fig. 1.3. It is quite

informative to compare this diagram with the Carter-Penrose diagram of the

maximal extensions of vacuum Schwarzschild spacetime in fig. 1.2. The exterior

of the star, which is given by a portion of Schwarzschild spacetime, is represented

in white and the interior of the star is represented in gray. In this diagram the

black hole is not simply there, eternal, as it happens in the maximal extension

of Schwarzschild spacetime, but it is formed by the gravitational collapse of

a massive object. No white hole or second asymptotically flat exterior region

(block III in fig. 1.2) ever forms in the creation of a black hole by gravitational

collapse.
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Figure 1.3: Qualitative Carter-Penrose diagram of the spacetime of the
Oppenheimer-Snyder model. The interior of the star is represented in gray.

A black hole formed by gravitational collapse is usually called an astrophys-

ical black hole due to its astrophysical origin. Another (hypothetical) type of

black hole is a primordial black hole, formed in the early universe as a conse-

quence of initial density perturbations. While these objects have been used in

several theoretical scenarios and have been proposed to explain different exper-

imental observations, their existence has yet to be proven.

1.2.3 White holes

In section 1.2.1 the concept of a white hole naturally emerged from the analysis

of the maximal extension of Schwarzschild spacetime. The qualitative statement

that a white hole is the “time-reverse” of a black hole is rigorously formalized

as follows starting from the different definitions of a black hole. In terms of

the global causal structure of spacetime, a white hole in an asymptotically flat

spacetime can be defined as a region V in spacetime that is not contained in
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the causal future of past null infinity I −. The boundary ∂V of the region V

is called the event horizon of the white hole. This definition raises the same

difficulties already discussed in the black hole case.

The definition of white hole used in this thesis is given in terms of the same

quasi-local geometric properties used for the black hole definition. Let then

an anti-trapped surface be an orientable two-dimensional spacelike surface in

spacetime such that the expansion Θ of both ingoing and outgoing congruences

of null geodesics is positive on the whole surface. A white hole is defined as

an anti-trapped region, that is a region in which every point belongs to an anti-

trapped surface. The boundary of this anti-trapped region, which is a marginally

anti-trapped surface, is called the (past) apparent horizon.

The same construction carried out in the last section for the Oppenheimer-

Snyder model, but “time-reversed”, can be carried out to construct the space-

time of a star emerging from the past singularity of the white while and then in-

definitely expanding in the future. The interior and exterior metrics of the space-

time will still be given respectively by the FLRW metric and the Schwarzschild

metric. But the trajectory of the boundary of the star would now be an ex-

panding radial timelike geodesic emerging from the past singularity instead of

an infalling radial timelike geodesic plunging into the black hole. This exact

construction leads to a spacetime whose qualitative Carter-Penrose conformal

diagram is given in fig. 1.4.

The exterior of the star, which is given by a portion of Schwarzschild space-

time, is represented in white and the interior of the star is represented in gray.

It is however clear that this spacetime is still not physically reasonable. The

white hole in this model is not formed due to astrophysical phenomena, but it

is still simply there as was the case for the maximal extension of Schwarzschild

spacetime. Furthermore, also the process of formation of matter from the past

singularity is quite unclear. The physical relevance of white holes remains thus

questionable.

Assuming however these objects exist, the gravitational field experienced

by an observer in the exterior of both white hole and star would be the same

gravitational field experienced by an observer in the exterior of both black hole
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Figure 1.4: Qualitative Carter-Penrose diagram of the spacetime of a white hole.

and star in the Oppenheimer-Snyder model. An observer locally experiencing

this gravitational field cannot tell the difference between the two scenarios. The

distinction lies in the global structure of the spacetime. In the Oppenheimer-

Snyder model, there is a collapsing star in the past and the observer can interact

with it. This is not the case in the white hole spacetime. Conversely, in the

white hole spacetime, there is an explosion of matter in the future that is absent

in the black hole spacetime.

The first real interest in white holes began when Novikov [29] suggested the

existence of primordial white holes (called “delayed-cores” or “lagging-cores”)

to explain quasars. These primordial white holes would have formed in the

early universe as the result of a delayed expansion of some local regions in

an expanding Friedmann universe. The conformal diagram of the spacetime

describing these exploding white holes, after their formation, is exactly the one

in fig. 1.4. It was however shown shortly after that exploding white holes are

unstable under classical [30–32] and quantum [33] perturbations.
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As a consequence of both the absence of any known astrophysical phenom-

ena able to produce a white hole and the instability of the spacetime whose

Carter-Penrose diagram is represented in fig. 1.4, white holes were deemed non-

physical and the interest in these objects quickly faded. The black-to-white

hole transition brings white holes back from oblivion by providing a tentative

scenario for their astrophysical production.

1.2.4 Hawking evaporation

In the classical theory, a black hole interacting with its surroundings can only

get bigger over time. Namely, its mass m and the surface area A of its apparent

horizon can only grow with time. However, surprisingly enough, Hawking [34,

35] showed that, as soon as quantum field theory in curved spacetime is consid-

ered, this is no longer true. He indeed proved that a Schwarzschild black hole of

mass m emits thermal radiation, the so-called Hawking radiation, like a black

body at temperature (Planck units ℏ = c = G = kB = 1)

T =
1

8πm
. (1.78)

The first surprising consequence of this result is that considering only the contri-

bution from massless fields for simplicity, an observer moving along I + directly

measures a non-vanishing flux F of energy

F (u) ∝ 1

m2
(1.79)

coming from the black hole. Black holes are thus not completely black after all.

An even more striking consequence is that, by conservation of energy, a

negative energy flux that is equal in magnitude to the flux in eq. (1.79) must

flow into the black hole and decrease its total mass. This means that considering

black holes to be isolated objects (namely neglecting the black hole accretion

due to matter falling in), they are actually constantly “shrinking”. Specifically,

the surface area A of their horizon is constantly decreasing due to the emission

of Hawking radiation. This phenomenon is known as the evaporation of the
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black hole.

It is however important to stress that although the black hole evaporation

causes its surface area A to shrink, the same is not necessarily true for its interior

volume. In fact, the concept of “volume of the black hole” is not well defined.

Any definition of such a concept will depend on a choice of foliation of its interior

region. Nonetheless, it can be shown that for a physically reasonable choice of

foliation, the interior volume of a black hole grows monotonically during the

evaporation process [36, 37]. The final result of the evaporation process is then

an object with a small external surface but a large interior volume.

To derive an accurate estimate of the black hole mass loss due to the evap-

oration process it is necessary to take into account the back-reaction of the

quantum radiation over the Schwarzschild spacetime. This is accomplished by

solving the semiclassical Einstein field equations [38], which are basically the

classical Einstein field equations where the stress-energy tensor in the right-hand

side includes the contribution coming from the expectation value of the stress-

energy tensor operator of the quantum radiation field. This is unfortunately a

nearly impossible task even in the simplest cases.

However, since the back-reaction effects near the black hole horizon should

be small for a black hole whose mass m is much bigger than the Planck mass

mP :=
√
ℏc/G, the black hole spacetime can be approximated by a locally

Schwarzschild spacetime in which the mass m slowly decrease with time. The

mass loss rate measured at I + is then simply given by the negative energy flux

entering the black hole horizon:

dm(u)

du
= −F (u) ∝ − 1

m2
. (1.80)

The resulting mass profile is

m(u) = m0

(
1− u

uP

)1/3
, (1.81)

where uP is approximately the retarded time at which the black hole reaches

Planckian size (eq. (1.80) is no longer a good approximation when the black
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hole has Planckian size) and it is assumed that the black hole was formed at

u = 0 with a mass m0. It is then clear that an evaporating black hole reaches

Planckian size in a finite retarded time roughly proportional to m3
0.

This is a huge time for astrophysical black holes. The evaporation process

of the smallest observed astrophysical black holes is estimated to last approxi-

mately 1058 times the current age of the universe [39], still assuming these black

holes to be isolated objects, which are not. For primordial black holes, the sit-

uation is however different and there could be primordial black holes out there

already in the final stage of their evaporation process.

The most controversial consequence of the evaporation process is surely the

existence of a last stage of the black hole life. The nature of this final stage

and the ultimate fate of the information that has fallen inside the black hole

is the core of the renowned information paradox [40–42]. When the mass of

the black hole reaches the Planck scale the curvature scalars near the horizon

become Planckian and the quantum nature of the gravitational field can no

longer be ignored. This means that Hawking’s semiclassical approximation is

no longer valid when the Planck mass is reached (but it could break down even

before [43]) and that the proper description of the final stage of the black hole

life belongs to the quantum gravity realm. Since however a fully developed and

tested quantum theory of the gravitational field is still missing, the problem has

been mainly addressed by making assumptions on the final stage of the black

hole life and then studying their consequences. It is nonetheless crucial to stress

that, being the final stage of the black hole life a quantum gravity phenomenon,

any assumption about it is really an assumption about quantum gravity.

Several scenarios for the end of the life of a black hole have been proposed

over the years. The first to suggest that something “unusual” had to happen at

the end of the evaporation process was Hawking [44] himself. He assumed the

complete evaporation as the final stage of the black hole life and studied the

consequences of this choice. A guess of what the Carter-Penrose diagram of this

spacetime might look like is given in fig. 1.5. It is important to stress that this is

not a concrete Carter-Penrose diagram of the spacetime, not even qualitatively.

In fact, there is not really a spacetime: There is no concrete spacetime metric
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Figure 1.5: Guess of a Carter-Penrose diagram for the spacetime describing a
complete evaporation of a black hole.

describing this scenario. So no genuine Carter-Penrose diagram of it can be

constructed. While the diagram is tremendously useful to get the physical

intuition behind the idea of complete evaporation, it should not be taken too

seriously.

The white region of the diagram in the exterior of the collapsing star is sup-

posed to represent a metric that is locally isomorphic to Schwarzschild. The

45◦ black line separating the interior and exterior of the black hole represents

the event horizon of the black hole, which in this dynamical spacetime is differ-

ent from the apparent horizon. The latter would instead be represented by a

timelike curve. The red dot where the event horizon, curvature singularity, and

future r = 0 line meet is the spacetime event/region where the complete evapo-

ration takes place. It can be shown that any attempt to rigorously construct a
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spacetime metric producing a diagram of this sort would lead to this point being

excised from spacetime and to the formation of a naked singularity [45]. In the

future of the point of complete evaporation, spacetime continues as a portion

of Minkowski spacetime (see fig. 1.1). Namely, as a portion of Schwarzschild

spacetime with m = 0.

The original information loss paradox argument goes as follows. Prior to

the black hole formation, the state of the quantum fields on spacetime can be

represented by a pure density matrix. When the black hole has formed and the

evaporation has begun, it can be shown [38] that the quantum state of the Hawk-

ing radiation reaching infinity is strongly correlated with the quantum state of

the radiation fallen inside the black hole. Both states are singularly described

by a mixed density matrix, but the total correlated state is still described by a

pure density matrix. If after the last stage of his life, the black hole just ceases

to exist, then all the radiation fallen inside it ceases to exist as well and the total

state of the quantum fields is just given by the state describing the radiation at

infinity. This quantum state is however described by a mixed density matrix.

This means that the unitarity of the quantum evolution, which is at the core of

standard quantum theory, and the information about the correlation between

the two states are irretrievably lost.

Although the non-unitarity of the quantum evolution and the complete loss

of information should not be considered lightly (it has however been argued that

this might not be as unphysical as it may seems [46]), the true unphysical aspect

of this scenario is the initial assumption of complete evaporation. As already

stressed, the final stage of the black hole life belongs to the quantum gravity

realm. So, to assume that the evaporation process continues after the Planck

scale is equivalent to assume that the quantum nature of the gravitational field

does not alter the picture of quantum field theory in curved spacetime. This is

highly unrealistic. A more plausible interpretation of this scenario is the one in

which the “complete evaporation” of the black hole at the end of the evaporation

process is realized as a quantum transition of the Schwarzschild geometry near

the horizon in the Minkowski geometry. However, none of the current tentative

quantum theories of the gravitational field suggest or support this scenario. In
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fact, as it will be seen in detail in chapter 3, this scenario is not consistent with

the physical picture independently emerging from the quantum description of

the interior region of the black hole.

Excluding proposals that introduce new physics unrelated to the quantum

nature of the gravitational field before the black hole reaches Planckian size,

the alternatives to Hawking’s proposal are principally two. In the first scenario,

called remnant scenario, the black hole does not evaporate completely and the

final stage of its life is a Planck mass object called remnant. In the second

scenario the correlation information between the early Hawking radiation at in-

finity and the radiation inside the black hole is somehow transferred to Hawking

radiation emitted at later times and no information is lost. Although originally

proposed in the context of a complete evaporation of the black hole, many cur-

rent formulations of this scenario remain agnostic about the last stage of life of

the black hole.

Proponents of the second scenario often argue that the evaporating black

hole no longer has enough internal states to be correctly correlated with the

Hawking radiation at infinity long before the Planck scale is reached, at the so-

called Page time [47]. Consequently, the information paradox would arise long

before the quantum gravity realm is relevant and the second scenario would

be the only viable option. These considerations are however made under the

wrong assumption that the total number of internal states of a black hole can be

calculated using its Bekenstein-Hawking entropy. The latter is in fact defined by

the thermodynamical interaction of the black hole with its surroundings and it

is thus only related to the degrees of freedom of the black hole that can actually

interact with the exterior region. Since an observer in the exterior region can

only probe the degrees of freedom of the horizon [48], it is not surprising that the

Bekenstein-Hawking entropy is proportional to the area of the horizon. While

the surface area A of the black hole horizon, and with it its Bekenstein-Hawking

entropy, decreases monotonically during the evaporation process, the interior

volume of the black hole, and with it the number of available internal states [49],

grows monotonically [36, 37].

In the remnant scenario, the entire information of the radiation fallen inside
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the black hole is stored in some internal states of the remnant, which are thus

strongly correlated with the Hawking radiation at infinity. Therefore, since the

initial mass of the black hole, and with it the amount of radiation emitted, could

be arbitrarily big, the total number of internal states of the remnant would have

to be accordingly large in order to be correctly correlated with the Hawking

radiation at infinity. There are two main arguments that are commonly made

against the remnant scenario. First, it is argued that a remnant with a Planckian

surface area cannot contain such an amount of internal states. Second, assuming

such an object to exist, it is argued that the probability of their production in

physical processes like scattering experiments at colliders should be very high.

In fact, although their Planckian mass considerably suppresses their production

rate, the “infinite” degeneracy of their internal structure would nonetheless

make their production quite probable [50].

Both arguments once again make the wrong assumption that a remnant of

Planckian surface area is an object of small internal volume. Given that the

interior volume of a black hole, and with it the number of available internal

states [49], grows monotonically during evaporation [36, 37], a hypothetical

remnant formed in the last stage of the evaporation process would be an ob-

ject with small external surface but large interior volume. This large interior

volume is perfectly able to accommodate enough internal states to be correctly

correlated with the Hawking radiation at infinity. Likewise, the computation of

the remnants’ production rate in scattering or other physical processes assumes

that these processes can, in an appropriate limit, be described by an effective

field theory where the remnants act as pointlike objects. But this is just not

possible if the remnants are objects with a large interior volume. See Kazemian

et al. [51] for a recent discussion of black hole remnants production in scattering

processes.

I will argue that a natural and conservative scenario for the end of the

life of a black hole is the one in which the black hole geometry undergoes a

quantum transition in a white hole geometry. In this scenario, there is a unique

asymptotically flat region in the exterior of the black-to-white hole and the

black hole interior is a regular and well-defined region in which the trapped
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region undergoes a smooth transition in the interior anti-trapped region of the

white hole. The resulting astrophysically produced white hole can be taken

as a remnant. The internal states of the evaporating black hole and of the

white hole remnant are given by the states of the quantum fields in the regular

interior of the hole. Any particle that falls inside the black hole will simply

follow its trajectory inside the regular interior of the black hole, passing through

a region where the (semi)classical theory is no longer reliable, and quantum

gravity effects must be taken into account. This means that the information

contained in the radiation fallen inside the black hole and correlated with the

Hawking radiation at infinity is not lost and it will just come out from the other

end of the hole. In this scenario, no information paradox ever occurs.

1.2.5 The three quantum regions of a black hole space-

time

The description of a black hole presented in this section breaks down into three

separate regions of spacetime:

• The spacelike curvature singularity in the vacuum region in the interior

of the black hole;

• The singular point of vanishing physical radius in the interior of the star

at the end of its collapse;

• The black hole horizon at the end of the evaporation process.

The spacelike singularity in the interior of the black hole is a spacetime region

where the curvature invariants of spacetime suddenly diverge and where any

wordline abruptly stops. Spacetime just terminates there and the predictive

power of Einstein field equations is lost. The theory completely breaks down

there. In fact, “infinity” is a mathematical concept that has no counterpart in

the physical world and it should not be predicted for any physical quantity. In

the interior region of the star, Einstein field equations predict the collapse of

the entire star into a point of zero physical radius with “infinite” density (see
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eqs. (1.63) and (1.66)). Once again, this signals a breakdown of the theory.

Finally, the equations describing the physics of the black hole horizon under

evaporation are no longer valid when the horizon becomes Planckian, pointing

out the breakdown of the semiclassical theory in that region.

These three regions have however something in common. In all three of

them, the curvature scalars become Planckian, and consequently quantum grav-

itational effects become relevant. As a consequence, the results of the classical

theory cannot be trusted in these regions and a complete quantum theory of

the gravitational field is necessary to properly represent their physics. As it

will be indeed explicitly shown in chapter 3, quantum gravity effects resolve

the singularities present in the classical theory and spacetime continues beyond

them.

The three separate regions in a black hole spacetime where the quantum

nature of the gravitational field cannot be neglected are thus:

Region A : The subregion of the vacuum region in the interior of the

black hole where the curvature becomes Planckian;

Region B: The spacetime region surrounding the black hole horizon

when it reaches Planckian size at the end of the evaporation process;

Region C : The subregion of the interior of the star where both star

density and curvature become Planckian.

They are qualitatively shown in dark grey in the spacetime diagram sketched in

fig. 1.6. The onset of quantum gravitational effects in these regions is triggered

by different physical phenomena in causally disconnected regions of spacetime.

The quantum physics of these regions should then be studied separately and

the results of the analyses should be appropriately matched afterwards.

1.3 Loop quantum gravity in a nutshell

Loop quantum gravity is simply the quantization of general relativity with a

specific choice of elementary variables. As any quantum theory, it can be equally
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Figure 1.6: The three quantum regions of a black hole spacetime.

formulated canonically, by promoting the classical Poisson algebra to a set of

commutation relations between operators living on a Hilbert space, or covari-

antly, via path integral techniques.

1.3.1 Canonical formulation

One of the fundamental aspects of the definition of the theory is the choice of

elementary variables. The starting point of the canonical quantization of any

classical theory is the Hamiltonian formulation of the theory. The Hamiltonian

formulation of general relativity in the usual metric variables was pioneered by

Dirac [52] and Arnowitt, Deser, and Misner [53]. Its canonical quantization,

leading to the renowned Wheeler-DeWitt equation for the wavefunctional of

the metric, was later carried out by DeWitt [54–56]. Although the Wheeler-

DeWitt equation has been a fundamental tool in the development of a quantum

theory of the gravitational field and it has great historical value [57], this theory
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is dramatically ill-defined and no mathematically rigorous quantum theory has

been found using this formalism.

A big step forward in the direction of a quantum theory of the gravitational

field was eventually made by Ashtekar [58, 59], who was able to reformulate the

Hamiltonian theory of general relativity as a diffeomorphism invariant gauge

theory for a gauge connection A. This reformulation of the theory allows us

to express general relativity in the same language used for the other funda-

mental fields of nature. However, due to the non-trivial transformations of the

connection and its conjugate momentum under the gauge symmetry on top of

the diffeomorphism symmetry, the canonical quantization of the theory in these

elementary variables would lead to a very complicated theory with no concrete

predictive power.

These difficulties in rigorously defining a quantum theory of the gravitational

field in terms of field elementary variables are not an accident, and there is a

deep physical reason behind it. The connection field A(x) stores the information

about the parallel transport of an arbitrary vector along any infinitesimal direc-

tion starting from any spacetime point. The parallel transport of an arbitrary

vector along any given curve in spacetime is instead controlled by the paral-

lel propagator, also known as the holonomy in the quantum gravity literature,

which is given by the path ordered exponential of the integral of the connection

along the curve. The information contained in the connection field and in the

set of all possible holonomies is equivalent: Given the connection, the holonomy

along an arbitrary curve in spacetime can be defined as a sequence of several

parallel transports between infinitesimally close points belonging to the curve;

given the set of all the possible holonomies, the connection information can be

defined through a limiting procedure of arbitrary short curves.

At the classical level, it is far easier to work with the connection. At the

quantum level, however, the situation may change dramatically. In a quantum

theory of the gravitational field, it is natural to consider the possibility of a

quantized gravitational field. This however would mean that spacetime itself is

quantized. In a discrete setting, while the finite information contained in the

holonomies remains well-defined, the infinitesimal information contained in the
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connection loses any meaning and is not well-defined anymore. This strongly

suggests abandoning the connection and searching for a quantum theory of the

gravitational field using holonomies as fundamental variables.

This is indeed what loop quantum gravity does. Canonical loop quantum

gravity is the canonical quantization of general relativity using holonomies of

a generalization of the Ashtekar connection due to Barbero [60], known as

Ashtekar-Barbero connection, as elementary variables.2 This process results

in the definition of a (kinematical) Hilbert space H, an algebra of operators A
living on it, and a Hamiltonian (constraint) operator Ĥ which implements the

dynamics in the quantum theory. All the details of this construction can be

found in Rovelli [61] and in Thiemann [62].

Let a graph Γ be a collection of L oriented curves αℓ ∈ Σ, with ℓ = 1, . . . , L

and Σ being the three-dimensional manifold singled out by the choice of a

coordinate time variable in the Hamiltonian formulation of the classical theory.

Curves in this graph are called links and their source and target are called

nodes. A generic node n of the graph is the target and the source of several

different links. Let HΓ be the Hilbert space of square-integrable functions ψ(hℓ)

of the holonomies hℓ ∈ SU(2) of the Ashtekar-Barbero connection along the

links αℓ ∈ Γ that are invariant under SU(2) gauge transformations. This space

is often written as

HΓ = L2
[
SU(2)L/ SU(2)N

]
Γ
, (1.82)

where N is the total number of nodes in the graph Γ. Using the Peter-Weyl

theorem and the transformation properties of the holonomies under SU(2) gauge

transformations it can be shown that a basis of this space can be labeled in the

following way:

• A unitary irreducible representation of SU(2) labeled by the semi-integer

jℓ and acting on the (2jℓ + 1)-dimensional Hilbert space Hjℓ is assigned

to each link ℓ ∈ Γ.

2The name loop quantum gravity comes from the original formulation of the theory where
the elementary variables used for quantization were holonomies along closed curves, also
known as loops.
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• A basis element in of the Hilbert space

Hn := InvSU(2)

[⊗
ℓ∋n

Hjℓ

]
, (1.83)

where
⊗

ℓ∋n is the direct product over all links ℓ having the node n either

as source or target, is assigned to each node n. The Hilbert space Hn is

known as intertwiner space and its elements in are known as intertwiners.

This basis of HΓ is known as spin-network basis [63]. The (kinematical) Hilbert

space H of loop quantum gravity is the space of linear combinations of spin-

network states, for all possible graphs Γ, that are invariant under the trans-

formations generated by three-dimensional diffeomorphisms on Σ. While the

proper mathematical construction of this Hilbert space is considerably compli-

cated, its physical significance is pretty straightforward. A basis of this space

is given by spin-network states defined on equivalence classes of graphs under

three-dimensional diffeomorphisms. Namely, a basis of H is given by spin-

network states whose graph Γ, which was defined as an object embedded in

Σ, has lost all information except for its topology. Since equivalence classes of

graphs under diffeomorphisms are called knots, the spin-network states in H are

often called s-knots or knotted spin-networks.

A spin-network |S ⟩ ∈ H is thus a triplet S =
(
Γ, jℓ, in

)
composed of a graph

Γ, which is a topological object made out of nodes n connected by links ℓ (see

fig. 1.7), a quantum number jℓ assigned to each link ℓ ∈ Γ and a quantum

number in assigned to each node n ∈ Γ.

Classically, the gravitational field is the physical entity that endows the the-

ory with a concept of geometry. It is thus natural to search for geometrical

characteristics of the gravitational field in the quantum theory as well. The

overall physical picture emerging from the canonical quantization process can

be then studied using the area and the volume operators defined on H [64–

66]. It turns out that spin-network states have a particularly simple geometric

interpretation. By studying the discrete spectra of the area and the volume

operators on the spin-network basis it is possible to assign the following geo-
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Figure 1.7: Visual representation of a spin-network state.

metrical interpretation to these states:

• Each node n represents an elementary quantum of space whose volume is

determined by the quantum number in;

• Two quanta of space (nodes) are adjacent if and only if they are connected

by a link;

• Two adjacent quanta of space share an elementary quantum of surface

whose value is determined by the quantum number jℓ.

A visual representation of this geometrical interpretation is shown in fig. 1.7.

Notice that the concept of manifold, which is a mathematical object devoid

of any physical meaning that is conveniently used to construct the classical

theory, disappears at the quantum level. The graph Γ of a spin-network in H is

not embedded in any space manifold and it can be continuously deformed in any

way without changing the information it contains, as the relevant information

is only in its topological structure. In the quantum theory is thus apparent

that there is not a space in which the quantum excitations of the gravitational

field live, the quantum excitations of the gravitational field are space itself. The

only possible localization is given by the adjacency relations provided by the

topological graph.

Furthermore, since the area and the volume operators have discrete spec-

tra [64], the theory exhibits an intrinsic discreteness of the quantum geometry.
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The gravitational field manifests itself in discrete quanta at the quantum level.

This discreteness is entirely a result of the quantum theory in the same way in

which the discreteness of the energy levels of the harmonic oscillator is entirely a

result of the non-relativistic quantum theory. It was not postulated or imposed

in any way from the outside. In particular, the specific choice of elementary

variables used for the quantization has nothing to do with it. Holonomies are

elementary variables for continuum general relativity exactly as the Ashtekar-

Barbero connection field or the metric field. They simply provide elementary

variables that are still well-defined in a discrete setting.

While this “kinematical” level of the theory is well understood, the dy-

namical level, which consists in the construction of a unique and well-defined

Hamiltonian operator Ĥ on H and in the computation of its action on the spin-

network basis, is far less developed. This is due to the very complicated form

of the classical Hamiltonian. One of the several lines of research to overcome

the difficulties in the dynamical level of the canonical theory is the covariant

approach.

1.3.2 Spin-network histories and spin foams

The procedure to heuristically construct the path integral formulation of loop

quantum gravity starting from the canonical theory formally mimics the proce-

dure that is used to do the same in non-relativistic quantum mechanics.

Consider a one-dimensional non-relativistic system with mass m and Hamil-

tonian

H(q, p) =
p2

2m
+ V (q) , (1.84)

where q and p are the canonical conjugate variables of the system. In the quan-

tum theory, q and p are promoted to operators q̂ and p̂ acting on a Hilbert space

H. The dynamics of the canonical quantum theory is defined using the time

evolution operator Û(t′− t) = e−i(t
′−t) Ĥ , where Ĥ is the operator corresponding

to the classical Hamiltonian in eq. (1.84) and ℏ = 1. The so-called propagator

W (q′, t′, q, t), whose squared modulus gives the probability of finding the system
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in the position q at time t and in the position q′ at time t′, is defined as

W (q′, t′, q, t) := ⟨q′| Û(t′ − t) |q⟩ = ⟨q′| e−i(t′−t) Ĥ |q⟩ , (1.85)

where |q⟩ and |q′⟩ are eigenstates of the q̂ observable on H. Partitioning the

time interval t′ − t into I time intervals of equal duration ϵ := (t′ − t)/I, the
propagator can be rewritten as

W (q′, t′, q, t) = ⟨q′| e−i(t′−t) Ĥ |q⟩ = ⟨q′|
(
e−iϵ Ĥ

)I

|q⟩

=

∫
dq1 · · · dqI−1 ⟨q′| e−iϵ Ĥ |qI−1⟩ · · · ⟨q1| e−iϵ Ĥ |q⟩ ,

(1.86)

where in the second line I − 1 resolutions of the identity 1 =
∫
dq̃ |q̃⟩ ⟨q̃|

in H were used. Explicitly computing the transition amplitudes of the form

⟨qk| e−iϵ Ĥ |qk−1⟩, the propagator reads

W (q′, t′, q, t) ≈
(

m

2πiϵ

)I/2 ∫
dq1 · · · dqI−1 exp

(
i
∑
k

[
mv2k
2
− V (qk)

]
ϵ

)
,

(1.87)

where vk := (qk− qk−1)/ϵ is the mean classical velocity in the k-th time interval

and terms that vanish in the ϵ→ 0 limit have been neglected.

The argument of the exponential function in eq. (1.87) can be seen as a

Riemann sum converging to the integral in time of the classical Lagrangian in

the limit of ϵ→ 0. Namely,

∑
k

(
mv2k
2
− V (qk)

)
ϵ

ϵ→0−−→
∫

dτ

[
1

2
mq̇2(τ)− V

(
q(τ)

)]
≡ S[q(τ)] , (1.88)

where S[q(τ)] is the classical action of the system. Furthermore, in the limit ϵ→
0, which is equivalent to the I → +∞ limit, the set of points {q , q1 , · · · , qI−1 , q′}
represents a trajectory q(τ) starting in q at time τ = t and ending in q′ at time

τ = t′. The weighted integral in eq. (1.87) can thus be seen as an integral,

known as path integral, over all the possible trajectories q(τ) starting in q at
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time t and ending in q′ at time t′:(
m

2πiϵ

)I/2 ∫
dq1 · · · dqI−1 ϵ→0−−→

∫
d
[
q(τ)

]
. (1.89)

The propagator in eq. (1.85) can finally be rewritten in the ϵ→ 0 limit as

W (q′, t′, q, t) =

∫
d
[
q(τ)

]
eiS[q(τ)] . (1.90)

This is the expression of the propagator in the path integral formulation of

non-relativistic quantum mechanics. Feynman [67] showed that, in the cases

in which eq. (1.90) holds (the convergence of the path integral for a generic

classical potential V is a non-trivial topic), an equivalent formulation of quan-

tum mechanics in terms of path integrals, as opposed to the usual canonical

theory, can be given. In the path integral formulation of quantum mechanics

eq. (1.90) is taken as an axiom, from which the standard axioms of the canonical

formulation, such as the canonical commutation relations, can be derived.

The same procedure can be formally carried out in canonical loop quantum

gravity as well. The transition amplitude of interest corresponding to the non-

relativistic propagator in eq. (1.85) is ⟨S ′| P̂ |S⟩, where |S ⟩ and |S ′⟩ are spin-

network states in H and P̂ is

P̂ :=

∫
d
[
N(x⃗)

]
eiĤ(N) , (1.91)

Ĥ(N) :=

∫
Σ

d3x Ĥ(x⃗)N(x⃗) , (1.92)

where Σ is a three-dimensional manifold singled out by the choice of a coordinate

time variable in the Hamiltonian formulation of the classical theory, H(x⃗) is

the Hamiltonian (constraint) density of the gravitational field on Σ, N(x⃗) is an

appropriately defined test function and the integration over N(x⃗) is a functional

integration just like the one in eq. (1.90). In the classical theory H(N) is

the generator of a diffeomorphism of parameter N(x⃗) along the normal to Σ.

The differences between P̂ and the non-relativistic time evolution operator are
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due both to the difference in degrees of freedom between a field and a one-

dimensional system and to the background independence of general relativity.

The transition amplitude of interest is then

⟨S ′| P̂ |S ⟩ =
∫

d
[
N(x⃗)

]
⟨S ′| ei

∫
Σ d3x Ĥ(x⃗)N(x⃗) |S ⟩ . (1.93)

Partitioning the parameter N(x⃗) into I smaller parameters ϵ(x⃗) := N(x⃗)/I and

using the resolution of the identity 1 =
∑

S̃ |S̃⟩ ⟨S̃| in H, the expression in

eq. (1.93) can be written in the following way:

⟨S ′| P̂ |S ⟩ =
∫

d
[
N(x⃗)

]
⟨S ′|

(
ei

∫
Σ d3x Ĥ(x⃗) ϵ(x⃗)

)I

|S ⟩

=

∫
d
[
N(x⃗)

] ∑
S1

· · ·
∑
SI−1

⟨S ′| ei
∫
Σ d3x Ĥ(x⃗) ϵ(x⃗) |SI−1⟩

× ⟨SI−1| ei
∫
Σ d3x Ĥ(x⃗) ϵ(x⃗) |SI−2⟩ · · · ⟨S1| ei

∫
Σ d3x Ĥ(x⃗) ϵ(x⃗) |S ⟩ .

(1.94)

Unfortunately, due to the difficulties in dealing with the action of the Hamilto-

nian (constraint) operator, it is not possible to rewrite this expression in a closed

form as it was done in eq. (1.87) for the simpler case of the one-dimensional

non-relativistic system. It is nonetheless possible to read the heuristic physical

picture emerging from this construction.

The spin-network |S ⟩ can be pictured as living in the chosen spatial foliation

Σ, while |S ′⟩ can be pictured as living in Σ′, which is defined as the result of

the classical action of H(N) on Σ. In the limit in which I → +∞ the sequence

of spin-networks {S , S1 , · · · , SI−1 , S
′}, also known as a spin-network history,

represents a continuous two-dimensional foam-like structure connecting |S ⟩ on
Σ to |S ′⟩ on Σ′, in the same way in which the set of points {q , q1 , · · · , qI−1 , q′}
represents a classical trajectory q(τ) connecting q to q′ in the non-relativistic

case. An example of this construction is reported in fig. 1.8. A spin-network

history can be seen as the coordinate time evolution in the manifold of the

spin-network |S ⟩ into the spin-network |S ′⟩. As the spin-network |S ⟩ moves

through its history, its links and nodes form respectively faces and edges in the

foam-like structure. Furthermore, these faces and edges inherit the quantum
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Figure 1.8: Example of a spin foam seen both as an embedded object in space-
time (left) and as a topological object (right).

numbers of the links and nodes creating them. A colored spin-network history,

i.e. a spin-network history together with the assignment of quantum numbers

on its faces and edges, is called a spin foam.

The amplitude associated with each spin foam depends on the matrix ele-

ments of the form

⟨Sn| ei
∫
Σ d3x Ĥ(x⃗) ϵ(x⃗) |Sn−1⟩ . (1.95)

Although a closed formula for these matrix elements is not available, a few

properties of the action of the Hamiltonian operator on spin-network states

are actually known. It is known for example that the Hamiltonian operator

only acts on the nodes of the spin-network, possibly changing its graph in the

vicinity of the node. The points in which the scalar constraint acts on a node

and changes the topological structure of the spin-network are called vertices of

the spin foam.

A spin foam is thus a triplet
(
C, jf , ie

)
, where C is the topological object

(known as two-complex ) composed of vertices v, edges e and faces f defined by

the dynamical evolution of the graph Γ of the spin-network |S ⟩, the labels jf

are quantum numbers assigned to the faces of C inherited from the quantum

numbers jℓ assigned to the links of Γ and the labels ie are quantum numbers
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assigned to the edges of C inherited from the quantum numbers in assigned to

the nodes of Γ. The transition amplitude in eq. (1.93) can then be represented

heuristically as a sum over all the possible spin foams connecting the two spin-

networks |S ⟩ and |S ′⟩ of amplitudes determined by matrix elements similar to

the one in eq. (1.95). The topological nature of the spin-network states and the

functional integration over N(x⃗) in eq. (1.94) ensure that the result is invariant

under four-dimensional diffeomorphisms. The spin foams considered in the sum

should thus be seen as topological objects without any information about their

location in the manifold (see fig. 1.8).

Since the amplitude associated with each spin foam is determined by the

action of the Hamiltonian (constraint) operator, there is clearly no hope of

properly defining a path integral version of the theory starting from the canon-

ical one, at least not until the dynamical part of the canonical version of the

theory is better understood. However, starting from the compelling physical

picture that emerged from the canonical theory, another way to proceed is to

study and properly define spin foam models as independent theories [68, 69].

Each model differs from the others by the choice of the actual spin foams to

be considered in the sum and by the choice of the amplitude associated with

each spin foam. Once a suitable definition and understanding of such theories is

accomplished, the spin foam model describing quantum gravity must be singled

out. This way of proceeding is both a way to directly define the dynamics of

the theory bypassing the difficulties in dealing with the scalar constraint and

an alternative way to study the scalar constraint itself [70, 71].

Interestingly, loop quantum gravity is not the only quantum gravity frame-

work in which the concept of spin foam emerges. It is in fact not even the first.

The notion that transition amplitudes in quantum gravity should be realized

as a sum over surfaces was first advocated in Baez [72]. It seems that several

different theories in one way or the other converge to the same physical idea.

More on this can be found in Oriti [73].
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1.3.3 Covariant formulation

Covariant loop quantum gravity is a tentative path integral formulation of quan-

tum gravity that is meant to be a proper formalization of the heuristic pic-

ture emerging from the path integral reformulation of canonical loop quantum

gravity. The mathematically rigorous definition of the theory is accomplished

through a lattice discretization [74] very similar to Regge calculus [75] that nat-

urally leads to the concept of spin foam. The continuum limit of the quantum

theory is still under investigation and, as it happens in quantum chromodynam-

ics, explicit calculations are performed in the discrete theory.

Given an arbitrary compact spacetime region B with boundary Σ, the lattice

regularization procedure assigns to Σ a topological graph Γ and to B a topolog-

ical two-complex C (that is a spin foam with no quantum numbers). A concrete

implementation of this procedure will be carried out in chapter 4 in the context

of the black-to-white hole transition. Let f, e and v ∈ C denote respectively a

face, an edge, and a vertex of the two-complex C. The discretization of the field

variables of the continuum theory gives the following variables for the discrete

theory3 (see fig. 1.9):

1. To each internal edge e linking two vertices v and v′ are assigned two

SL(2,C) elements gve = g−1ev and gev′ = g−1v′e.

2. To each boundary edge E linking an internal vertex v and a node n is

assigned one SL(2,C) element gvn = g−1nv .

3. To each link ℓ ∈ Γ is assigned one SU(2) element hℓ.

Then, the quantization procedure assigns to Σ a boundary Hilbert spaceHΓ [76],

which is exactly the subspace of the canonical Hilbert space H whose basis is

given by the spin-network states having the fixed graph Γ as their topological

3The gauge symmetry of general relativity expressed in terms of a connection variable is
really the Lorentz group, or its double cover SL(2,C). The gauge symmetry of the Hamiltonian
formulation of the theory in Ashtekar-Barbero variables, and thus of the canonical quantum
theory, is SU(2) because part of the symmetry has been gauge-fixed to better adapt it to the
3+1 splitting of the Hamiltonian formalism.
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Figure 1.9: Internal (top) and boundary face (bottom) of the two-complex with
the discrete group variables living on them.
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graph. A state |ψ⟩ ∈ HΓ can be represented as a square-integrable function

ψ(hℓ), where hℓ ∈ SU(2) can be seen as the holonomy of the Ashtekar-Barbero

connection along the link ℓ ∈ Γ, that is invariant under SU(2) gauge transfor-

mations.

Given an arbitrary boundary state |ψ⟩ ∈ HΓ, the theory assigns to it a

transition amplitude WC
[
ψ
]
= ⟨WC|ψ⟩ that is related to the probability of

observing the gravitational field in the state |ψ⟩ on Σ. The current state-of-

the-art spin foam model for quantum gravity is the EPRL-KKL model [77–80].

The transition amplitude WC
[
ψ
]
for this model can be conveniently written in

terms of elementary face amplitudes in the following way:

⟨WC|ψ⟩ =
∫
SU(2)

(∏
ℓ∈Γ

dhℓ

)
WC
(
hℓ
)
ψ
(
hℓ
)
, (1.96)

where the two-complex amplitude WC
(
hℓ
)
and the elementary face amplitudes

Af

(
gve
)
and AF

(
gve, hℓF

)
are defined as

WC
(
hℓ
)
=

∫
SL(2,C)

[∏
v∈C

∏̃
e∋v

dgve

] [∏
f∈B

Af

(
gve
)] [∏

F∈Γ

AF

(
gve, hℓF

)]
, (1.97)

Af

(
gve
)
:=
∑
jf

djf Tr
[
D(γjf ,jf)

(
gevgve′

)
D(γjf ,jf)

(
ge′v′gv′e′′

)
· · ·

× · · · D(γjf ,jf)
(
ge(n)v(n)gv(n)e

)]
,

(1.98)

AF

(
gve, hℓF

)
:=
∑
jF

djF Tr
[
D(γjF,jF)

(
gntvgve′

)
D(γjF,jF)

(
ge′v′gv′e′′

)
· · ·

× · · · D(γjF,jF)
(
ge(n)v(n)gv(n)ns

)
D(jF)

(
hℓF
)]
.

(1.99)

The symbol
∏̃

e∋v stands for the product over all the edges e having the vertex

v as either source or target, except for one, which can be chosen arbitrarily.

It can indeed be shown [81, 82] that one integration per vertex in eq. (1.97) is

redundant.

The two-complex amplitude WC
(
hℓ
)
is the integral over (almost) all the

bulk SL(2,C) elements defined in items 1 and 2 of the product of one face
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amplitude for each face in the two-complex C. An internal face of the two-

complex is denoted as f ∈ B and a boundary face, a face that contains a link,

is denoted as F ∈ Γ. A face amplitude is given by the sum over all its possible

colorings jf of the trace of the group elements living on its edges contracted

following the pattern shown in fig. 1.9. The matrix D(j) is the Wigner matrix

of the dj-dimensional (dj = 2j + 1) representation of SU(2). The matrix D(p,k)

is the matrix of the (p, k) unitary irreducible representation of the principal

series of SL(2,C). Notice that only the particular representations of the form

(p, k) = (γj, j), γ being the Barbero-Immirzi parameter,4 enter in the transition

amplitude.

The transition amplitude of any spin foam model can be written in terms of

elementary face amplitudes, or often also in terms of elementary vertex or wedge

amplitudes. Different spin foam models have different elementary amplitudes.

The specific amplitudes in eqs. (1.97) to (1.99) are the ones meant to prop-

erly formalize the quantities in eqs. (1.94) and (1.95) and provide a tentative

spin foam model for quantum gravity. Although open issues remain [88], the

EPRL-KKL model has shown many interesting properties in various physical

applications. See Rovelli and Vidotto [89] for a pedagogical introduction to the

model and for a somewhat outdated review of its physical applications.

In the heuristic path integral reformulation of the canonical theory, the tran-

sition amplitude was expressed as a sum over all the spin foams that are consis-

tent with the boundary state, that is as a sum over all the two-complexes that

are consistent with the boundary state and all their quantum numbers. The

4The classical action giving the Einstein field equations under variation is usually taken to
be the Einstein-Hilbert action. It turns out however that the latter is not the most general
one. There exists a term (actually more than one [83]), known as Holst term [84], that can be
added to the Einstein-Hilbert action without affecting the classical equations of motion. The
Barbero-Immirzi parameter is the coupling constant between the Einstein-Hilbert action and
the Holst term. Since this new term does not change the classical equations of motion, the
Holst and the Einstein-Hilbert actions (in vacuum) are classically equivalent and the Barbero-
Immirzi parameter does not lead to any physically observable effect. This is no longer true in
the quantum theory and the Barbero-Immirzi parameter explicitly enters in the construction
of the theory. The physical interpretation of this parameter, which discriminates between
unitarily inequivalent quantum theories [85], is still unclear [86, 87].
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mathematically well-defined covariant loop quantum gravity transition ampli-

tude in eqs. (1.96) to (1.99) can be shown to be a sum over all the consistent

quantum numbers of the fixed two-complex C. This is a natural consequence

of the discretization process and the sum over spin foams must be recovered in

the continuum limit of the theory. While physical predictions should be made

using the continuum theory, it is actually fairly reasonable to assume that the

transition amplitude of the continuum theory would be too complicated to be

used in physical situations and that an approximation would be needed anyway.

This is exactly how computations are performed in quantum chromodynamics.

Even if the continuum limit of the discrete Wilson lattice theory is well de-

fined, due to the challenging nature of the calculations involved in this limit

the computations of physical quantities are more than often performed in the

discrete theory. The results are accurate as long as the considered lattice is

able to capture the relevant degrees of freedom of the continuum theory. Analo-

gously, physical predictions obtained using the covariant loop quantum gravity

transition amplitude in eqs. (1.96) to (1.99) are accurate as long as the two-

complex C is sufficiently refined to capture the relevant degrees of freedom of

the phenomenon studied.
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Chapter 2

Global Kruskal-Szekeres coordi-

nates for Reissner-Nordström

spacetime

A version of this chapter has been published in Physical Review D as

F. Soltani. “Global Kruskal-Szekeres coordinates for Reissner–Nordström

spacetime”. Phys. Rev. D 108 (2023), 124002. DOI: 10.1103/

PhysRevD.108.124002. Copyright © 2023 by American Physical

Society. All rights reserved.

2.1 Introduction

The Reissner-Nordström geometry [16, 17] describes the gravitational field of an

electrically charged spherically-symmetric static black hole. Although it only

adds the presence of an electric charge to the Schwarzschild solution discussed

in section 1.2.1, the global causal structure of this spacetime is considerably

different from the causal structure of Schwarzschild spacetime, and it is strongly

dependent on the relative strength of its gravitational mass m and its electric

charge q.

A Reissner-Nordström spacetime with m2 > q2 is called non-extremal and,

instead of a spacelike curvature singularity hidden behind a single horizon, it

features a timelike curvature singularity concealed behind two separate horizons.

https://www.doi.org/10.1103/PhysRevD.108.124002
10.1103/PhysRevD.108.124002.
https://www.doi.org/10.1103/PhysRevD.108.124002
10.1103/PhysRevD.108.124002.
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A Reissner-Nordström spacetime with m2 = q2 is called extremal and it features

a timelike curvature singularity concealed behind a single horizon. In both cases,

given the timelike nature of the singularity, a massive observer falling inside the

black hole is not bound to end their wordline at the singularity, as it happens in

the Schwarzschild solution, and so spacetime must continue in the future of the

singularity. In fact, the conformal diagram of the maximal extension of both

the extremal and the non-extremal Reissner-Nordström geometries consists of

an infinitely periodic tower of asymptotically flat exterior regions connected

to each other by black hole interiors. A Reissner-Nordström spacetime with

m2 < q2 features a timelike curvature singularity which is not concealed by any

horizon. It is thus a naked singularity. Since however the mass m of the black

hole is a measure of the total energy of the system, including its electrostatic

energy, the condition m2 < q2 implies that the total energy of the black hole

is somehow smaller than its electrostatic energy alone. This case is therefore

considered unphysical and I will not discuss it in the following.

The Reissner-Nordström spacetime is a strongly spherically symmetric space-

time. So all the results obtained in section 1.1.2 for arbitrary spherically sym-

metric spacetimes can be used for the description of this spacetime. Specifi-

cally, Eddington-Finkelstein coordinates and Kruskal-Szekeres coordinates can

be used to cover part of the maximal extension of spacetime. Differently from

the Kruskal-Szekeres coordinates in the maximal extension of Schwarzschild

spacetime, where they provide a global coordinate chart, the standard Kruskal-

Szekeres coordinate charts in Reissner-Nordström spacetime are adapted to a

specific horizon and fail to cover any region beyond the other horizons.

The first global coordinate chart for the Carter-Penrose diagram of the max-

imal extension of Reissner-Nordström spacetime was found by Carter [7, 90].

These coordinates however provide only a continuous chart. A smooth gen-

eralization of this chart, though only available for the non-extremal case, was

recently found by Schindler and Aguirre [13]. A different global coordinate chart

for the Carter-Penrose diagram of non-extremal Reissner-Nordström spacetime

is the one provided in Hawking and Ellis [91] and in Chandrasekhar [92]. This

chart is analytic everywhere except at the inner horizon, where it is C2, but
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the metric is degenerate at the inner horizon. These coordinates are then

perfectly fine to visualize spacetime and study its causal and global aspects.

Non-degeneracy is however needed to analyze more than just that.

In this chapter, I derive a smooth Kruskal-Szekeres coordinate chart that

covers the entire maximal extension of both extremal and non-extremal Reissner-

Nordström spacetime. This coordinate chart can be considered a smooth gen-

eralization of the C1 global Kruskal-Szekeres coordinate chart derived in Hamil-

ton [24]. Due to the particular causal and global structure of Reissner-Nordström

spacetime, this generalized Kruskal-Szekeres chart already brings “infinity” at a

finite coordinate position and no further compactification is needed to provide

a coordinate chart for the Carter-Penrose diagram.

The only other smooth (analytic in fact) and global coordinate chart for

the maximal extension of both extremal and non-extremal Reissner-Nordström

geometry is the (Israel-)Klösch-Strobl coordinate chart1 [93, 95]. While very

interesting coordinates, they are however not relevant for the construction of

Carter-Penrose diagrams, as they neither bring “infinity” at a finite coordinate

position nor express the metric in double-null form.

Finally, the global Kruskal-Szekeres coordinate chart derived here is not

specific to the Reissner-Nordström spacetime but it can be straightforwardly

generalized to any strongly spherically symmetric spacetime as long as the tor-

toise coordinate r∗(r) can be explicitly computed. They will indeed be used

in the next chapter to draw the Carter-Penrose diagrams of the black-to-white

hole spacetime.

The chapter is structured in the following way. In section 2.2 I briefly review

the non-extremal Reissner-Nordström geometry and its causal and global struc-

ture. Standard inner and outer Kruskal-Szekeres coordinate charts are derived

in section 2.3. The smooth and global Kruskal-Szekeres coordinate chart for the

1The Israel [93] coordinate chart provides a not widely known analytic and global covering
of the maximal extension of the Schwarzschild geometry. The same coordinate chart was
later rediscovered by Pajerski and Newman [94] and by Klösch and Strobl [95]. Israel [93]
also provides a generalization of this chart to the non-extremal Reissner-Nordström geometry.
However, as explained in Klösch and Strobl [95], this coordinate chart does not provide a global
covering of the maximal extension of non-extremal Reissner-Nordström geometry.
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non-extremal Reissner-Nordström spacetime is derived in section 2.4. Finally, I

generalize this construction to the extremal case in section 2.5.

2.2 Non-extremal Reissner-Nordström space-

time

In Planck natural units c = G = ℏ = 1 and spherical coordinates (t, r, θ, ϕ) the

metric of Reissner-Nordström spacetime reads

ds2 = −h(r) dt2 + h−1(r) dr2 + r2 dΩ2 , (2.1)

h(r) = 1− 2m

r
+
q2

r2
, (2.2)

where m and q are the mass and the electric charge of the black hole. It is

a strongly spherically symmetric spacetime (see section 1.1.2) with defining

function f(r) = h(r).

Considering the non-extremal case of m2 > q2, the extremal case will be

discussed in section 2.5, the function h(r) has two zeroes r± = m±
√
m2 − q2,

which result in two different Killing horizons of the black hole: an outer horizon

at r = r+ and an inner horizon at r = r−. The coordinate chart (t, r, θ, ϕ)

can be used to separately cover all spacetime regions such that 0 < r < r−,

r− < r < r+, or r+ < r < +∞. In the spacetime regions where 0 < r < r− or

r+ < r < +∞ the coordinates t and r are respectively timelike and spacelike

and the metric is static, since the Killing vector field ∂t is timelike. On the

contrary, in the spacetime regions where r− < r < r+ t is spacelike and r

is timelike. Furthermore, since ∂t becomes spacelike, these spacetime regions

are homogeneous but neither static nor stationary. The metric in eqs. (2.1)

and (2.2) has coordinate singularities in r = r± and a curvature singularity in

r = 0.

Instead of using the Eddington-Finkelstein and Kruskal-Szekeres coordinate

charts to discover the causal structure of this spacetime and then represent it in

a Carter-Penrose diagram, let me do the opposite: I will describe the properties
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of the various coordinate charts starting from the qualitative Carter-Penrose

diagram of Reissner-Nordström spacetime in fig. 2.1. While this diagram has

been only qualitatively drawn for the sake of simplicity, any of the coordinate

charts mentioned above [7, 8, 90–92] can be used to draw a proper Carter-

Penrose diagram.

The block division of the Carter-Penrose diagram of strongly spherically

symmetric spacetimes discussed in section 1.1.2 is clearly shown in fig. 2.1. For

later convenience, blocks where r+ < r < +∞ are labeled Ai, blocks where

r− < r < r+ are labeled Bi, and blocks where 0 < r < r− are labeled Ci. The

index i takes values in Z. From the diagram, it is clear that differently from

Schwarzschild spacetime, an observer that falls inside the outer horizon is not

bound to hit the curvature singularity but can instead exit the black hole interior

into a second asymptotically flat exterior region in the future of the first one. In

fact, there is an infinite tower of asymptotically flat exterior regions connected to

each other by black hole interiors. B regions sharing future (past) horizons with

C regions are trapped (anti-trapped). Interestingly, the curvature singularity

in r = 0 is timelike instead of spacelike.

The coordinate system (t, r, θ, ϕ) can separately cover each one of the in-

finitely many regions Ai, Bi, and Ci, with the time coordinate t going to infinity

on every horizon. The tortoise coordinate r∗ satisfying dr∗ = dr/h(r) is given

by

r∗ = r +
1

2κ+
log
∣∣∣ r
r+
− 1
∣∣∣+ 1

2κ−
log
∣∣∣ r
r−
− 1
∣∣∣+ C , (2.3)

where C is a constant of integration and

κ± = ±r+ − r−
2r2±

(2.4)

is the surface gravity2 associated to the horizon r±. Retarded and advanced

2The surface gravity κ of the horizon r = 2m in Schwarzschild spacetime is given by
κ = 1/4m.



68 2. Global Kruskal-Szekeres coordinates for Reissner-Nordström spacetime

Figure 2.1: Qualitative Carter-Penrose diagram of the maximal extension of
non-extremal Reissner-Nordström spacetime.
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time null coordinates u and v then read

u =t− r∗,
v =t+ r∗.

(2.5)

The Reissner-Nordström metric in ingoing Eddington-Finkelstein coordinates

(v, r, θ, ϕ) becomes

ds2 = −h(r) dv2 + 2dv dr + r2 dΩ2 . (2.6)

The advanced time coordinate v is well behaved on all the horizons that are

represented as 45◦ lines in the Carter-Penrose diagram, but it goes to infinity

on the others. The ingoing Eddington-Finkelstein coordinate system is then

able to separately cover all the spacetime regions between two consecutive −45◦
lines in fig. 2.1. Namely, it can be used to simultaneously cover regions A1, B1,

and C1, or regions A2, B2, and C2, and so on.

Analogously, the retarded time coordinate u is well-behaved on all −45◦ line
horizons and it goes to infinity on the others. Thus, the outgoing Eddington-

Finkelstein coordinates (u, r, θ, ϕ) separately covers all the spacetime regions

between two consecutive 45◦ lines in fig. 2.1. For example, it can be used to

simultaneously cover regions A1, B2, and C3, or regions A4, B3, and C2, and so

on.

As it always happens in strongly spherically symmetric spacetimes, although

the coordinates u and v are separately well defined on several horizons, one or the

other is not defined on every given horizon, and thus the double-null coordinate

system (u, v, θ, ϕ) does not improve the spacetime coverage of the coordinate

system (t, r, θ, ϕ). The Reissner-Nordström metric in the double-null coordinate

system (u, v, θ, ϕ) reads

ds2 = −h(r) du dv + r2 dΩ2 , (2.7)
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where r = r(u, v) is implicitly defined by

r∗(r) =
v − u
2

. (2.8)

2.3 Inner and outer Kruskal-Szekeres coordi-

nates

The Kruskal-Szekeres coordinates provide a global double-null coordinate chart

for Schwarzschild spacetime. Unfortunately, this is no longer true in strongly

spherically symmetric spacetimes with a defining function f(r) with more than

one zero, as I will show in this section using the Reissner-Nordström spacetime

as a working example. Standard Kruskal-Szekeres coordinates can be derived

by studying the behavior of radial null geodesics in Eddington-Finkelstein co-

ordinates as it was done for the Schwarzschild spacetime in section 1.2.1.

Consider for definiteness the spacetime regions A2, B2, and C2 in fig. 2.1 cov-

ered in ingoing Eddington-Finkelstein coordinates. Given the metric in eq. (2.6),

radial null geodesics must satisfy the equations

h(r)v̇2 − 2v̇ṙ = 0 (2.9)

(normalization of 4-velocity) and

h(r)v̇ − ṙ = E (2.10)

(due to v-translation invariance), where the overdot means differentiation with

respect to an affine parameter λ and E is the constant of motion associated

with the v-translation invariance. A first set of solutions is given by geodesics

satisfying

v̇ = 0 , ṙ = −E , (2.11)

that is

v(λ) = v0 , r(λ) = r0 − Eλ . (2.12)
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with v0 and r0 constants of integration. For E > 0 these solutions, valid for

λ ∈ (−∞, r0/E), describe future-oriented ingoing radial null geodesics starting

out at past null infinity in A2, diagonally crossing regions A2, B2, C2 and then

finally hitting the r = 0 curvature singularity at λ = r0/E.

A different set of solutions, which by exclusion will describe outgoing radial

null geodesics, satisfy

v̇ =
2E

h(r)
, ṙ = E . (2.13)

For future-oriented geodesics, E must be taken negative in B2 and positive in

A2 and C2. Focusing on region B2, and taking E = −1 and r0 = 0 for simplicity,

outgoing radial null geodesics are given by

r(λ) = −λ , λ ∈ (−r+,−r−) , (2.14)

v(λ) = −2λ+
1

κ+
log
∣∣∣ λ
r+

+ 1
∣∣∣+ 1

κ−
log
∣∣∣ λ
r−

+ 1
∣∣∣+K , (2.15)

where K is a constant identifying different geodesics. These curves start at the

past outer horizon between regions B2 and A1, that is r → r+ and v → −∞
for λ→ (−r+)+, cross diagonally region B2 and end at the future inner horizon

between regions B2 and C3, that is r → r− and v → +∞ (notice that κ− < 0)

for λ→ (−r−)−. Naturally, these geodesics do not end at the two horizons, but

the null coordinate v is not able to follow them past the horizons.

Once again, this analysis perfectly displays the physics of ingoing Eddington-

Finkelstein coordinates. They are able to cover the full range of the affine

parameter of ingoing radial null geodesics, as they are adapted to them, but they

cover only a finite interval λ ∈ (−r+,−r−) of the affine parameter of outgoing

radial null geodesics in the full coordinate interval v ∈ (−∞,+∞). The analysis

itself however suggests the solution to the issue: the affine parameter λ is the

natural coordinate to extend v beyond the horizons.

The same analysis performed in outgoing Eddington-Finkelstein coordinates

covering regions A1, B2, and C3 shows that future-oriented outgoing radial null
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geodesics are given by

u(σ) = u0 , r(σ) = r0 + Eσ , (2.16)

for an affine parameter σ ∈ (−∞,−r0/E) and E < 0, while future-oriented

ingoing radial null geodesics (E = 1 and r0 = 0) in region B2 are given by

r(σ) = −σ , σ ∈ (−r+,−r−) , (2.17)

u(σ) = 2σ − 1

κ+
log
∣∣∣ σ
r+

+ 1
∣∣∣− 1

κ−
log
∣∣∣ σ
r−

+ 1
∣∣∣+K ′ , (2.18)

whereK ′ is a constant identifying different geodesics. Thus, only a finite interval

σ ∈ (−r+,−r−) of the affine parameter of ingoing radial null geodesics in region

B2 is covered in the full coordinate interval u ∈ (−∞,+∞) and the affine

parameter σ is the natural coordinate to extend u beyond the horizons.

So, starting from region B2 in the null coordinate system (u, v, θ, ϕ), in order

to obtain coordinates that are well defined on both the past outer horizons the

discussion above suggests making the following change of coordinates (keeping

only the leading term near the outer horizon in eqs. (2.15) and (2.18)):

u(U+) = −
1

κ+
log |U+| , (2.19)

v(V+) =
1

κ+
log |V+| , (2.20)

where U+ and V+ are adimensional null coordinates such that U+ > 0 and V+ >

0 in B2 and the position of the outer horizons has been set to U+ = 0 and V+ = 0.

The non-extremal Reissner-Nordström metric in (U+, V+, θ, ϕ) coordinates, also

known as outer Kruskal-Szekeres double-null coordinates, reads

ds2 =
1

κ2+

h(r)

U+V+
dU+ dV+ + r2 dΩ2 , (2.21)

where r = r(U+, V+) is implicitly defined by eqs. (2.8), (2.19) and (2.20). It is

straightforward to check that the metric tensor is indeed well-defined on both
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past outer horizons and that the outer Kruskal-Szekeres coordinates simultane-

ously cover regions A1, B1, A2, and B2, going to infinity on all inner horizons.

These coordinates can in fact be used to separately cover all the “quad-block”

regions of spacetime formed by four blocks of spacetime separated by outer

horizons. E.g. A1, B1, A2, and B2, or A3, B3, A4, and B4, etc.

The transformation in eqs. (2.19) and (2.20) separately gives a well-defined

diffeomorphism between (U+, V+, θ, ϕ) and (u, v, θ, ϕ) in each of the four blocks

in the quad-block region covered by the outer Kruskal-Szekeres coordinates.

Being the double-null coordinate system (u, v, θ, ϕ) singular on the horizons,

also the transformation in eqs. (2.19) and (2.20) is ill defined there. The same

is true also in eq. (1.47) for Schwarzschild spacetime.

Analogously, in order to obtain coordinates that are well defined on both

the future inner horizons of the region B2, inner Kruskal-Szekeres double-null

coordinates (U−, V−) should be defined as

u(U−) = −
1

κ−
log |U− − 1| , (2.22)

v(V−) =
1

κ−
log |V− − 1| , (2.23)

where U− < 1 and V− < 1 in B2 and the position of the inner horizons has been

set to U− = 1 and V− = 1. The non-extremal Reissner-Nordström metric in

inner Kruskal-Szekeres coordinates (U−, V−, θ, ϕ) reads

ds2 =
1

κ2−

h(r)

(U− − 1)(V− − 1)
dU− dV− + r2 dΩ2 , (2.24)

where r = r(U−, V−) is implicitly defined by eqs. (2.8), (2.22) and (2.23). This

metric tensor is well-defined on both future inner horizons and the inner Kruskal-

Szekeres coordinates simultaneously cover regions B2, C2, B3, and C3 (or any

quad-block region of spacetime formed by four blocks of spacetime separated

by inner horizons), going to infinity on all outer horizons.

The transformation in eqs. (2.22) and (2.23) separately gives a well-defined

diffeomorphism between (U−, V−, θ, ϕ) and (u, v, θ, ϕ) in each of the four blocks
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in the quad-block region covered by the inner Kruskal-Szekeres coordinates.

Being the double-null coordinate system (u, v, θ, ϕ) singular on the horizons,

also the transformation in eqs. (2.22) and (2.23) is ill defined there.

While these Kruskal-Szekeres coordinate charts for the non-extremal Reissner-

Nordström spacetime are interesting coordinate systems, they are not as con-

venient as the Kruskal-Szekeres coordinate chart for Schwarzschild spacetime,

which provides a global covering of the maximal extension of spacetime. This

is however not a consequence of the intricate causal structure of Reissner-

Nordström spacetime but rather an intrinsic limitation of the standard Kruskal-

Szekeres coordinates. The Kruskal-Szekeres coordinate charts are intrinsically

adapted to cover a single quad-block region of spacetime. They provide a global

coordinate chart for the maximal extension of Schwarzschild spacetime simply

because the latter is formed by a single quad-block region. In the next section,

I generalize this standard construction in order to define a Kruskal-Szekeres

coordinate chart covering the entire maximal extension of the non-extremal

Reissner-Nordström geometry.

2.4 Global Kruskal-Szekeres coordinate chart

Let me start with finding a Kruskal-Szekeres coordinate chart covering region B2

that is well behaved on both its inner and outer horizons at the same time. From

the discussion in the previous section, the natural choice for such coordinates

would be

u(Ū) = − 1

κ+
log |Ū | − 1

κ−
log |Ū − 1| , (2.25)

v(V̄ ) =
1

κ+
log |V̄ |+ 1

κ−
log |V̄ − 1|, (2.26)

where Ū and V̄ are adimensional null coordinates such that the outer horizons

have been set to Ū = 0, V̄ = 0 and the inner horizons have been set to Ū = 1,

V̄ = 1. It is however straightforward to see that this is not a well-defined change

of coordinate, as the function v(V̄ ) (u(Ū)) is not separately monotonic in each
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of the regions

V̄ < 0 (Ū < 0) ,

0 < V̄ < 1 (0 < Ū < 1) ,

V̄ > 1 (Ū > 1) .

Focusing on the behavior of v(V̄ ) shown in the top panel of fig. 2.2 for a specific

choice of m and q, the problem is that the logarithm associated to the outer

horizon at V̄ = 0 dominates the asymptotic behavior of v(V̄ ) in both V̄ < 0

and V̄ > 1, while it should only dominate in V̄ < 0, with the other logarithm

dominating the asymptotic behavior in V̄ > 1. This issue can be taken care of

with a smooth transition function that interpolates between 0 and 1 in such a

way that, when multiplied by the logarithms, it ensures that their contribution

is only restricted to the desired regions.

Consider in fact the function

g↑(X) =
F (X)

F (X) + F (1−X)
, (2.27)

with

F (X) =

0 X ≤ 0 ,

e−1/X X > 0 .
(2.28)

The function g↑(X) is smooth, it satisfies g↑(X) = 0 for X ≤ 0 and g↑(X) = 1

for X ≥ 1, and its derivatives of all orders in X = 0 and X = 1 are vanishing.

It is thus a function that smoothly interpolates between 0 and 1 in the interval

X ∈ [0, 1]. A function that smoothly interpolates between 1 and 0 in the interval

X ∈ [0, 1] is given by

g↓(X) = 1− g↑(X) . (2.29)

These functions, whose behavior is plotted in fig. 2.3, can be used to modify

the change of coordinate in eqs. (2.25) and (2.26) in the following way:

u(Ũ) = − 1

κ+
g↓(Ũ) log |Ũ | −

1

κ−
g↑(Ũ) log |Ũ − 1| , (2.30)
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Figure 2.2: Plot of v(V̄ ) in eq. (2.26) (top), v(Ṽ ) in eq. (2.31) (center), and
v(vKS) in eq. (2.35) (bottom) with m = 1 and q = 0.98 (Planck units).
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Figure 2.3: Plot of the smooth transition functions g↑(X) and g↓(X) defined in
eqs. (2.27) and (2.29).

v(Ṽ ) =
1

κ+
g↓(Ṽ ) log |Ṽ |+ 1

κ−
g↑(Ṽ ) log |Ṽ − 1|. (2.31)

The function v(Ṽ ) (u(Ũ)) is now separately monotonic in each of the regions

Ṽ < 0 (Ũ < 0) ,

0 < Ṽ < 1 (0 < Ũ < 1) ,

Ṽ > 1 (Ũ > 1) ,

as it can be checked from the plot of v(Ṽ ) in the center panel of fig. 2.2. The

non-extremal Reissner-Nordström metric in these double-horizon-penetrating

Kruskal-Szekeres coordinates (Ũ , Ṽ , θ, ϕ) reads

ds2 = h(r)f̃(Ũ)f̃(Ṽ ) dŨ dṼ + r2 dΩ2 , (2.32)
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where r = r(Ũ , Ṽ ) is implicitly defined by eqs. (2.8), (2.30) and (2.31) and

f̃(X) =
1

κ+
g′↓(X) log |X|+ 1

κ+

g↓(X)

X

+
1

κ−
g′↑(X) log |X − 1|+ 1

κ−

g↑(X)

X − 1
.

(2.33)

The metric tensor in eq. (2.32) is indeed well defined on all outer and inner

horizons bounding region B2. The coordinate chart (Ũ , Ṽ , θ, ϕ) simultaneously

cover regions A1, B1, A2, B2, C2, B3, and C3 of fig. 2.1, going to infinity on

the past inner horizons bounding B1 and the future outer horizons bounding

B3. They can in fact be used to separately cover all the multi-block regions of

spacetime such as the one just described.

The transformation in eqs. (2.30) and (2.31) separately gives a well-defined

diffeomorphism between (Ũ , Ṽ , θ, ϕ) and (u, v, θ, ϕ) in each block of spacetime

covered by (Ũ , Ṽ , θ, ϕ), even if an analytical expression for the inverse trans-

formation cannot be given. In fact, restricting the attention to block B2 (0 <

Ũ < 1, 0 < Ṽ < 1), the strict monotonicity of u(Ũ) and v(Ṽ ) in this region

ensures the invertibility of the transformation and the inverse function theorem

ensures the differentiability of its inverse.3 Being the double-null coordinate sys-

tem (u, v, θ, ϕ) singular on the horizons, also the transformation in eqs. (2.30)

and (2.31) is ill defined there.

The construction of a Kruskal-Szekeres coordinate chart able to simulta-

neously cover two successive outer and inner horizons was thus successful. A

Kruskal-Szekeres coordinate chart able to simultaneously cover two successive

inner and outer horizons can be constructed analogously. However, not much

would be gained by this. Let me thus go directly to the construction of a

global Kruskal-Szekeres coordinate chart covering the entire maximal extension

of non-extremal Reissner-Nordström spacetime with its infinite tower of asymp-

totic regions and black hole interiors.

The way to accomplish this is to use the same method used to cover two

3In the general case the statement of the inverse function theorem holds true only locally.
However, for real functions of one real variable, the statement holds true globally.
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successive horizons, but multiple times, in such a way as to cover the infinite

tower of horizons. Consider in fact the following change of coordinates:

u(uKS) =



...

− 1

κ+
g↑(uKS, 2n− 1, 2n) log |uKS − 2n|+

− 1

κ−
g↓(uKS, 2n− 1, 2n) log |uKS − (2n− 1)|

2n− 1 < uKS < 2n ,

− 1

κ+
g↓(uKS, 2n, 2n+ 1) log |uKS − 2n|+

− 1

κ−
g↑(uKS, 2n, 2n+ 1) log |uKS − (2n+ 1)|

2n < uKS < 2n+ 1 ,

...

(2.34)

v(vKS) =



...
1

κ+
g↑(vKS, 2n− 1, 2n) log |vKS − 2n|+

+
1

κ−
g↓(vKS, 2n− 1, 2n) log |vKS − (2n− 1)|

2n− 1 < vKS < 2n ,

1

κ+
g↓(vKS, 2n, 2n+ 1) log |vKS − 2n|+

+
1

κ−
g↑(vKS, 2n, 2n+ 1) log |vKS − (2n+ 1)|

2n < vKS < 2n+ 1 ,

...

(2.35)

with n ∈ Z and g↑↓(X, a, b) = g↑↓
(
X−a
b−a

)
being smoothly transition functions in

X ∈ [a, b]. The function v(vKS) is plotted in the bottom panel of fig. 2.2. The

position of the horizons in the (uKS, vKS) coordinates is arbitrary. I made the

choice uKS = n and vKS = n for n ∈ Z.
Defining the function f(X) in such a way that v′(vKS) = f(vKS) and u

′(uKS) =

−f(uKS), the non-extremal Reissner-Nordström metric in the Kruskal-Szekeres

coordinates (uKS, vKS, θ, ϕ) reads

ds2 = h(r)f(uKS)f(vKS) duKS dvKS + r2 dΩ2 , (2.36)



80 2. Global Kruskal-Szekeres coordinates for Reissner-Nordström spacetime

where r = r(uKS, vKS) is implicitly defined by eqs. (2.8), (2.34) and (2.35).

These equations can then be used to study the regularity of both the function

r(uKS, vKS) itself and of the metric tensor near the horizons. The analysis is

carried out exactly as it is carried out for the standard inner and outer Kruskal-

Szekeres coordinates, and it shows that the metric tensor is well behaved on

all spacetime horizons and that these generalized Kruskal-Szekeres double-null

coordinates (uKS, vKS, θ, ϕ) provide a smooth and global chart for the maximal

extension of the non-extremal Reissner-Nordström geometry.

The transformation in eqs. (2.34) and (2.35) separately gives a well-defined

diffeomorphism between (uKS, vKS, θ, ϕ) and (u, v, θ, ϕ) in each block of space-

time covered by (uKS, vKS, θ, ϕ), even if an analytical expression for the inverse

transformation cannot be given. Once again, this is ensured by the strict mono-

tonicity of u(uKS) and v(vKS) (see fig. 2.2) in each spacetime block and by the

inverse function theorem. Being the double-null coordinates (u, v, θ, ϕ) singular

on the horizons, also the transformation in eqs. (2.34) and (2.35) is ill defined

there.

Kruskal-Szekeres spatial xKS and temporal tKS coordinates can be defined

as

tKS = vKS + uKS , xKS = vKS − uKS . (2.37)

The Kruskal-Szekeres spacetime diagram of the maximal extension of non-

extremal Reissner-Nordström spacetime is reported in fig. 2.4. This diagram

is very similar to the qualitative Carter-Penrose diagram shown in fig. 2.1. In

fact, since the radial light cones are tilted at ±45◦ and spacetime “infinity” is

at a finite coordinate position, the spacetime diagram in fig. 2.4 is actually a

genuine Carter-Penrose diagram. The reason why no explicit compactification

was needed is that future and past null infinity of the asymptotically flat ex-

terior regions are located at the same Eddington-Finkelstein coordinate value,

either v → ±∞ or u→ ±∞, of the inner horizons. So, since the inner horizons

are at a finite coordinate value in the global Kruskal-Szekeres coordinates, so

are future and past null infinity of the exterior asymptotically flat regions.

The peculiar shape of the curves of constant t and r, and with them the
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Figure 2.4: Kruskal-Szekeres spacetime diagram of the maximal extension of
non-extremal Reissner-Nordström spacetime with m = 1 and q = 0.98 (Planck
units). In light blue curves of constant t and in violet curves of constant r.
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shape of the curvature singularity at r = 0, is apparently an inherent property

of a coordinate chart that interpolates between the behavior of the inner and

outer Kruskal-Szekeres coordinates and it does not (significantly) depend on the

choice of smooth transition functions g↑↓(X). The same behavior is indeed found

also in the C1 global Kruskal-Szekeres coordinate chart derived in Hamilton [24],

where no transition functions are used. This behavior is particularly pronounced

for values of m and q far from the extremal case, with curves of constant t and r

being squeezed towards the boundary of their block. This phenomenon however

seems to also be a general problem of any smooth and global Carter-Penrose

coordinate charts for strongly spherically symmetric spacetimes. Schindler and

Aguirre [13] in fact recently defined an algorithm to construct global Carter-

Penrose coordinate charts of any given regularity for strongly spherically sym-

metric spacetimes (with simple zeroes). Since smooth charts displayed the same

phenomenon discussed above, they gave up the smoothness requirement in their

construction of Carter-Penrose diagrams in favor of a better appearance of the

diagram.

As a side note, a coordinate chart equivalent to the one defined in eqs. (2.34)

and (2.35) can also be obtained with the more compact change of coordinates

u(uKS) = −
∑
n∈Z

[
B(uKS, 2n)

log |uKS − 2n|
κ+

+B(uKS, 2n+ 1)
log |uKS − (2n+ 1)|

κ−

]
,

(2.38)

v(vKS) =
∑
n∈Z

[
B(vKS, 2n)

log |vKS − 2n|
κ+

+B(vKS, 2n+ 1)
log |vKS − (2n+ 1)|

κ−

]
,

(2.39)

where B(X, a) is the bump function

B(X, a) =

exp
(
− 1

1−(X−a)2

)
a− 1 < X < a+ 1 ,

0 otherwise .
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2.5 Extremal case

The exact same construction can be carried out also in the extremal case m2 =

q2, resulting in a global Kruskal-Szekeres coordinate chart covering the entire

maximal extension of the extremal Reissner-Nordström spacetime.

The extremal Reissner-Nordström metric in the coordinate system (t, r, θ, ϕ)

still reads

ds2 = −h(r) dt2 + h−1(r) dr2 + r2 dΩ2 , (2.40)

but now

h(r) =
(
1− m

r

)2
. (2.41)

This function has only a unique (double) zero which results in a Killing horizon

at r = m. The coordinate chart (t, r, θ, ϕ) can be used to separately cover all

spacetime regions such that 0 < r < m or m < r < +∞. In the spacetime

regions where m < r < +∞ the coordinates t and r are respectively timelike

and spacelike and the metric is static, since the Killing vector field ∂t is timelike.

In the spacetime regions where 0 < r < m t is spacelike and r is timelike. Fur-

thermore, since ∂t becomes spacelike, these spacetime regions are homogeneous

but neither static nor stationary. The metric has a coordinate singularity in

r = m and a curvature singularity in r = 0.

The maximal extension of this spacetime is shown in fig. 2.5 using the global

Kruskal-Szekeres coordinate chart that will be defined shortly. From the dia-

gram, it can be seen that even if the spacetime possesses only one horizon at

r = m, similarly to what happens in Schwarzschild spacetime, the curvature

singularity at r = 0 is still timelike and an observer that falls inside the hori-

zon can exit the black hole interior into a second asymptotically flat exterior

region in the future of the first one. In fact, there is once again an infinite tower

of asymptotically flat exterior regions connected to each other by black hole

interiors.

The tortoise coordinate r∗ satisfying dr∗ = dr/h(r) is now given by

r∗ = r + 2m log
∣∣∣ r
m
− 1
∣∣∣− m

r/m− 1
+ C ′ , (2.42)
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Figure 2.5: Kruskal-Szekeres spacetime diagram of the maximal extension of
extremal Reissner-Nordström spacetime with m = 1 (Planck units). In light
blue curves of constant t and in violet curves of constant r.
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where C ′ is a constant of integration. Retarded and advanced time null co-

ordinates u and v are defined as in eq. (2.5). Ingoing (v, r, θ, ϕ) and outgo-

ing (u, r, θ, ϕ) Eddington-Finkelstein coordinates and double-null coordinates

(u, v, θ, ϕ) can then be used to cover different regions of spacetime as usual.

The analysis of the behavior of null geodesics in Eddington-Finkelstein co-

ordinates for the extremal geometry closely follows the analysis of the non-

extremal case discussed in section 2.3. Outgoing radial null geodesics in ingoing

Eddington-Finkelstein coordinates satisfy

v̇ =
2E

h(r)
, ṙ = E , (2.43)

where h(r) is now given by eq. (2.41). Focusing on one of the asymptotically

flat exterior regions, and taking r0 = 0 and E = 1 (future-oriented geodesics

have E > 0) for simplicity, outgoing radial null geodesics are given by

r(λ) = λ , λ ∈ (m,∞) , (2.44)

v(λ) = 2λ+ 4m log
∣∣∣ λ
m
− 1
∣∣∣− 2m

λ
m
− 1

+K , (2.45)

where K is a constant identifying different geodesics. These curves start at the

past horizon of the exterior region, that is r → m and v → −∞ for λ → m+,

cross diagonally this exterior region and end at future null infinity I +.

Similarly, future-oriented ingoing radial null geodesics (E = 1 and r0 = 0)

in outgoing Eddington-Finkelstein coordinates are given by

r(σ) = −σ , σ ∈ (−∞,−m) , (2.46)

u(σ) = 2σ − 4m log
∣∣∣ σ
m

+ 1
∣∣∣− 2m

σ
m
+ 1

+K ′ , (2.47)

where K ′ is a constant identifying different geodesics. These curves start at

past null infinity I −, diagonally cross the exterior region, and end at the future

horizon, that is r → m and u→ +∞ for σ → (−m)−.

Naturally, these outgoing and ingoing null geodesics do not abruptly start or
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end at the past or future horizon, but the null coordinates u and v are not able

to follow them past the horizons. However, the leading behavior of eqs. (2.45)

and (2.47) near the horizons once again suggests a natural change of coordinates

to extend u and v beyond the horizons.

Starting from the leading behavior of eqs. (2.45) and (2.47) near the hori-

zons, and skipping all the intermediate steps detailed in section 2.4 for the

non-extremal case, a global Kruskal-Szekeres coordinate chart for the maximal

extension of the extremal Reissner-Nordström spacetime can be defined by the

following transformation:

u(uKS)

2m
=



...

−g↓(uKS, n− 1, n)

uKS − (n− 1)
− g↑(uKS, n− 1, n)

uKS − n
n− 1 < uKS < n ,

−g↓(uKS, n, n+ 1)

uKS − n
− g↑(uKS, n, n+ 1)

uKS − (n+ 1)
n < uKS < n+ 1 ,

...

(2.48)

v(vKS)

2m
=



...

−g↓(vKS, n− 1, n)

vKS − (n− 1)
− g↑(vKS, n− 1, n)

vKS − n
n− 1 < vKS < n ,

−g↓(vKS, n, n+ 1)

vKS − n
− g↑(vKS, n, n+ 1)

vKS − (n+ 1)
n < vKS < n+ 1 ,

...

(2.49)

with n ∈ Z. The position of the horizons in the (uKS, vKS) coordinates is arbi-

trary. I made the choice uKS = n and vKS = n for n ∈ Z.
Defining the function f(X) in such a way that u′(uKS) = f(uKS) and v

′(vKS) =

f(vKS), the extremal Reissner-Nordström metric in these global Kruskal-Szekeres

coordinates (uKS, vKS, θ, ϕ) reads

ds2 = −h(r)f(uKS)f(vKS) duKS dvKS + r2 dΩ2 , (2.50)
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where r = r(uKS, vKS) is implicitly defined by eqs. (2.8), (2.42), (2.48) and (2.49).

These equations can then be used to study the regularity of both the function

r(uKS, vKS) itself and of the metric tensor near the horizons. The analysis is

carried out exactly as it is carried out for the non-extremal case, and it shows

that the metric tensor in eq. (2.50) is well behaved on all spacetime horizons

and that the Kruskal-Szekeres double-null coordinates (uKS, vKS, θ, ϕ) provide

a smooth and global coordinate chart for the maximal extension of extremal

Reissner-Nordström spacetime.

The transformation in eqs. (2.48) and (2.49) separately gives a well-defined

diffeomorphism between (uKS, vKS, θ, ϕ) and (u, v, θ, ϕ) in each spacetime block,

even if an analytical expression for the inverse transformation cannot be given.

Once again, this is ensured by the strict monotonicity of u(uKS) and v(vKS) in

each spacetime block and by the inverse function theorem. Being the double-

null coordinates (u, v, θ, ϕ) singular on the horizons, also the transformation in

eqs. (2.48) and (2.49) is ill defined there.

Global Kruskal-Szekeres spatial xKS and temporal tKS coordinates can be

defined as in eq. (2.37). The Kruskal-Szekeres spacetime diagram of the maximal

extension of extremal Reissner-Nordström spacetime is shown in fig. 2.5. This

diagram is actually a genuine Carter-Penrose diagram for the spacetime, as it

was the case also for the non-extremal case.
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Chapter 3

The black-to-white hole spacetime

A version of this chapter has been published in Physical Review D

as

M. Han, C. Rovelli and F. Soltani. “Geometry of the black-to-white

hole transition within a single asymptotic region”. Phys. Rev. D

107 (2023), 064011. DOI: 10.1103/PhysRevD.107.064011. Copy-

right © 2023 by American Physical Society. All rights reserved.

F. Fazzini, C. Rovelli and F. Soltani. “Painlevé-Gullstrand coor-

dinates discontinuity in the quantum Oppenheimer-Snyder model”.

Phys. Rev. D 108 (2023), 044009. DOI: 10.1103/PhysRevD.108.

044009. Copyright © 2023 by American Physical Society. All rights

reserved.

3.1 Introduction

The starting point of this chapter is the physical picture of a black hole space-

time discussed in section 1.2.5. The classical theory is able to describe the local

exterior geometry of a black hole extremely well. However, this description

breaks down completely into three physically separate regions (as qualitatively

shown in fig. 3.1):

Region A : The subregion of the vacuum region in the interior of the

black hole where the curvature becomes Planckian;

https://www.doi.org/10.1103/PhysRevD.107.064011
10.1103/PhysRevD.107.064011.
https://www.doi.org/10.1103/PhysRevD.108.044009
10.1103/PhysRevD.108.044009.
https://www.doi.org/10.1103/PhysRevD.108.044009
10.1103/PhysRevD.108.044009.
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Figure 3.1: The three quantum regions of a black hole spacetime.

Region B: The spacetime region surrounding the black hole horizon

when it reaches Planckian size at the end of the evaporation process;

Region C : The subregion of the interior of the star where both star

density and curvature become Planckian.

In these regions, quantum gravitational effects cannot be neglected and the

results of the classical theory cannot be trusted.

Loop quantum gravity inspired investigations [96–119] consistently and co-

herently point towards a scenario where the Einstein field equations are briefly

violated in these three regions, either by correction terms depending on the value

of the curvature or by quantum tunneling effects, and spacetime smoothly con-

tinues past them. A natural and concrete implementation of this scenario is

the black-to-white hole transition [43, 120–124], where the internal geometry

of the black hole undergoes a smooth transition from trapped to anti-trapped

(possibly through an intermediate non-trapped region) and the horizon tunnels
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from marginally trapped to marginally anti-trapped as well. In this scenario,

the black hole evolves into a white-hole “remnant” living in the future of the

parent black hole, in its same asymptotic region and location. The aim of this

chapter is to construct a concrete effective spacetime metric to describe this

phenomenon.

The starting point of the construction is the Oppenheimer-Snyder model

introduced in section 1.2.2. In order to obtain a concrete spacetime metric

whose properties can be investigated, dissipative phenomena such as Hawking

evaporation or Perez dissipation into Planckian degrees of freedom [125] are

not taken into account. The assumption made is that dissipative phenomena

can be disregarded in a first approximation, as it can be done for a basketball

bouncing on the floor, and consequently that the “bounce” of the geometry can

be described in a first approximation in terms of a few “large-scale” degrees

of freedom. Rotational degrees of freedom are neglected as well. However, the

causal structure of the spacetime constructed in this chapter will be quite similar

to the causal structure of Kerr spacetime, suggesting that rotation might not

significantly alter the picture.

Although the evaporation process of the black hole will be completely ne-

glected in the construction of the metric, it will be an important factor in the

physical interpretation of the model. It will in fact be argued that the inclu-

sion of the evaporation process should not alter the qualitative picture given

by the spacetime constructed in this chapter. A spacetime model taking into

account Hawking radiation in the black-to-white hole transition scenario has

been studied in Martin-Dussaud and Rovelli [39].

In regions A and C quantum effects are studied only as local violations

of the Einstein field equations, and not with a full quantum analysis. This is

possible thanks to the similarity of the interior geometry of the collapsing star in

the Oppenheimer-Snyder model with the geometry of a cosmological scenario.

In fact, since the loop quantization of this cosmological scenario leads to a

quantum-corrected Friedmann equation [126, 127] for the scale factor, the same

will be true also in the interior of the star. The quantum-corrected Friedmann

equation predicts a “bounce” of the star at the end of its collapse, followed by an
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expansion analogous to the one happening in a star emerging from a white hole

singularity. The geometry of the interior of the black hole outside the star can

then be uniquely determined [128, 129] by requiring the junction conditions to

be satisfied on the boundary of the star, as in the classical Oppenheimer-Snyder

model. The resulting geometry turns out to be similar to the interior geometry

of a Reissner–Nordström spacetime.

The quantum physics of region B is instead modeled as a non-perturbative

quantum tunneling event that briefly and locally violates the Einstein field equa-

tions around the horizon and that allows the bounce of the interior geometry

to happen in a unique asymptotically flat exterior region. The (surprising)

compatibility of this scenario with the validity of the Einstein field equations

outside the quantum region was first pointed out in Haggard and Rovelli [43].

Crucially, it will be shown that the horizon tunneling region (region B) can be

filled with an (effective) smooth Lorentzian metric. This geometry unravels the

possible global horizon structure of the black-to-white hole scenario: There are

neither event nor global Killing horizons; there are only apparent horizons, and

these keep the trapped and anti-trapped regions disconnected. The metric in

this region only provides proof of existence for a geometry with these features.

As with any trajectory in a quantum tunneling phenomenon, its direct physical

interpretation is not straightforward.

The chapter is structured as follows. Sections 3.2 and 3.3 deal with the

physics of regions C and A . The physics of region B is discussed in section 3.4.

The physical meaning and the large-scale geometry of the black-to-white space-

time are analyzed in section 3.5. A global coordinate chart for the spacetime is

then given in section 3.6. Section 3.7 deals with the construction of a Lorentzian

effective metric for the B region and section 3.8 provides a qualitative analysis

of the horizon structure of the spacetime.

3.2 Region C : Interior of the star

As already seen in section 1.2.2, the Oppenheimer-Snyder model describes the

collapsing star as a spherical ball of uncharged dust of uniform density. In
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Planck units (c = ℏ = G = 1), and assuming the star’s boundary to start at

rest at past infinity, the metric describing this object in (t, r̃, θ, ϕ) coordinates

is given by

ds2 = − dt2 + a2(t)
(
dr̃2 + r̃2 dΩ2

)
, (3.1)

where t and r̃ are comoving coordinates with respect to the geodesics of constant

r̃, θ, and ϕ. The coordinate interval of the time coordinate t depends on the

regularity of the scale factor. The coordinate interval of r̃ is given by 0 < r̃ ≤ r̃b,

where r̃b = const. is the wordline of the boundary of the star seen from the

interior.

The Einstein field equations for this metric reduce to the Friedmann equation

for the scale factor a(t) in eq. (1.62). The solution to this equation describes

a star of physical radius rb(t) = a(t)r̃b that starts to collapse from rest at

rb → +∞ for t→ −∞ and then keep collapsing until it reaches a singular point

of vanishing physical radius at t = t0.

A thorough investigation of the (loop) quantum theory of such a geome-

try [126, 130] shows that a description of this scenario in terms of an effective

spacetime metric taking into account first-order quantum corrections is possi-

ble. The line element in eq. (3.1) stays the same, but the Friedmann equation

for a(t) is modified to
ȧ2

a2
=

8π

3
ρ
(
1− ρ

ρc

)
, (3.2)

where the critical density1 ρc is a constant parameter of Planckian value whose

exact expression will not be relevant in the following and ρ = 3m/4πr3b. The

quantum-corrected Friedmann equation can be integrated to give

a(t) =

(
9m(t0 − t)2 + Am

2r3b

)1/3

, (3.3)

where A = 3/(2πρc) is a parameter of Planckian value with the dimensions

of a squared mass. Equation (3.3) gives the quantum-corrected version of the

classical equation eq. (1.66). Their comparison is shown in the plot in fig. 3.2.

1ρc =
√
3c2/(32π2γ3ℏG2), γ being the Barbero-Immirzi parameter.
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Figure 3.2: Plot of the classical scale factor acl(t) (blue) and the quantum-
corrected scale factor aq(t) (orange) with m = 1, t0 = 0 and A = .99.

Importantly, the quantum-corrected scale factor never vanishes, meaning that

the physical radius rb of the star never collapses to zero, but it rather reaches

its minimum size

rM = a(0)r̃b = (Am/2)1/3 (3.4)

at t = t0, before “bouncing” and starting to increase. This is the characteristic

bounce of loop quantum cosmology [126, 130]. The interior metric in eq. (3.1)

is thus well defined in the whole interval −∞ < t < +∞.

3.3 Region A : Exterior of the star

Classically, the geometry in the exterior of the star is given by Schwarzschild

geometry. In the context of the Oppenheimer-Snyder model, this geometry can

be uniquely characterized as the geometry that: i) is spherically symmetric, ii)

has a Killing vector field in addition to those related to the spherical symmetry,

iii) satisfies the junction conditions on the boundary of the star. It can be

shown [128, 129] that requiring the exterior geometry to satisfy the same three
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conditions, with the matching in iii) performed with the quantum-corrected

interior geometry constructed in the last section, uniquely fixes the exterior

metric to

ds2 = −F (r) dt2S + F−1(r) dr2 + r2 dΩ2 , (3.5)

where

F (r) = 1− 2m

r
+
Am2

r4
. (3.6)

This is the metric of a strongly spherically symmetric spacetime with defining

function f(r) = F (r) expressed in the standard spherical coordinate system

(tS, r, θ, ϕ). The time coordinate has been labeled tS to avoid confusion with

the time coordinate t of the interior of the star. Since however the distinction

between the two should be clear from the context, in the following I will use t

to denote both of them in order to avoid an unnecessary complex notation.

The spacetime defined by eqs. (3.5) and (3.6) provides a first-order quantum

correction to Schwarzschild geometry in the context of the Oppenheimer-Snyder

model. It depends on two parameters: the total mass m of the star and the

constant A ∼ m2
Pl characterizing the quantum correction to the Friedmann

equation. If m ≫ mP and r is of order m or larger, where the classical the-

ory is still expected to be reliable, the last term in eq. (3.6) gives a negligible

contribution and the spacetime in eq. (3.5) is basically Schwarzschild spacetime.

Interestingly enough, the same exterior metric can be derived independently

from the interior of the star by studying loop quantum gravity corrections in

spherically symmetric spacetimes [131, 132]. This is a nice consistency check of

the formalism.

3.3.1 Zeroes of F (r)

As the analysis of strongly spherically symmetric spacetimes in section 1.1.2

shows, finding the zeroes of the defining function f(r) is a very important step

in the description of these spacetimes. It is then necessary to find the zeroes of

the function

F (r) = 1− 2m

r
+
Am2

r4
(3.7)
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with A being a constant with dimensions of a squared mass and satisfying

A ≪ m2. Finding the zeroes of F (r) is equivalent to finding the roots of the

fourth-degree equation

r4 − 2mr3 + Am2 = 0 . (3.8)

Although the exact solutions to this problem are known, their expression is too

complicated to be of any help in the investigation of the spacetime. Instead, the

solutions to this equation will be studied perturbatively in the small parameter

A. The absence of a closed formula for the zeroes of F (r) will not affect in any

way the analysis of spacetime.

To rigorously treat eq. (3.8) as a perturbation problem in a small dimen-

sionless parameter, let x = r/m, such that the equation to solve becomes

x4 − 2x3 + ε = 0 , (3.9)

where ε := A/m2 ≪ 1. The unperturbed equation

x4 − 2x3 = 0 (3.10)

has the four solutions

x1,2,3 = 0 x4 = 2 . (3.11)

The idea is then to perturbatively search for solutions of eq. (3.9) of the form

xi =
∞∑
n=0

ai,nε
n , (3.12)

where i = 1, 2, 3, 4, a4,0 = 2, and aj,0 = 0 for j = 1, 2, 3. The coefficients ai,n

can be determined by solving eq. (3.9) order by order.

Let us start with the ε order for x4. Inserting

x4 = 2 + a4,1ε+O(ε2) (3.13)
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in eq. (3.9) we find

(
2 + a4,1ε+O(ε2)

)4 − 2
(
2 + a4,1ε+O(ε2)

)3
+ ε = 0 . (3.14)

Solving to order ε we obtain a4,1 = −1/8. This means that

x4 = 2− ε

8
+O(ε2) . (3.15)

If we try to do the same for

xj = aj,1 +O(ε2), (3.16)

where j = 1, 2, 3, we get

(
aj,1ε+O(ε2)

)4 − 2
(
aj,1ε+O(ε2)

)3
+ ε = 0 . (3.17)

This equation is clearly not consistent, which means that the ansatz in eq. (3.12)

is not consistent. It simply means that xj ∼ ε (j = 1, 2, 3) for ε≪ 1 is not true.

In order to find the right scaling we can study the dominate balance of eq. (3.9)

when ε≪ 1 (see Bender and Orszag [133] for further details):

• If x4 ∼ x3, and thus

ε≪ x4, x3 , (3.18)

we find one solution such that x ∼ 1. Equation (3.18) gives ε≪ 1, which

is consistent. This solution is the solution x4 we already found.

• If x4 ∼ ε, and thus

x3 ≪ x4, ε , (3.19)

we find three solutions such that x ∼ ε1/4. Equation (3.19) gives ε3/4 ≪ ε,

which is not consistent.

• If x3 ∼ ε, and thus

x4 ≪ x3, ε , (3.20)

we find three solutions such that x ∼ ε1/3. Equation (3.20) gives ε4/3 ≪ ε,
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which is consistent. Hence, the remaining solutions xj (j = 1, 2, 3) behave

as xj ∼ ε1/3 for ε→ 0.

The new ansatz for the solutions xj (j = 1, 2, 3) is then

xj =
∞∑
n=1

bj,n(ε
1/3)n . (3.21)

Inserting

xj = bj,1ε
1/3 +O(ε2/3) (3.22)

in eq. (3.9) we find

(
bj,1ε

1/3 +O(ε2/3)
)4 − 2

(
bj,1ε

1/3 +O(ε2/3)
)3

+ ε = 0. (3.23)

Keeping only the order ε we get b3j,1 = 1/2. The three solutions are thus

b3,1 =
1

21/3
and b(1,2),1 =

1

21/3
e±2πi/3 . (3.24)

All the subsequent orders of the solutions can be found in this way.

The roots of eq. (3.9) to their second non-vanishing order in ε are

x1,2 =
(ε
2

)1/3
e±2πi/3 +

1

6

(ε
2

)2/3
e±4πi/3 +O(ε) ,

x3 =
(ε
2

)1/3
+

1

6

(ε
2

)2/3
+O(ε) ,

x4 =2− ε

8
+O(ε2) .

(3.25)

Going back to the original variable r, the solutions to eq. (3.8) to their second
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non-vanishing order in A are

r1,2 =

(
Am

2

)1/3

e±2πi/3 +
1

6

(
A

2
√
m

)2/3

e±4πi/3 +O(A/m) ,

r− = r3 =

(
Am

2

)1/3

+
1

6

(
A

2
√
m

)2/3

+O(A/m) ,

r+ = r4 = 2m− A

8m
+O(A2/m3) .

(3.26)

3.3.2 The tortoise coordinate r∗

Another important step for the investigation of the causal structure of strongly

spherically symmetric spacetimes is the definition of the tortoise function r∗

satisfying dr∗ = dr/F (r). So, let me get it out of the way.

First of all, consider again the fourth-degree equation

r4 − 2mr3 + Am2 = 0 . (3.27)

The analysis in the last subsection tells us that this equation has two real

solutions r± and two complex conjugate solutions r1,2. This means that the

polynomial r4 − 2mr3 + Am2 can be rewritten as

r4 − 2mr3 + Am2 = (r − r+)(r − r−)(r2 + ar + b) , (3.28)

where r2+ar+b = (r−r1)(r−r2) is a positive-definite second-degree polynomial.

The values of a and b can be easily computed by expanding the polynomial in

the right-hand side of eq. (3.28) and then equating it order-by-order to the

left-hand side. This gives

a = (r+ + r−)− 2m (3.29)

and

b =
Am2

r+r−
. (3.30)



100 3. The black-to-white hole spacetime

The tortoise coordinate r∗(r) is then given by

r∗(r) =

∫
dr

1− 2m/r + Am2/r4
=

∫
r4 dr

r4 − 2mr3 + Am2

=

∫
dr +

∫
2mr3 − Am2

r4 − 2mr3 + Am2
dr

= r +

∫
2mr3 − Am2

(r − r+)(r − r−)(r2 + ar + b)
dr .

(3.31)

Using partial fraction decomposition we look for an expansion of the form

2mr3 − Am2

(r − r+)(r − r−)(r2 + ar + b)
=

c+
r − r+

+
c−

r − r−
+

c1r + c2
r2 + ar + b

, (3.32)

where c+, c−, and c1,2 are constants whose value need to be determined. By

rewriting the right-hand side of this expression using a common denominator

and then equating order-by-order the polynomials in the numerator of respec-

tively left and right-hand side we find

c+ =
2mr3+ − Am2

(r+ − r−) (r2+ + ar+ + b)
=

r4+
(r+ − r−) (r2+ + ar+ + b)

=
1

F ′(r+)
, (3.33)

c− =
2mr3− − Am2

(r− − r+) (r2− + ar− + b)
=

r4−
(r− − r+) (r2− + ar− + b)

=
1

F ′(r−)
, (3.34)

c1 =−
−2a2mr−r+ + aAm2 − 2abmr− − 2abmr+ + Am2r− + Am2r+

(r2+ + ar+ + b) (r2− + ar− + b)

− 2bmr−r+ − 2b2m

(r2+ + ar+ + b) (r2− + ar− + b)
,

(3.35)

c2 =−
a2Am2 + aAm2r− + aAm2r+ − 2abmr−r+ − Abm2 + Am2r−r+

(r2+ + ar+ + b) (r2− + ar− + b)

+
2b2mr− + 2b2mr+

(r2+ + ar+ + b) (r2− + ar− + b)
.

(3.36)
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This leads to

r∗(r) = r + c+

∫
dr

r − r+
+ c−

∫
dr

r − r−
+ c1

∫
r + c1/c2
r2 + ar + b

dr

= r + c+ log |r − r+|+ c− log |r − r−|

+
c1
2

∫
(2r + a) + (2c1/c2 − a)

r2 + ar + b
dr

= r + c+ log |r − r+|+ c− log |r − r−|

+
c1
2
log
(
r2 + ar + b

)
+ (2c1/c2 − a)

∫
dr

(r + a/2)2 + (b− a2/4)

= r + c+ log |r − r+|+ c− log |r − r−|+
c1
2
log
(
r2 + ar + b

)
+

(2c1/c2 − a)√
b− a2/4

tan−1

(
r + a/2√
b− a2/4

)
+K .

(3.37)

3.3.3 Investigation of the causal structure of spacetime

It is finally time to investigate the causal structure of the exterior spacetime.

The metric in spherical coordinates (t, r, θ, ϕ) reads

ds2 = −F (r) dt2 + F−1(r) dr2 + r2 dΩ2 , (3.38)

where

F (r) = 1− 2m

r
+
Am2

r4
. (3.39)

The analysis in section 3.3.1 shows that the defining function F (r) has two real

roots r±. Spacetime has thus two different Killing horizons. For m≫ mP, that

is m2 ≫ A,

r+ = 2m+O(A/m) (3.40)

is the outer horizon of the black hole and it is located in the classical region

where quantum corrections are negligible, while

r− = 3
√
Am/2 +O(A2/3/m1/3) (3.41)
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is an inner horizon and it is located inside the quantum region. A direct study

of the metric in eqs. (3.38) and (3.39) shows that r = r± are also apparent

horizons. The coordinate chart (t, r, θ, ϕ) can be used to separately cover all

spacetime regions such that 0 < r < r−, r− < r < r+, or r+ < r < +∞. In

the spacetime regions where 0 < r < r− or r+ < r < +∞ the coordinates t

and r are respectively timelike and spacelike and the metric is static, since the

Killing vector field ∂t is timelike. On the contrary, in the spacetime regions

where r− < r < r+ t is spacelike and r is timelike. Furthermore, since ∂t

becomes spacelike, these spacetime regions are homogeneous but neither static

nor stationary. The metric in eqs. (3.38) and (3.39) has coordinate singularities

in r = r± and a timelike curvature singularity in r = 0.

The Carter-Penrose diagram of the maximal extension of the quantum-

corrected Oppenheimer-Snyder model is shown in fig. 3.3. The diagram is drawn

using the global Kruskal-Szekeres coordinate chart for strongly spherically sym-

metric spacetimes introduced in chapter 2. The spacetime blocks can be labeled

in the following way:

• There are two asymptotically flat regions, a “lower” region L bounded

by a lower outer horizon and an “upper” region U bounded by an upper

outer horizon, where r+ < r < +∞.

• There are a trapped region T and an anti-trapped region A where r− <

r < r+.

• There are two interior non-trapped regions; one inner region I where

rb(τ) < r < r−, rb(τ) being the wordline of the star’s boundary, and an

interior region S bounded by the timelike curvature singularity at r = 0

where 0 < r < r−.

The bounce of the star takes place in the non-trapped interior region I. This is

consistent with the analysis of matter collapse performed in Achour et al. [107],

where it is shown that a bounce of the collapsing matter can take place only in

a non-trapped region.

The coordinate chart (t, r, θ, ϕ) can separately cover each one of the space-

time regions L, T , I, S, A, and U , with the time coordinate t going to infinity
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Figure 3.3: Carter-Penrose diagram of the quantum-corrected Oppenheimer-
Snyder model with m = 1 and A = 0.99 (Planck units). The interior of the star
is represented in gray.
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on every horizon. Retarded and advanced time null coordinates u and v can be

defined as

u = r∗ − t, (3.42)

v = r∗ + t, (3.43)

where the explicit expression of the tortoise coordinate r∗(r) is given in eq. (3.37).

Notice that the definition of the coordinate u in this chapter differs by a global

sign with respect to the one used in the previous chapters. This convention

greatly simplifies later formulas. The exterior metric in eq. (3.38) in ingoing

Eddington-Finkelstein coordinates (v, r, θ, ϕ) reads

ds2 = −F (r) dv2 + 2dv dr + r2 dΩ2. (3.44)

The advanced time coordinate v is well behaved on all the horizons that are

represented as 45◦ lines in the Carter-Penrose diagram, but it goes to infinity

on the others. The ingoing Eddington-Finkelstein coordinate system is then

able to simultaneously cover either regions L, T, I, or regions S, A, or region U .

Analogously, the metric outgoing Eddington-Finkelstein coordinates (u, r, θ, ϕ)

reads

ds2 = −F (r) du2 + 2du dr + r2 dΩ2, (3.45)

and the retarded time coordinate u is well behaved on all the horizons that

are represented as −45◦ lines in the Carter-Penrose diagram, but it goes to

infinity on the others. Outgoing Eddington-Finkelstein coordinates can be used

to simultaneously cover either regions U, A, I, or regions S, T , or region L.

The metric in the double-null coordinate system (u, v, θ, ϕ) becomes

ds2 = F (r) du dv + r2 dΩ2 , (3.46)

where the function r = r(u, v) is implicitly defined by

2r∗(r) = v + u. (3.47)

One of the two null coordinates is ill-defined on each horizon, and this coordi-
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nate system does not improve the spacetime coverage of the coordinate system

(t, r, θ, ϕ).

For the construction of the next section, it is convenient to choose v = 0 as

the advanced time in which the star’s boundary enters the lower outer horizon

r+ and u = 0 as the retarded time in which the star’s boundary exits the upper

outer horizon r+. That is: the origin of the advanced time in L is determined

by the moment the star collapses into its own outer horizon forming a black

hole and the origin of the retarded time in U is determined by the moment the

star emerges from its own outer horizon ending the white hole.

3.3.4 Shock waves

Given the simplicity of the classical Oppenheimer-Snyder metric in Painlevé-

Gullstrand coordinates (see eqs. (1.76) and (1.77)), it is natural to study also the

quantum-corrected geometry in the same coordinates. Let us see what happens.

The interior metric can be easily written in Painlevé-Gullstrand coordinates by

performing the coordinate transformation r = a(t) r̃, where a(t) is now the

quantum-corrected scale factor. For the metric in the exterior of the star, it

is sufficient to know that the differential of the Painlevé-Gullstrand coordinate

time tPG satisfies the relation

dtPG = dt−
√
1− F
F

dr . (3.48)

The full spacetime metric can then be written as

ds2 = − dt2PG +
(
dr +N r(tPG, r) dtPG

)2
+ r2 dΩ2 , (3.49)

where

N r(tPG, r) =


− 6r(t0,PG−tPG)

9(t0,PG−tPG)2+A
r ≤ rb(tPG)√

1− F (r) r > rb(tPG)

(3.50)

and

rb(tPG) =

(
9m(t0,PG − tPG)2 + Am

2

)1/3

. (3.51)
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This is exactly the metric found in Kelly et al. [132, 134] by separately studying

the quantum corrections to the interior and the exterior metrics directly in

Painlevé-Gullstrand coordinates. This proves the overall consistency of the

quantum-corrected Oppenheimer-Snyder model.

There is a problem, however. The function N r(tPG, r) in eq. (3.50) becomes

discontinuous for tPG > 0. This is immediately seen from the fact that the

expression valid in the interior of the star changes sign after the bounce while

the expression valid outside the star does not. In Kelly et al. [112, 134] this

discontinuity was tentatively interpreted as a physical discontinuity of the grav-

itational field and it was argued that a shock wave must form as a consequence

of it.

We have however now all the ingredients to clarify the reason for the discon-

tinuity of the function N r(tPG, r). Consider the exterior vacuum region defined

by eqs. (3.38) and (3.39) in the absence of the star. The Carter-Penrose diagram

of this spacetime is given in fig. 3.4. The Painlevé-Gullstrand coordinate time

tPG is the proper time of radially free-falling observers that start at rest at infin-

ity. In Schwarzschild spacetime, such observers all hit the spacelike singularity

inside the black hole. But this is no longer the case in the quantum-corrected

exterior metric. In the latter, the trajectories of free-falling observers starting

at rest at infinity satisfy

ṙ2 = 1− F (r) . (3.52)

All these trajectories have a turning point at ṙ =
√
1− F = 0, which is solved by

r = rM (see eq. (3.4)). This means that instead of hitting the timelike curvature

singularity in the interior of the black hole, radially free-falling observers reach

a minimum distance from it at r = rM and then bounce back out of the hole in

a second future asymptotically flat region. A few of these trajectories, together

with the constant tPG surfaces at the time of their turning point, are plotted in

fig. 3.4.

From this discussion, it is clear that the Painlevé-Gullstrand coordinates

cannot cover the vacuum spacetime region at r < rM . The Painlevé-Gullstrand

coordinate time tPG is the proper time of the radially free-falling observers
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Figure 3.4: Carter-Penrose diagram of the spacetime defined by eqs. (3.38)
and (3.39) in the absence of the star with m = 1 and A = 0.99 (Planck units).
The trajectories of three different radially free-falling observers are plotted in
green and the constant tPG surfaces at the time of their turning point are plotted
in Orange. The blue line represents the turning-point surface r = rM .
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and none of these observers penetrates inside the r = rM surface: there is no

Painlevé-Gullstrand coordinate time tPG inside the region at r < rM . This

is consistent with the expression of the quantum-corrected metric in Painlevé-

Gullstrand coordinates given in eqs. (3.49) and (3.50). In fact, sinceN r(tPG, r) =√
1− F (r), the metric is well defined only for 1− F (r) > 0, which is

r > rM . (3.53)

This same constraint was found in Kelly et al. [132] during the construction

of the quantum-corrected vacuum exterior region from loop quantum gravity

first principles. This constraint was interpreted as a physical property of the

quantum-corrected spacetime. The discussion above shows that it is an artifact

of the specific coordinate system employed.

In fact, this is a general phenomenon. As pointed out in Faraoni and Va-

chon [135], the Painlevé-Gullstrand coordinates fail wherever the Misner-Sharp

mass of the spacetime is negative, as is precisely the case in the metric defined

by eqs. (3.38) and (3.39) for r < rM .

Furthermore, fig. 3.4 clearly shows that the Painlevé-Gullstrand coordi-

nates do not cover the full spacetime region traversed by the radially free-

falling observers, and hence also by the boundary of the star in the quantum-

corrected Oppenheimer-Snyder model, but only the spacetime region they cover

before their turning point. There is then no hope for the Painlevé-Gullstrand

coordinates to provide a global coordinate patch for the quantum-corrected

Oppenheimer-Snyder model, as instead they do in the classical case.

Consider then the interior geometry of the star. The coordinate tPG is the

proper time of observers moving at constant comoving radial coordinate r̃, which

in the area coordinate r becomes

r(tPG) ∝ a(tPG) . (3.54)

This means that the time coordinate tPG in the interior region is well adapted

to bouncing observers, with tPG = const. surfaces adapted to infalling observers

for tPG < 0 and to outgoing observers for tPG > 0. So, while the exterior tPG
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Figure 3.5: Carter-Penrose diagram of the quantum-corrected Oppenheimer-
Snyder spacetime with m = 1 and A = 0.99 (Planck units) and with different
surfaces tPG = const. shown.



110 3. The black-to-white hole spacetime

coordinate is only adapted to infalling observers, the interior one is adapted to

bouncing observers. This generates a discontinuity in the tPG = const. surfaces

at the star’s boundary for tPG > 0, as it can be clearly seen from fig. 3.5. This

in turn generates the discontinuity in the metric in eqs. (3.49) and (3.50). This

shows that the metric of the quantum-corrected Oppenheimer-Snyder model

does not have any discontinuity and no shock wave ever forms.

Interestingly, although shock waves do not form in an Oppenheimer-Snyder

model, a recent investigation by Fazzini et al. [136] seems to suggest that this is

no longer true in more general collapse scenarios where the interior of the star

is modeled using the Lemâıtre-Tolman-Bondi spacetime. So shock waves might

be a general feature of more realistic gravitational collapse models.

3.4 Region B: The physics of the horizon

The spacetime of the quantum-corrected Oppenheimer-Snyder model repre-

sented in fig. 3.3 takes into account the quantum physics of regions A and

C . The quantum physics of region B is still missing. As a consequence, this

spacetime cannot be a realistic approximation of the global structure of the

spacetime of a black hole because as soon as the Hawking evaporation process

is taken into account, the lifetime of the black hole as seen from the lower asymp-

totically flat region L becomes finite. This is incompatible with the geometry

of fig. 3.3, where this lifetime is infinite.

As discussed in section 1.2.4, the dynamics of the horizon at the end of

the evaporation process is governed by quantum gravity. The quantum physics

of regions A and C consistently points towards a transition of the black hole

geometry into a white hole geometry. The most natural scenario for region

B compatible with this physics is the existence of a non-vanishing probability

for the geometry around the black hole horizon to tunnel into the geometry

around a white hole horizon via a local process within a single asymptotic

region [43, 121–124]. The computation of the probability for this transition

will be performed in the next chapter. A naive analogy with non-relativistic

quantum tunneling suggests that the tunneling probability could be of order
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exp
(
−m2/ℏG

)
= exp

(
−m2/m2

P

)
. If so, the transition probability would be

highly suppressed until the very last phases of the black hole evaporation, where

m ∼ mP, and the tunneling physics specified below describes the tunneling

geometry at the end of the evaporation. If instead the transition probability

is not so suppressed at larger m, the tunneling may happen earlier (a heuristic

argument in favor of a shorter timescale is given in Haggard and Rovelli [43,

137]).

Notice however that even if we entirely disregard the evaporation process

and the consequent decrease of m with time, any non-zero transition probabil-

ity implies anyway that sooner or later the tunneling happens, because small

probabilities pile up with time, as in ordinary radioactivity. So the inclusion of

the evaporation process in the analysis should not alter the resulting qualitative

picture. For this reason in the following we neglect the evaporation process and

we make no assumption about the transition probability of the tunneling, which

can be arbitrarily small.

In this section, we construct the spacetime describing the tunneling of the

horizon. We do so starting from the quantum Oppenheimer-Snyder spacetime

in fig. 3.3, cutting away the part of spacetime that is not consistent with the

existence of a transition of the horizon, inserting a new spacetime region in

which the quantum tunneling takes place, and gluing some resulting boundaries.

This whole construction will be carried out using hand-drawn Carter-Penrose

diagrams instead of computer-generated ones. Although the latter ones are more

rigorous, hand-drawn diagrams allow us to convey the desired information in a

fast and effective way without obsessing over detail.

Let us start by fixing three constants rα, rβ and rδ with the dimension of a

length and satisfying rα < r− < r+ < rδ < rβ. We shall also use δ ≡ rδ−r+ > 0.

The geometry we are going to define is thus based on these four parameters in

natural units: m, rα, rβ, rδ (plus A ∼ m2
Pl = ℏG that determines a scale). We

are particularly interested in the regime where rα is close to r−, and rβ (and so

rδ) is close to r+.

In region I, consider the t = const. surface containing the bounce point of

the star (see fig. 3.6). On this surface, let α be the point with radial coordinate
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Figure 3.6: Qualitative Carter-Penrose diagram of spacetime showing the points
(two-spheres) α, βL, σL. In blue, the surface t = 0 and its intersection with
v = 0. In red, the worldline of an observer at a constant distance.

rα (the first of the parameters for the geometry we are constructing). Let vα

be the advanced time of α. This is going to be the advanced time at which the

horizon transition begins. It is a simple exercise to express vα as a function of

rα. First, we have to determine the advanced time vb of the bounce point of the

star. This can be determined from a standard calculation in general relativity

and it is of order m. The t coordinate of the star’s bounce is then

t = vb − r∗(rb), (3.55)
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and since α is on the same t surface, we also have

t = vα − r∗(rα). (3.56)

The two relations imply

vα = vb + r∗(rα)− r∗(rb), (3.57)

which does not depend on the undetermined integration constant of r∗(r) in I.

If rα approaches r−, the advanced time vα can be arbitrarily long, as r∗ diverges

in r−. We are particularly interested in this regime, where the time from the

collapse of the star to the onset of the horizon tunneling can be arbitrarily long.

The radial coordinate rα is going to be the maximum radius on the t = const.

surface in region I for which the metric constructed in section 3.3 is a good

approximation of the spacetime of a black hole.

Next, observe that all constant-t time surfaces in the L region intersect the

line v = 0 outside the outer horizon. Recall in fact that v = 0 is the advanced

time of the point where the boundary of the star enters the outer horizon. We

insist on this detail because it is a counter-intuitive feature of classical general

relativity. The later the time t, the closer to the horizon the constant-t surface

intersects v = 0. Consider the constant time surface that intersects v = 0 at

the radius rδ = r+ + δ (the second of the parameters that we introduce). An

arbitrarily small δ determines an arbitrarily late t. Later on, this time t will

determine the reflection surface under time inversion. Without loss of generality,

we can call this surface t = 0, because this simply amounts to fixing once and

for all the integration constant of r∗(r) in region L, and representing it in a

qualitative Carter-Penrose diagram of spacetime as in fig. 3.7. Explicitly, the

intersection has coordinates v = t = 0 and r ∼ 2m + δ. Therefore eq. (3.43)

fixes r∗(rδ) = 0.

Consider then the point βL with radius rβ (the third parameter we introduce)

on the t = 0 surface. Let vβ be its advanced time. We assume that the constants

we have introduced are such that vβ > vα. Given rα and rβ, this is always

possible by taking δ small enough. We are particularly interested in the regime
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Figure 3.7: The blue line is the boundary of the region that is excised because it
is not a good approximation of the spacetime of a physical black hole. The two
horizontal portions of the blue line are identified; the excised region is replaced
by a non-singular geometry.
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in which rβ is close to r+. Since rβ > rδ = 2m + δ > r+, this means that

δ must be small. Let σL be the intersection of the past outgoing radial null

geodesic originating in βL and the past ingoing radial null geodesic originating

in α. These null geodesics are represented as dashed lines in fig. 3.6 and as blue

lines in fig. 3.7.

The above construction in the regions L, T, I can be repeated symmetrically

in the upper regions U,A, I. See fig. 3.7. By symmetry, the retarded time

coordinate u of α in the upper region is uα = vα. We consider a constant-t

surface in the upper region U as well, which we can call t = 0 by fixing the

integration constant of r∗(r) in region U , and a point βU with radius rβ. Its

retarded time is uβ = vβ.

With these definitions in place, we now come to the key point of the con-

struction. We excise from the spacetime the entire region surrounded by the

blue line in fig. 3.7. We identify βL with βU and the (t = 0, r > rβ) surface

in the lower asymptotic region with the (t = 0, r > rβ) surface in the upper

asymptotic region. The gluing is possible since these are isometric surfaces

with vanishing extrinsic curvature in the two isometric outer regions. Call B

the spacetime diamond defined by α, β ≡ βL = βU , σL, and σU , and discard

any previous information about the metric inside B. The resulting spacetime is

the black-to-white hole spacetime we were looking for and it has the qualitative

Carter-Penrose diagram depicted in fig. 3.8.

The geometry outside the B region depicted in fig. 3.8 is everywhere locally

isomorphic to the geometry in the exterior of the blue lines depicted in fig. 3.7,

but the two are not globally isomorphic. The interior region S bounded by

a timelike singularity discovered in the spacetime constructed in section 3.3 is

not present in the black-to-white hole spacetime. There is a unique asymptotic

region in the exterior of both black and white holes. As we shall see below, a

non-singular metric can be assigned to the region B. This will be done below,

in Section 3.7.
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Figure 3.8: Qualitative conformal diagram of the black-to-white hole spacetime.

3.5 Physical interpretation and large scale ge-

ometry

Let us pause to discuss the physical interpretation and the logic of this con-

struction and of the new parameters introduced. The advanced-time vα is the

time at which the horizon transition is triggered. The radial coordinate rα,

which is uniquely specified by vα and vice versa, is the maximum radius on the

t = const. surface in region I containing the bounce point of the star for which

the metric constructed in section 3.3 is a good approximation of the spacetime

of a black hole. The radial coordinate rσ is the maximum radius on the v = vα

surface for which the quantum physics of the horizons is non-negligible. The

metric constructed in section 3.3 is not a good approximation of the spacetime
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of a black hole in the future lightcone of σL, because it neglects the possibility

of tunneling. Since the black-to-white hole spacetime has a unique asymptotic

region, the metric constructed in section 3.3 must not be a good approximation

of the spacetime of a real black hole also in the future of some surface reaching

spacelike infinity in the lower region L. This is the t = 0 surface identified by

δ which intersects the outgoing component of the future light cone of σL in βL.

The radius rσ is completely specified once rα and rβ are given.

Let’s now consider the features of this geometry that can be measured at

a large radius. At first sight, since the geometry at a large distance from the

hole is the Schwarzschild geometry, one might think that the only parameter

measurable at a large distance is the mass m, but this is wrong.

Consider an observer that remains at distance R ≫ 2m from the hole.

Consider their proper time T between their v = 0 advanced time and their

u = 0 retarded time (that is from the advanced time in which the star enters

its horizon and the retarded time in which the star exits it). Their worldline

is shown in red in fig. 3.9. By symmetry, T is twice the proper time along

this worldline between the v = 0 advanced time and the t = 0 surface, namely

the proper time of the worldline in red in fig. 3.6. This is approximately the

negative t-coordinate tR of the observer at v = 0, that is

T/2 ∼ −tR = r∗(R)− v = r∗(R). (3.58)

For R≫ m≫ mP, recalling that we have fixed r∗(rδ) = 0, we have

r∗(R) ∼ R + 2m ln(R− 2m)− 2m ln δ. (3.59)

Using this,

T ∼ 2R + 4m ln(R− 2m)− 4m ln δ. (3.60)

The first two terms of this expression depend on R. Not so the last term

T ≡ −4m ln δ. (3.61)

This is independent from the observer and is large and positive when δ is small.
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Figure 3.9: In red is the worldline of an observer moving at a constant distance
R ≫ 2m in the qualitative Carter-Penrose diagram of the black-to-white hole
spacetime.

This means that δ can be measured by comparing the proper times of two

distant observers.

Let’s see this more explicitly since it is a key point. The first term in

eq. (3.60), namely 2R, is the travel time of light from an observer at radius

R to the center and back, in flat spacetime. The second (logarithmic) term

is a relativistic correction to this travel time in the Schwarzschild geometry.

This can be seen by comparing T with the corresponding proper time T ′ of a

second distant observer at a constant radius R′ satisfying R ≫ R′ ≫ 2m. The
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difference between these proper times is

T − T ′ ∼ 2R− 2R′ + 2m ln(R− 2m)− 2m ln(R′ − 2m)

∼ R + 2m ln(R− 2m), (3.62)

which shows that the first two terms in eq. (3.60) simply account for the back

and forward travel-time of light and they are not related to the actual lifetime

of the hole.

The quantity T is, therefore, a parameter that can be measured from a

distance and characterizes the intrinsic duration of the full process of formation

of the black hole, tunneling into a white hole, and dissipation of the white hole.

We can therefore properly call the quantity T the duration of the bounce, or

“bounce time”. We have thus found the geometrical interpretation of δ in terms

of the total bounce time T :
δ = e−

T
4m . (3.63)

Notice that δ, unlike rα and rβ and in spite of being small, is a macroscopic

parameter. Namely, it is a parameter of the global geometry that can be de-

termined by measurements at a large distance from the hole. The gluing of the

upper and lower regions in fig. 3.7 introduces this global parameter, in the same

manner in which gluing two portions of flat space can introduce the radius of

a cylinder: a global parameter not determined by the local geometry. The two

other parameters rα and rβ determine only the location of the B region, with-

out affecting the observations at large distances. Large distance observations

are therefore determined by two parameters only: the mass m of the star and

δ, or the bounce time T = −4m ln δ.

3.6 Global coordinate chart for the black-to-

white hole spacetime

Using eqs. (3.43) and (3.47) the advanced time coordinate v can be defined

everywhere except for the region specified by v ∈ [vα, vβ] and u ∈ [ustar(v), uα],



120 3. The black-to-white hole spacetime

α β

vβ

vα

uβ

uα

0

0

Figure 3.10: In red, the region defined by v ∈ [vα, vβ] and u ∈ [ustar(v), uα]. In
blue, the region defined by u ∈ [uα, uβ] and v ∈ [vstar(u), vα].

where ustar(v) represent the wordline of the boundary of the star in (u, v) coordi-

nates. This region is depicted in red in fig. 3.10. If we continue the v coordinate

into this red region, it diverges on the two horizons. Similarly, the u coordinate

is well defined everywhere except for the region specified by u ∈ [uα, uβ] and

v ∈ [vstar(u), vα], represented in blue in fig. 3.10. In this section, we construct a

regular global coordinate chart for the entire spacetime outside region B (and

outside the star). This will also allow us to write a regular and non-singular

metric inside region B in the next section.

Starting from the coordinate v, introduce a smooth function f(v) such that

f(v) = v for v < vα and v > vβ, while for v ∈ [vα, vβ] the function f(v) ranges

in [vα,∞) ∪ (∞,−∞) ∪ (−∞, vβ], diverging logarithmically in two points, that
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we call v+ and v−. Specifically, let

f(v) = v +R(v) (3.64)

where R(v) = 0 outside the interval v ∈ [vα, vβ], and in this interval is defined

as

R(v) = 2h(v)
(
c+ log |v − v+|+ c− log |v − v−|

)
, (3.65)

with vα < v− < v+ < vβ and c± = 1/F ′(r±). The constants c± are the same

that multiply the divergent logarithms in the expression of r∗(r) in eq. (3.37).

The function h(v) can be chosen to be any function that transitions smoothly

between h(vα) = h(vβ) = 0 and h(v−) = h(v+) = 1. A simple example rep-

resented in fig. 3.11 is h(v) = 0 for v < vα and v > vβ, h(v) = g↑(v, vα, v−) for

v ∈ [vα, v−], h(v) = 1 for v ∈ [v−, v+], and h(v) = g↓(v, v+, vβ) for v ∈ [v+, vβ],

where g↑↓(X, a, b) are the transition functions defined in chapter 2.

We then define a new v coordinate in the red region by

f(v) = 2r∗(r)− u , (3.66)

instead than eq. (3.43). The coordinate v defined in this way covers the red

region in its range v ∈ [vα, vβ] and matches with the v coordinate defined

elsewhere. Notice that 2r∗(r) − u diverges on the horizons, but v, so defined,

does not: on the horizons it takes the finite values v− and v+. Hence u and

(this newly defined) v are finite and smooth coordinates in the red region. For

v to be a good coordinate for the region, we also need to check that the metric

is well-defined there. This can be done as follows.

The line element in the red region reads

ds2 = F (r(u, v))f ′(v) du dv + r2(u, v) dΩ2. (3.67)

Near the horizon r = r± the function F (r) has a zero of the form r − r±

while f ′(v) diverges as the derivative of the logarithm, namely 1/(v − v±). In
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Figure 3.11: Plot of the smooth transition function h(v).
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Figure 3.12: Plot of the function f(v) defined in eqs. (3.64) and (3.65).
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particular, the guv component of the metric behaves as

guv =
F (r)f ′(v)

2
∼ r − r±
v − v±

(3.68)

near the horizon r = r±. Let us now study the transformation in eq. (3.66)

around the horizons. For r ∼ r±, eq. (3.37) gives

r∗(r) ∼ c± log |r − r±|+ µ1 , (3.69)

with

µ1 =r± + c∓ log |r± − r∓|+
c1
2
log
(
r2± + ar± + b

)
+

(2c1/c2 − a)√
b− a2/4

tan−1

(
r± + a/2√
b− a2/4

)
+K .

(3.70)

If v ∼ v±, then eqs. (3.64) and (3.65) give

f(v) ∼ 2c± log |v − v±|+ µ2 , (3.71)

with

µ2 = c∓ log |v± − v∓|. (3.72)

This means that near the horizon r = r± eq. (3.66) reads

2c± log |v − v±|+ µ2 − 2c± log |r − r±| − 2µ1 ∼ u , (3.73)

namely
r − r±
v − v±

∼ e
− 2µ1−µ2

2c± e
− u

2c± . (3.74)

The metric component guv, and so the complete metric, is thus well-behaved

around the horizons.

The same construction can be performed in the symmetric blue region.

Given the values u± ≡ v±, and remembering that uα = vα and uβ = vβ by
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construction, we define a new u coordinate in the blue region by

f(u) = 2r∗(r)− v , (3.75)

where the function f is given in eqs. (3.64) and (3.65). The coordinate u defined

in this way covers the blue region in its range u ∈ [uα, uβ] and matches with the

u coordinate defined elsewhere. The line element in the blue region reads

ds2 = F (r(u, v))f ′(u) du dv + r2(u, v) dΩ2 (3.76)

and it is well behaved everywhere. This completes the construction of a global

coordinate chart for the black-to-white hole spacetime.

Summarizing, the line element of the black-to-white hole spacetime in this

global double-null coordinate system (u, v, θ, ϕ) is given by

ds2 = g(u, v) du dv + r2(u, v) dΩ2. (3.77)

In the white regions of fig. 3.10, namely where

u ∈ [uβ,+∞) and v ∈ [vstar(u),+∞) , (3.78)

u ∈ [ustar(v),+∞) and v ∈ [vβ,+∞) , (3.79)

u ∈ [ustar(vα), uα] and v ∈ [vstar(u), vα] , (3.80)

we have

g(u, v) = F (r(u, v)) (3.81)

and the radius r(u, v) is implicitly given by

2r∗(r) = v + u . (3.82)

In the red region specified by

u ∈ [ustar(v), uα] and v ∈ [vα, vβ] , (3.83)
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we have

g(u, v) = F (r(u, v))f ′(v) (3.84)

and the radius r(u, v) is implicitly given by

2r∗(r) = f(v) + u = v + u+R(v). (3.85)

In the blue region specified by

u ∈ [uα, uβ] and v ∈ [vstar(u), vα] , (3.86)

we have

g(u, v) = F (r(u, v))f ′(u) (3.87)

and the radius r(u, v) is implicitly given by

2r∗(r) = v + f(u) = v + u+R(u). (3.88)

This metric is everywhere regular.

3.7 An effective metric in the B region

Can the B region be filled with an effective Lorentzian metric that joins regu-

larly with the exterior metric at their boundary? To show that the answer is

affirmative, let us now construct one such metric.

The smooth transition function g↓(X, a, b) can be used to rewrite the metric

constructed in the last section in a more compact form. Let in fact S(X) be

S(X) = g↓(X, vα, vβ). (3.89)

This allows us to write compactly (see eq. (3.77))

g(u, v) = F (r(u, v)) f(u, v) , (3.90)
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where

f(u, v) =
(
1 + S(u)R′(v)

(
)
(
(1 + S(v)R′(u)

(
) (3.91)

and r(u, v) is implicitly defined by

2r∗(r) = v + u+ S(u)R(v) + S(v)R(u) . (3.92)

The transition function S(x), so far, serves only to simplify notation: it does not

actually affect the metric, which for the moment does not cover the B region

defined by

u ∈ [uα, uβ] and v ∈ [vα, vβ] . (3.93)

To extend the metric to the B region, the idea is to simply extend eqs. (3.77),

(3.90) and (3.92) to the B region. The global coordinate system (u, v, θ, ϕ)

constructed in the last section extends naturally to this region because the

coordinate intervals of the null coordinates are the same on the opposite sides of

the diamond boundary of the B region. Furthermore, thanks to the properties

of the function R(X), the functions f(u, v) and r(u, v) defined on the whole

black-to-white hole spacetime (outside the star) join regularly at the boundary

of the region B.

Equations (3.77), (3.90) and (3.91) can then be used to extend the metric to

the complete black-to-white hole spacetime outside the star, thus providing an

(arbitrary) effective Lorentzian metric describing the interior of the region B.

3.8 Spacetime horizons

Finally, we study the structure of the horizons defined by the Lorentzian metric

we have constructed in the region B.

There are no event horizons: the past of future null infinity is the entire

spacetime.

There are no global Killing horizons. This is due to the fact that the local

Killing symmetry is broken in the B region (and in the star). This can be

shown as follows. The norm |ξ| of a Killing field ξ is conserved along its own
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Figure 3.13: One of the possible qualitative behaviors of the apparent horizons.

integral lines because the Lie derivative Lξ|ξ| = Lξ(gabξ
aξb) vanishes, as the Lie

derivative of each factor does. Take one of the Killing horizons outside region

B, say u = u±. It is a null integral line of the Killing field. If the Killing

symmetry was respected in B, its integral line would remain null. So, it would

follow the radial null geodesic. The radial null geodesic is u = const., so the

Killing horizon would have to continue to the outer region through region B.

But it does not. Hence, the Killing symmetry is broken inside the B region and

there is no global Killing horizon.

This is comprehensible physically: what happens inside the B region is a

quantum tunneling, and a tunneling breaks stationarity. This, by the way, is

why calculations that impose a global Killing symmetry outside the star miss

the possibility of the tunneling.

The horizons in the red and blue regions are however not only local Killing
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Figure 3.14: One of the possible qualitative behaviors of the surfaces of constant
radius.

horizons, but also apparent horizons. That is, they separate trapped, non-

trapped, and anti-trapped regions. These regions can be characterized by the

causal character of the r = const. surfaces, which are timelike in the non-trapped

regions and spacelike in the trapped and anti-trapped regions. By continuity,

the apparent horizons must continue inside the B region. How?

The qualitative way they continue inside B follows from a topological con-

sideration. The overall spacetime is symmetric under a past-future flip. Call Σ0

the u = v reflection surface. By reflection symmetry, the r = const. surfaces can

only be either parallel or orthogonal to Σ0. Outside region B they are clearly

orthogonal to Σ0, both in the asymptotic exterior region and in the interior

region where the star’s bounce takes place. By continuity, since the r = const.

surfaces cannot jump from orthogonal to parallel to Σ0, they must be (almost)

everywhere orthogonal to Σ0, also inside region B. Given that only timelike
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surfaces can be orthogonal to Σ0, the internal non-trapped region is expected

to be connected to the external one through the region B. A possible way for

this to happen is that the apparent horizons qualitatively behave as in fig. 3.13,

making sure that the trapped and anti-trapped regions are compact and do not

share a finite boundary. The surfaces of constant radius would then have the

qualitative form represented in fig. 3.14.





131

Chapter 4

Spin foam framework for the black-

to-white hole transition

A version of this chapter has been published in Physical Review D

as

F. D’Ambrosio, M. Christodoulou, P. Martin-Dussaud, C. Rovelli

and F. Soltani. “End of a black hole’s evaporation”. Phys. Rev. D

104 (2021), 066015. DOI: 10.1103/PhysRevD.103.106014. Copy-

right © 2021 by American Physical Society. All rights reserved.

F. Soltani, C. Rovelli and P. Martin-Dussaud. “End of a black

hole’s evaporation. II”. Phys. Rev. D 103 (2021), 106014. DOI:

10.1103/PhysRevD.104.066015. Copyright © 2021 by American

Physical Society. All rights reserved.

4.1 Introduction

A concrete spacetime for the black-to-white hole transition has been proposed

in chapter 3. The constructed metric describes the entire spacetime except for

the quantum region B, where the black hole horizon undergoes a tunneling

transition. Although the same construction can be used to naturally assign a

non-singular metric also to region B, the latter is ultimately a deep quantum

region whose physics must be investigated using a fully-fledged non-perturbative

https://www.doi.org/10.1103/PhysRevD.103.106014
10.1103/PhysRevD.103.106014.
https://www.doi.org/10.1103/PhysRevD.104.066015
10.1103/PhysRevD.104.066015.
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quantum theory of the gravitational field. The covariant formulation of loop

quantum gravity introduced in section 1.3.3 is the perfect tool for the job. The

transition amplitude for the entire quantum region, that is the entire dark grey

region in fig. 3.1, was first roughly estimated using covariant loop quantum

gravity in Christodoulou et al. [122, 138, 139]. In this chapter, we use the

covariant formulation of loop quantum gravity to begin a more refined study of

the physics of region B alone.

In order to use the spin foam formalism to investigate the physics of region

B, the latter needs to be properly discretized. There is no unique or right

way to perform the discretization. However, in order to get simpler and clearer

calculations throughout the spin foam analysis it is particularly useful to pre-

serve as many symmetries as possible during the procedure. The choice of the

boundary for the B region, together with its intrinsic and extrinsic geometry,

is given in section 4.2. The discretization of this boundary is then performed

in section 4.3. Section 4.4 is devoted to the construction of the two-complex C
that discretizes the B region. This two-complex is dual to a cellular complex

which is not a four-dimensional triangulation. This choice has the advantage

of providing a relatively simple discretization that respects the symmetries of

the problem. Finally, the explicit expression of the transition amplitude for the

black-to-white tunneling of the horizon is given in section 4.5.

4.2 The boundary of the B region

The starting point for the spin foam computation performed in this chapter is

the black-to-white hole spacetime constructed in chapter 3. Hawking radiation

and the subsequent evaporation of the black hole have been completely neglected

in this construction. While this provides a good approximation of the qualitative

picture of spacetime, as it was argued in chapter 3, it is not clear that it provides

also a good first-order approximation of the quantitative physics of region B,

where Hawking radiation may very well be quite intense. However, for lack of

a better model, we’ll content ourselves to investigate the physics of region B in

the absence of Hawking radiation.
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Furthermore, as discussed in section 1.2.5, the onset of quantum gravita-

tional effects in the three quantum regions A , B, and C is triggered by dif-

ferent physical phenomena in causally disconnected regions of spacetime. It

should then be possible to study them independently from each other. We will

then use this freedom to approximate the geometry around region B when the

horizon transition is triggered by a Schwarzschild metric, up to the existence of

a minimum radius rα in the interior of the black hole in order to be consistent

with the interior physics of region A .

4.2.1 Choice of the boundary

The idea to define a boundary for the B region is to first surround it with a

diamond-shaped null surface Σ in the Carter-Penrose diagram of spacetime (like

in fig. 3.8), that is a diamond null surface times a two-sphere in spacetime, and

then, since an appropriate boundary for computing transition amplitudes must

be spacelike, to slightly deform Σ into a spacelike surface. This surface will

then be the Heisenberg cut we choose, namely the surface we shall take as the

boundary between the quantum and the classical regions.

We want now to concretely specify Σ and compute its intrinsic and extrinsic

geometry. Since Hawking radiation has been neglected, the B region must

be time-reversal invariant. The surface Σ can consequently be seen as the

union of two surfaces, a past one Σp and a future one Σf , equal up to time

reflection, Σ = Σp∪Σf . Here, the labels p and f stand for past and future, and

later on we shall also use the index t = {p, f} (hence Σt) where t stands for

time. Accordingly, we only need to study the past boundary Σp, as the future

boundary Σf is determined by symmetry.

The metric around the B region is taken to be well approximated by the

Schwarzschild metric up to the existence of a minimum radius rα in the interior

of the black hole in order to be consistent with the interior physics of region

A . The past boundary Σp is then contained in regions I and II of the Carter-

Penrose diagram of Schwarzschild spacetime in fig. 1.2. Since these regions can

be simultaneously covered by the ingoing Eddington-Finkelstein coordinates, we
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Figure 4.1: The past portion of the boundary surface.

can use these coordinates to define Σp. The line element in these coordinates

reads

ds2 = − (1− 2m/r) dv2 + 2dr dv + r2 dΩ2, (4.1)

and the Schwarzschild time coordinate t is related to the ingoing Edding-

ton–Finkelstein coordinates by

t = v − r∗ = v − r − 2m ln |r/2m− 1| (4.2)

or

dt = dv − dr

(1− 2m/r)
. (4.3)

The null past diamond boundary can be defined in the Carter-Penrose dia-

gram of spacetime as follows. Let Sout be a point (a two-sphere in spacetime)

outside the horizon at advanced time v+ and Schwarzschild time t = 0. Let

Sin be a point inside the horizon at advanced time v− < v+ and Schwarzschild

radius r− = rα. The null past diamond boundary is taken to be the union of

the outgoing past radial light cone of Sout and of the ingoing past radial light



4.2. The boundary of the B region 135

cone of Sin from their intersection upward. See fig. 4.1.

Note that the presence of a minimum finite radius rα in the construction

fixes the value r− of the Schwarzschild radius of the point Sin consistently

with the physics of region A discussed in chapter 3. Furthermore, being the

Schwarzschild radius r a temporal coordinate inside the black hole, while the

radius r+ of Sout is a measure of the spatial coordinate distance of Sout from the

horizon, the radius r− = rα must not be interpreted as a measure of the spatial

coordinate distance of Sin from the horizon but as the minimal internal radius

reached by the black hole in region A .

To simplify the notation, in the following we replace the labels out and in

with the index ± = {+,−} ≡ {out, in}, e.g. S+ ≡ Sout and S− ≡ Sin.

Next, we define the spacelike past boundary Σp by slightly deforming the null

past diamond boundary while keeping fixed S+ and S−. A convenient choice of

deformation is the following one. Consider the surface Σp
− of constant Lemâıtre

time coordinate [140]

tL = t+ 2
√
2mr + 2m ln

∣∣∣∣∣
√
r/2m− 1√
r/2m+ 1

∣∣∣∣∣ (4.4)

passing by S− and the surface Σp
+ defined by

v − βr = const., (4.5)

passing by S+, for some constant β ∈ R. Let Sp be their intersection as shown

in fig. 4.1. We choose the spacelike past boundary Σp to be the union of the

portion of Σp
− between Sp and S− and the portion of Σ+ between Sp and S+.

The parameter β can be fixed by requiring the continuity of the normal to Σp

at Sp.

The spacelike future boundary surface Σf is defined to be the time-reversal

of the surface Σp and the full spacelike boundary surface Σ is then partitioned

in the four components Σp
+, Σ

p
−, Σ

f
+ and Σf

− as in fig. 4.2. The Carter-Penrose

diagram of the B region so constructed consists of two separate portions of

the Carter-Penrose diagram of Schwarzschild spacetime which are appropriately
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joined. This is the same ”cutting and pasting” first introduced in Haggard and

Rovelli [43] that was used in chapter 3 to construct the black-to-white hole

spacetime.

Figure 4.2: Qualitative Carter-Penrose diagram of the B region with the surface
Σ and its components highlighted.

4.2.2 Intrinsic and extrinsic geometry

We now need to determine the intrinsic and the extrinsic geometry of Σ. The

intrinsic geometry of Σp
+ is obtained by differentiating its defining equation

(equation (4.5)),

dv = βdr, (4.6)

and inserting the result in the line element in equation (4.1). This gives

ds2+ = β (2− β (1− 2m/r)) dr2 + r2 dΩ2. (4.7)

To find the intrinsic geometry of Σp
−, we rewrite the explicit expression of the

Lemâıtre time coordinate in equation eq. (4.4) in terms of the (v, r) coordinates.

Then we differentiate it, finding that on a constant tL surface the following
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relation is satisfied:

dv =
dr

1 +
√

2m/r
. (4.8)

Using this relation in the line element in equation (4.1), we obtain that the line

element resulting from the intrinsic metric of the Σp
− surface is

ds2− = dr2 + r2 dΩ2. (4.9)

That is, Σp
− is intrinsically flat.

Next, we want to determine the extrinsic geometry of Σ. Since the two

surfaces Σp
+ and Σp

− are both defined by constraint equations of the form C = 0,

it is easy to compute their normal 1-forms using

nµ = − ∂µC

|∂νC∂νC|1/2
. (4.10)

In Schwarzschild coordinates, the normals to the surfaces Σp
− and Σp

+ are then

given by

n−µ =

(
−1,−

√
2mr

r − 2m
, 0, 0

)
, (4.11)

n+
µ =

(
−1, β − (1− 2m/r)−1 , 0, 0

)
|β (β − 2− 2mβ/r)|1/2

. (4.12)

Demanding that the normals match on Sp, uniquely fixes the value of β to

β =
1

1 +
√

2m
rSp

. (4.13)

To deal with the extrinsic curvature of the surfaces Σp
± it is easier to express

them as systems of parametric equations xµ± = xµ±(y
a
±), where ya± are some

parameters which serve as intrinsic coordinates to the surfaces. Given a generic

surface defined by the system of parametric equations xµ = xµ(ya) for some ya,
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the tangent 1-form to the surface eµa is given by

eµa =
∂xµ

∂ya
(4.14)

and the extrinsic curvature tensor kab of the surface is

kab = eµae
ν
b∇µnν . (4.15)

Let k±ab be the extrinsic curvature of Σp
±. Then, a straightforward calculation

gives

k− ≡ k−ab dx
adxb =

√
m

2r3
dr2 −

√
2mr dΩ2 (4.16)

and

k+ ≡ k+ab dx
adxb =

mβ3/2(r(3− β) + 2mβ)√
r5(r(2− β) + 2mβ)

dr2

− r(1− β) + 2mβ√
β(2− (1− 2m/r)β)

dΩ2 .

(4.17)

This completes the computation of the geometry of the boundary of region

B. This geometry is entirely determined by four parameters: the mass m, the

Schwarzschild radii r± of the spheres S±, which by construction satisfy

r− < 2m < r+ , (4.18)

and the retarded time v = v+ − v−. The physical interpretation of these four

parameters is transparent. The mass m is the mass of the black hole. The

retarded time v is the external (asymptotic) time it takes for the transition to

happen. The radius r+ is the minimal external radius where we assume the

classical physics to be reliable. The radius r− is the minimal internal radius

reached by the black hole interior in region A . These parameters are basically

the same parameters determining the local geometry of the B region in the

black-to-white hole spacetime constructed in chapter 3. This shows that the

transition amplitude that will be computed in section 4.5 can be used as a first
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approximation of the transition amplitude of the B region in the black-to-white

hole spacetime.

4.3 The triangulation of Σ

The topology of the B region is S2 × [0, 1] × [0, 1] and the topology of its

boundary ∂B = Σ = Σp ∪ Σf is S2 × S1.

We can identify two symmetries of the geometry of Σ and one symmetry of

its topology:

• The Z2 time reversal symmetry that exchanges p and f .

• The SO(3) symmetry inherited by the spherical symmetry of the overall

geometry.

• A Z2 symmetry that exchanges the internal (minimal radius) sphere S−

and the external (maximal radius) sphere S+. This is a symmetry of the

topology, but not of the geometry, since S− and S+ have different sizes.

To find a triangulation of Σ we discretize the two spheres S− and S+ into

regular tetrahedra. This replaces the continuous SO(3) symmetry with the

discrete symmetries of a tetrahedron. In particular, we discretize each of the

two spheres S± in terms of a tetrahedron t±. We label the four vertices of each

tetrahedron as p±a where a = 1, 2, 3, 4; and the triangles bounding the tetrahedra

as L±a , where the triangle ℓ±a is opposite to the vertex p±a .

Thanks to the Z2 time-reversal symmetry, the triangulations describing Σp

and Σf must be topologically equivalent. For this reason, the same construction

can be applied to both. A convenient triangulation for Σt is the following one.

The placement of the smaller tetrahedron t− inside the bigger tetrahedron t+,

which can be chosen arbitrarily, is taken to be as in fig. 4.3 and 4.4, such that

the vertex p−a lies on the segment linking the centroid of the tetrahedron t+

(which coincides with the centroid of the tetrahedron t−) and the centroid of

the face L+
a . Then, each vertex p+a of t+ is linked to the three vertices of the

triangle L−a , creating 14 tetrahedra in total.
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Figure 4.3: The triangulation of Σt. The brown tetrahedron t− is inscribed into
the larger violet tetrahedron t+. The blue segments connect the vertices of the
two tetrahedra radially.

We call N t+
a (violet in fig. 4.4) the tetrahedron having L+

a as one of its faces

and N t−
a (brown in fig. 4.4) the tetrahedron having L−a as one of its faces. Each

of the six remaining tetrahedra (blue in fig. 4.4) is bounded by two of the N t+
a

tetrahedra and two of the N t−
a tetrahedra. Noting that the labels given to the

N t+
a and N t−

a tetrahedra are such that each of the six remaining tetrahedra is

bounded by a set of tetrahedra N t+
b , N t+

b , N t−
d , and N t−

e , with b ̸= c ̸= d ̸= e,

we can then label the six remaining tetrahedra as N t
bc ≡ N t

cb, where the labels

b and c refer to N t+
b and N t+

b . Clearly, from N t
bc one can readily trace back the

other two tetrahedra N t−
d and N t−

e .

The full triangulation of Σ is constructed identifying each L±a face of Σp

with the L±a face of Σf . This completely defines the triangulation of Σ. The

complexity of the triangulation chosen is due to the non-trivial topology of Σ and

from the computational opportunity of choosing a triangulation that respects

the symmetries of the problem.



4.3. The triangulation of Σ 141

Figure 4.4: All images represent the triangulation of Σt, but with different tetra-
hedra highlighted. In the top left no tetrahedron is highlighted (the tetrahedron
t− is in brown to remind that it is hollowed inside); in the top center the four
N t−

a are highlighted; in the top right three N t+
a out of four are highlighted; in

the bottom left three N t
ab out of six are highlighted; in the bottom center the

remaining three N t
ab are highlighted; in the bottom right two N t−

a , two N t+
a and

two N t
cd are highlighted.

4.3.1 The dual of the triangulation

In covariant loop quantum gravity one works with the dual of a cellular decom-

position of a spacetime region. More precisely, the spin foam that captures the

discretized degrees of freedom of the geometry is supported by the two-skeleton

of the dual of the cellular decomposition. The boundary of the spin foam is the

boundary spin-network, which is dual to the boundary triangulation.

The spin-network graph Γ dual to the discretization of Σ we have constructed

is illustrated in fig. 4.5. Each circle is a node of the spin-network, and represents

a tetrahedron, and each link joining two nodes represents a triangle separating

two tetrahedra. Intersections of links in this two-dimensional graph representa-

tion have no meaning.

Since the information carried by the graph of a spin-network is only in its
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Np+
aNp−

a

Nf+
aNf−

a

Np
ab

Nf
ab

L+
aL−a

Lp+
a,bLp−

a,b

Lf+
a,bLf−

a,b

t− t+

Figure 4.5: Two-dimensional representation of the graph Γ dual to the triangu-
lation of Σ.

topology, as long as the latter remains unchanged, the graph can be deformed

at will. Although the graphical representation of the dual graph Γ in fig. 4.5

is completely fine to represent the topological information of the spin-network,

it is not the best choice to manifestly represent all of its symmetries. A more

symmetrical representation is the one in figs. 4.6 and 4.7.

Although the graph Γ is quite complicated, thanks to the symmetries of the

problem it has only two kinds of nodes that are topologically distinct (using

the same label to denote dual objects): the N t±
a nodes and the N t

ab nodes. The

symmetries act by permuting the a indices and exchanging p with f or + with

−. Geometrically, the N t+
a nodes differ from the N t−

a ones, as the last symmetry

is not geometrical. For the same reasons, there are only four kinds of links up

to geometrical symmetries (two kinds up to topological symmetries). These

correspond to:

• The 4 links L+
a dual to triangles forming the discretized sphere S+.

• The 4 links L−a dual to triangles forming the discretized sphere S−. To-
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Figure 4.6: Three-dimensional representation of the graph Γ dual to the trian-
gulation of Σ. Each node is represented as a sphere colored consistently with
its dual tetrahedron in fig. 4.4.

gether with the L+
a links they connect Σp with Σf (they are the vertical

links in fig. 4.6).

• The 24 links Lt+
a,b (12 for each t) dual to the internal triangles separating

the boundary tetrahedra N t+
a (violet) from the internal tetrahedra N t

ab

(blue).

• The 24 links Lt−
a,b (12 for each t) dual to the internal triangles separating

the boundary tetrahedra N t−
a (brown) from the internal tetrahedra N t

cd

(blue) with a ̸= b ̸= c ̸= d.

Notice that in all the expressions with several indices a, b, . . . these are assumed

to be all different, that is a ̸= b and so on. Furthermore, unless two indices are

separated by a comma, the order of the indices is not relevant, and exchanging

the indices results in the same element. If two indices are separated by a comma,

exchanging the indices results in a different element.

4.3.2 Discrete geometrical data

The geometrical data that characterizes the discretized geometry are the areas

of the triangles and the angles between tetrahedra at these triangles. Hence,

the relevant boundary data for the calculation is:
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Np+
1Np−

3

Np+
2

Np−
4

Np+
4

Np−
2

Np
14 Np

12

Np
24

Np
13

Lp−
2,1

Lp−
1,2

Lp−
4,1

Lp+
3,2

Lp−
2,4 Lp−

4,2

Lp+
3,1

Lp+
1,3

Figure 4.7: Two-dimensional representation of the past component of the graph
Γ dual to the triangulation of Σ.

• The 2 areas a± of the internal and the external spheres S±, which deter-

mine the areas associated to the links L±a .

• The 2 areas A± of the triangles dual to the Lt±
a,b links.

• The 2 angles k± between Σp
± and Σf

± at the internal and external spheres,

which determine directly the angles associated with the links L±a ;

• The 2 angles K± that depend on the extrinsic curvature of Σ± and that

are associated to the triangles dual to the Lt±
a,b links. The angles in Σp

have the opposite sign of the angles in Σf .

These eight numbers cn = (a±, k±, A±, K±) depend on the continuous geom-

etry of Σ described in the previous section. Hence, they depend on the four

parameters m, r±, and v defined above. From the point of view of the dual

graph Γ, the discrete geometry consists of the assignment of an area and an

angle to each link of Γ. The area assigned to each link represents the area

of the triangle that is dual to the link and the angle assigned to each link

represents the extrinsic curvature between the two tetrahedra that share the

triangle dual to the link. This geometrical data uniquely specifies a coherent

state ψBW = ψBW

(
a±, k±, A±, K±

)
= ψBW

(
m, v, r±

)
∈ HΓ, known as extrin-

sic coherent state in the covariant loop quantum gravity literature [89], that is



4.3. The triangulation of Σ 145

peaked on the discrete classical geometry defined by
(
a±, k±, A±, K±

)
. The

boundary state ψBW ∈ HΓ is the quantum state representing the outcome of

the transition taking place in region B. Namely, it is the boundary state repre-

senting a past black hole geometry on Σp and a future white hole geometry on

Σf . This leads to the transition amplitude for the black-to-white hole transition

as:

W (m, r±, v) := W [ψBW] = W
[
ψBW

(
a±, k±, A±, K±

)]
. (4.19)

In this section, we compute the numbers cn(m, r±, v).

There is no unique or right way to assign discrete geometrical data to the

graph Γ starting from the continuous geometry of Σ. Each choice defines a

different approximation of the continuous geometry and it has its own strengths

and its own weaknesses. In this section, we will introduce a convenient set of

discrete geometrical data approximating the continuous geometry of Σ. We

will discuss the discrete geometry of the triangulation approximating Σp. The

discrete geometry of the triangulation approximating Σf is simply related to

the first one by a time reversal transformation.

First of all, the area of the spheres S± is directly determined by the radii

r±. Since the four triangles L±a bounding the tetrahedra t± that discretize the

spheres S± are equal by symmetry, we take their area a± to be one fourth of

the area of the spheres, that is

a± = πr2±. (4.20)

The side length b± of the tetrahedron t± is then trivially given by

b± =

√
4π√
3
r± . (4.21)

The line element ds2 on Σp can be written as

ds2 = f 2(r) dr2 + r2 dΩ2 , (4.22)
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where

f 2(r) = β [2− β (1− 2m/r)]

on Σp
+ (see equation (4.7)) and f 2(r) = 1 on Σp

− (see equation (4.9)). We

approximate this line element as

ds2 = α2 dr2 + r2 dΩ2 , (4.23)

where α is a constant that needs to be determined. In order to do so, let

VΣp and V α
Σp be the volume of the surface Σp whose intrinsic geometry is given

respectively by equation (4.22) and (4.23). The volume VΣp is given by

VΣp =

∫
Σt

d3x
√
| det g(3)|

=

∫
Σt

+

dr dθ dϕ r2| sin θ|
√
|β [2− β (1− 2m/r)]|

+

∫
Σt

−

dr dθ dϕ r2| sin θ|

= 4π

∫
Σt

+

dr r2
√
|β [2− β (1− 2m/r)]|

+
4π

3

(
r3Sp − r3−

)
.

The integral over Σp
+ can be computed explicitly (with computer algebra) in

the case in which β is fixed by the continuity at Sp. We do not give the explicit

expression here. The volume V α
Σp is instead given by

V α
Σp =

∫
Σt

d3x

√
| det g(3)α | =

∫
Σt

dr dθ dϕα r2| sin θ|

=
4πα

3

(
r3+ − r3−

)
.

We fix the value of α by requiring that V α
Σp = VΣp . This explicitly gives the

value of α as a function of the spacetime free parameters (m, r+, r−, β).

We can now assign discrete geometrical data to the triangulation starting

from the continuous intrinsic geometry in equation (4.23). Let us first consider
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the α = 1 case. When α = 1 the line element describes flat space and the

intrinsic discrete geometry of the triangulation is completely determined by the

side lengths b±. Let d̃
t±
p , d̃

t±
L and h̃t± be respectively the distance between the

centroid and a vertex of the tetrahedron t±, the distance between the centroid

and a face of the tetrahedron t± and the height of the tetrahedron t±. Basic

geometry shows that

d̃ t±
p =

√
3

8
b± , d̃

t±
L =

1√
24
b± , h̃t± =

√
2

3
b± . (4.24)

The height h̃N± of a tetrahedron Np±
a (they are all equal by symmetry) relative

to the base L±a can be expressed as

h̃N+ = d̃
t+
L − d̃ t−

p and h̃N− = d̃ t+
p − d̃ t−

L . (4.25)

It is then possible to define the volumes of all the tetrahedra, except the Np
ab

ones, as

ṼX =
1

3
h̃X aX , (4.26)

where X = {t+, t−, N+, N−}, at+ = aN+ = a+ and at− = aN− = a−. Finally,

the volume ṼN of a Np
ab tetrahedron (they are all equal by symmetry) is given

by

ṼN =
1

6

(
Ṽt+ − Ṽt− − 4ṼN+ − 4ṼN−

)
. (4.27)

This completely determines the intrinsic discrete geometry of the triangulation

in the flat case in terms of b±.

When α ̸= 1 the line element in equation (4.23) describes a three-dimensional

cone. We are only interested in the region of the cone in which r ∈ [r−, r+].

Hence, in this approximation, Σp turns out to be locally flat. However, it cannot

be embedded in a flat three-dimensional space in the same way in which a two-

dimensional cone cannot be embedded in a flat two-dimensional space.

Let us focus on the three-dimensional curved geometry defined by the line

element in equation (4.23). The consequence of the presence of α is simply a

stretching of the radial lengths with respect to the geometry discussed in the



148 4. Spin foam framework for the black-to-white hole transition

α = 1 case while the tangential lengths remain fixed. In analogy with the α = 1

case we can then define the following quantities:

d t±
p = α d̃ t±

p =

√
3

8
α b± , (4.28)

d
t±
L = α d̃

t±
L =

1√
24
α b± , (4.29)

ht± = α h̃t± =

√
2

3
α b± , (4.30)

hN+ = α h̃N+ = α
(
d̃
t+
L − d̃ t−

p

)
, (4.31)

hN− = α h̃N− = α
(
d̃ t+
p − d̃ t−

L

)
. (4.32)

The volumes of all the tetrahedra, except the Np
ab ones, can be then written as

VX =
1

3
hX aX =

1

3
α h̃X aX = α ṼX , (4.33)

where X = {t+, t−, N+, N−}, at+ = aN+ = a+ and at− = aN− = a−. Further-

more, since the curved counterpart of equation eq. (4.27) must still be valid, we

can write

VN =
1

6

(
Vt+ − Vt− − 4VN+ − 4VN−

)
=
α

6

(
Ṽt+ − Ṽt− − 4ṼN+ − 4ṼN−

)
= α ṼN .

(4.34)

The intrinsic discrete geometry of the triangulation is thus completely deter-

mined in terms of b± and α.

We are interested in the value of the areas A± of the triangles dual to the

Lt±
a,b links. These values are given by

A± =
1

2
b±h± , (4.35)
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Figure 4.8: Definition of the angle k+

where h± is the height of the triangles dual to Lt±
a,b relative to b±. Basic geometry

shows that

h± =

√
h2N± +

1

12
b2± . (4.36)

So

A± = πr2±

√
α2

18

(
1− 3

r∓
r±

)2

+
2

3
(4.37)

With α fixed by the value of the total volume of Σp, equation (4.37) explic-

itly gives the value of the areas A± in terms of the spacetime free parameters

(m, r+, r−, β).

Let us now focus on the extrinsic discrete geometry. The angles k±, which

are represented in fig. 4.8, are defined as

cos k± :=
(
gµνn±fµ n±pν

)∣∣
S±
. (4.38)

It is then straightforward to find

cos k+ =
1 +

[
(1− 2m/r+) β − 1

]2
|β(β − 2− 2mβ/r+)|(1− 2m/r+)

(4.39)

and

cos k− =
1 + 2m/r−
1− 2m/r−

. (4.40)

The angles K± bear the extrinsic curvature of Σ±. We choose to define them
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as the average of the extrinsic curvature, shared over the 12 triangles Lt±
a,b:

K± =
1

12

∫
Σ±

kaa. (4.41)

We have

(k+)aa =

(
1− 2m

r

)
mβ3/2(r(3− β) + 2mβ)√

r5(r(2− β) + 2mβ)

− 2

r2
r(1− β) + 2mβ√
β(2− (1− 2m/r)β)

(4.42)

and

(k−)aa = −
√

m

2r3

(
3 +

2m

r

)
. (4.43)

The integral in eq. (4.41)) can then be computed explicitly using computer

algebra.

This completes the definition of the discrete geometric data, and with it the

definition of the boundary state for the quantum transition. The four areas a±

and A± and the four angles k± and K± have been explicitly found as functions

of the four parameters m, r± and β (the parameter β can equivalently be traded

for v).

4.4 Discretization of region B

In this section, we construct the two-complex C that discretizes region B. A

particularly compact definition of the two-complex C is its combinatorial defi-

nition as a set of vertices, edges, and faces with their boundary relations.

If N1 and N2 are nodes, we write L = (N1,N2) to denote the oriented link

with source N1 and target N2. We denote L−1 = (N2,N1) the same link but

with opposite orientation. For the vertices and edges of the two-complex of the

spin foam (which form a graph), we use an analogous notation. We denote the

vertices as v; the internal edges (bounded by two vertices) as e; the external

edges (bounded by one node) as E. Similarly, we denote the internal faces
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(bounded by internal edges only) as f; the external faces (with one link in the

boundary) as F. We write f = (e1, . . . , en) to denote the oriented face f bounded

by these edges. The orientation of the face is given by the sequence of edges.

These are written oriented accordingly to the orientation the face induces on

them.

Let a, b, c, d be indices taking values in the set {1, 2, 3, 4}, t be an index

taking values in the set {p, f} and ϵ be an index taking values in the set {−,+}.
In all the expressions with several indices a, b, . . . these are assumed to be all

different, that is a ̸= b and so on. Unless two indices are separated by a comma,

the order of the indices is not relevant, and exchanging the indices results in the

same element. If two indices are separated by a comma, exchanging the indices

results in a different element.

The combinatorial definition of the graph Γ dual to the three-dimensional

triangulation of Σ is given by

Nodes: Ntϵ
a and Nt

ab;

Links: Lϵ
a = (Npϵ

a ,N
fϵ
a ),

Lt+
a,b = (Nt

ab,N
t+
a ),

Lt−
a,b = (Nt

cd,N
t−
a ).

The two-complex C, whose boundary ∂C is given by Γ, is then defined as:

Vertices: vϵa and vab;

Edges: Etϵ
a = (vϵa,N

tϵ
a ),

Et
ab = (vab,N

t
ab),

e+a,b = (v+a , vab),

e−a,b = (v−a , vcd);

Faces: Fϵ
a =

(
Lϵ
a, (E

fϵ
a )−1,Epϵ

a

)
,

Ft+
a,b =

(
Lt+
a,b, (E

t+
a )−1, e+a,b,E

t
ab

)
,

Ft−
a,b =

(
Lt−
a,b, (E

t−
a )−1, e−a,b,E

t
cd

)
,

fa,b
c<d
=
(
e+a,c, (e

−
b,d)
−1, e−b,c, (e

+
a,d)
−1).
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v+av−a
vab

e+a,be−a,b

fa,b

Figure 4.9: Two-dimensional representation of the internal component of the
two-complex (see fig. 4.5 for comparison).

This construction automatically defines the orientation of every element of the

two-complex. The structure of the vertices and internal edges of the two-

complex reproduces the structure of the past (or future) part of the graph Γ.

This is depicted in fig. 4.9, using for the vertices the same color codes used for

the nodes.

The boundary edges are all ”vertical”: they connect the vertices in fig. 4.9

with the corresponding past and future nodes in fig. 4.5. All the internal faces

are ”horizontal”: one of them is depicted in figure fig. 4.9. All the boundary

faces are ”vertical” and they are of course in one-to-one correspondence with

the links of the graph Γ. The one-skeleton of the two-complex is represented

in fig. 4.10. Careful: in fig. 4.10 the dots of the upper and lower layers are

nodes, while those of the intermediate layer are vertices. The past (lower) and

the future (upper) layers are in fact the past and the future components of the

boundary graph Γ in fig. 4.6. The intermediate layer represents the vertices and

the internal edges of the two-complex.

The boundary edges Etϵ
a and Et

ab can be recognized in fig. 4.10 as the edges

connecting the internal component of the two-complex to both the past and the

future components of the boundary. This construction completely specifies the

one-skeleton of the two-complex C.
The graphical representation of the boundary faces Fϵ

a and Ftϵ
a,b is easily
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Figure 4.10: Three-dimensional representation of the one-skeleton of the two-
complex C. Notice that although the internal vertices and the boundary nodes
are graphically depicted in the same way, they are two very distinct objects (the
same applies also to edges and links).

Figure 4.11: Graphical representation of the boundary faces (in red) Fp+
4,1, F

p+
4,2,

Fp+
4,3, F

+
4 and (in brown) Fp−

4,1, F
p−
4,2, F

p−
4,3, F

−
4 .
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Figure 4.12: Graphical representation of the internal faces f1,4, f4,1 (left) and
f1,2, f3,1 (right).

obtained using their definition given in section 4.4. Some of them are depicted

in fig. 4.11.

The internal faces, although slightly more difficult to represent, can be found

in the same way. Some of them are reported in fig. 4.12. The strange nature

of their graphical representation (some of them intersect each other and some

of them have strange shapes) is just a consequence of the fact that we are

representing a four-dimensional object in three dimensions and it has no physical

meaning.

The geometry of B is invariant under both rotations and the time reversal

transformation that swaps Σp and Σf . The discretization reduces the rotational

symmetry to a discrete tetrahedral symmetry, realized by an even permutation

of the indices a, b, c, d. The time-reversal symmetry is realized by the swap of

the indices p and f .

There is also a combinatorial symmetry defined by the exchange of the ex-

terior and the interior, namely by the exchange of S+ and S−. This is realized

in the two-complex by the invariance under the swap of the indices + and −.
This is however not a symmetry of the geometry we want to study, as S+ and

S− have a different geometry: S+ is larger.
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4.5 Transition amplitude

Given the two-complex discretizing region B, we are finally ready to compute

the spin foam transition amplitude for the phenomenon. Following section 1.3.3,

we assign group elements to the edges and the links of the two-complex in the

following way:

Lϵ
a ←→ hϵa ∈ SU(2) ;

Ltϵ
a,b ←→ htϵa,b ∈ SU(2) ;

Etϵ
a ←→ gtϵa ∈ SL(2,C) ;

Et
ab ←→ gtab ∈ SL(2,C) ;

eϵa,b ←→ gϵa→b , g
ϵ
a←b ∈ SL(2,C) .

The group element gϵa→b is assigned to the oriented half-edge of eϵa,b having source

in the source of eϵa,b and target in the middle of eϵa,b. The group element gϵa←b is

assigned to the oriented half-edge of eϵa,b having source in the target of eϵa,b and

target in the middle of eϵa,b.

It is then straightforward to compute the covariant loop quantum gravity

transition amplitude for the black-to-white hole transition by using the expres-

sions reported in eqs. (1.97) to (1.99) applied to the specific two-complex defined

above. The two-complex amplitude WC expressed in terms of face amplitudes

is

WC
(
hϵa, h

tϵ
a,b

)
=

∫
SL(2,C)

dgpϵa dgpab dg
ϵ
a↔b

×
∏
aϵ

Aϵ
a(h

ϵ
a, g

tϵ
a )
∏
ab

Aa,b(g
+
a↔c, g

−
b↔c)

×
∏
tab

At+
a,b(h

t+
a,b, g

t+
a , gtab, g

+
a↔b)

×
∏
tab

At−
a,b(h

t−
a,b, g

t−
a , gtcd, g

−
a↔b) .

(4.44)
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To regularize the expression in eq. (4.44) we have dropped the integration over

one SL(2,C) element per vertex. We have chosen to drop the integrations over

the gfϵa and gfab variables. The integral is independent of these. The various face

amplitudes read

Aϵ
a(h

ϵ
a, g

tϵ
a ) =

∑
j

dj Tr
[
D(γj,j)

(
(gfϵa )−1 gpϵa

)
D(j)

(
hϵa
)]
, (4.45)

Aa,b(g
+
a↔c, g

−
b↔c)

c<d
=
∑
j

dj Tr
[
D(γj,j)

(
(g+a→d)

−1 g+a→c

)
D(γj,j)

(
(g+a←c)

−1 g−b←d

)
×D(γj,j)

(
(g−b→d)

−1 g−b→c

)
D(γj,j)

(
(g−b←c)

−1 g+a←d

)]
,

(4.46)

At+
a,b(h

t+
a,b, g

t+
a , gtab, g

+
a↔b) =

∑
j

dj Tr
[
D(γj,j)

(
(gt+a )−1 g+a→b

)
×D(γj,j)

(
(g+a←b)

−1 gtab
)
D(j)

(
ht+a,b
)]
,

(4.47)

At−
a,b(h

t−
a,b, g

t−
a , gtcd, g

−
a↔b) =

∑
j

dj Tr
[
D(γj,j)

(
(gt−a )−1 g−a→b

)
×D(γj,j)

(
(g−a←b)

−1 gtcd
)
D(j)

(
ht−a,b
)]
.

(4.48)

The transition amplitude for the black-to-white hole transition is then given by

⟨WC|ψBW⟩ =
∫
SU(2)

dhϵa dh
tϵ
a,bWC(h

ϵ
a, h

tϵ
a,b) ψBW(hϵa, h

tϵ
a,b) , (4.49)

where |ψBW⟩ ∈ HΓ is the extrinsic coherent state peaked on the classical bound-

ary geometry of the black-to-white hole transition defined in section 4.3.2. This

explicitly gives the transition amplitude W for the process as a function of the

four geometric parameters (m, r±, v):

W = W (m, r±, v). (4.50)

This transition amplitude can then be studied to investigate the quantum

physics of region B. As transition amplitudes in quantum gravity are gen-
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erally not normalizable [141, 142], the amplitude cannot be used to study the

probability of the horizon tunneling scenario with respect to any other tentative

scenario for the end of the life of a black hole. However, if we restrict our space

of possibilities to all the different black-to-white hole spacetimes characterized

by the different physical parameters (m, r±, v), then the amplitude in eq. (4.50)

gives the relative likelihood of a transition within the space of the parameter

considered. Namely, we can use the amplitude in eq. (4.50) to investigate for

what combination of parameters (m, r±, v) is the black-to-white hole transition

more likely to happen.

A visual representation of the transition amplitude in eqs. (4.44) to (4.48)

constructed using the graphical calculus outlined e.g. in Perez [69] is given in

fig. 4.13.
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Figure 4.13: Visual representation of the transition amplitude in eqs. (4.44)
to (4.48).
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Chapter 5

Conclusions

The main objective of this thesis was the systematic investigation of a tentative

scenario for the “end of the life” of a black hole: the black-to-white hole transi-

tion. This led to the construction of an explicit effective metric describing the

entire black-to-white hole spacetime in chapter 3 and to the computation of the

transition amplitude of the quantum tunneling of the black hole horizon in chap-

ter 4. Surprisingly, it also leads to the construction of a global Kruskal-Szekeres

coordinate chart for strongly spherically symmetric spacetimes in chapter 2.

These coordinates have been explicitly derived for the maximal extension

of the Reissner-Nordström geometry, but their generalization to an arbitrary

strongly spherically symmetric spacetime is straightforward. This coordinate

chart provides a global generalization to the standard inner and outer Kruskal-

Szekeres coordinates and a smooth generalization to the C1 global Kruskal-

Szekeres coordinate chart derived in Hamilton [24]. The existence of this co-

ordinate chart, which is an interesting fact in and by itself, provides a simple

and regular alternative to the standard coordinate charts for the Carter-Penrose

diagram of strongly spherically symmetric spacetimes. The use of this coordi-

nate chart to draw computer-generated Carter-Penrose diagrams proved incred-

ibly useful in the investigation of the quantum-corrected Oppenheimer-Snyder

model. The plot of curves of constant Painlevé-Gullstrand time coordinate in

fig. 3.5 beautifully shows the discontinuity of the coordinate along the boundary

of the star.

The black-to-white hole spacetime constructed in chapter 3 describes the

collapse of a spherical pressure-less star, the subsequent formation of a black

hole, the bounce of the star, the quantum transition of the black hole into a
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white hole, and the final expansion of the star out of the white hole. The entire

geometry outside the star is given in a single global double-null coordinate

chart. Far away from the quantum region the metric approximately satisfies

the classical Einstein field equations. If the mass of the star is large compared

to the Planck mass, this classical region includes a large portion of the interior

of the black and white holes. In the quantum regions of spacetime outside the

horizon tunneling region the metric satisfies quantum-corrected equations of

motion derived using loop quantum gravity techniques.

The spacetime metric is determined by four parameters (m, T , rα, rβ). Only

two of these parameters can be measured in the classical region: the mass m of

the star and the global duration T of the process, from the collapse of the star

into the black hole to its expansion from the white hole. These are the same pa-

rameters characterizing the classical black-to-white hole spacetime constructed

in Haggard and Rovelli [43] and Christodoulou and D’Ambrosio [138]. Since the

duration T is not determined by the initial conditions and the classical Einstein

field equations, it must be determined (probabilistically) by the quantum theory

as a function of m and ℏ, like the lifetime in a radioactive decay. The compu-

tation of the transition amplitude of the horizon tunneling region in chapter 4

is the first step in this direction. The parameters rα and rβ instead determine

the location and the size of the horizon tunneling region and they do not affect

measurements at large distances.

The construction of an explicit effective metric for the black-to-white hole

spacetime is a result of enormous importance. It allows us to concretely study

the physics of the interior of the hole, which in previous investigations was

always just considered as a quantum region with no metric attached to it. It

has already been used in section 3.8 to qualitatively study the behavior of

black and white hole horizons. Work is currently ongoing on a more systematic

investigation of this behavior and on the overall physical picture of the horizon

tunneling region emerging from this effective metric.

The evaporation process of the black hole has been neglected in the construc-

tion of this metric. The aim was in fact to give a first-approximation description

of the quantum gravitational physics of a black hole spacetime, not a precise
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model of a realistic black hole. Taking into account the evaporation of the black

hole will change the quantitative physics of the model, but not its qualitative

physics. The quantum gravitational effects taken into account in the model

are independent of the evaporation process and can be thus studied separately.

Actually, the black-to-white hole spacetime constructed in chapter 3 provides a

unique opportunity for the investigation of the evaporation process. It repre-

sents a background spacetime for the analysis of the evaporation process where

quantum gravitational effects are already taken into account and the physics of

the interior of the hole is known.

An important topic that was not covered in this thesis is the stability of

black-to-white holes. The presence of inner horizons inside the hole makes

it susceptible to two known instabilities: the Cauchy horizon instability [143,

144] and the mass-inflation instability [145, 146]. Consider for concreteness

the Reissner-Nordström spacetime represented in fig. 2.4. Every inner horizon

of the spacetime, which incidentally is always a Cauchy horizon of the initial

value problem of the Einstein field equations, sits on either the same retarded

time or the same advanced time coordinate of future null infinity of an exterior

asymptotically flat region. This means that an observer crossing any inner

horizon is hit by infinitely blue-shifted energy coming from outside the hole,

effectively creating a singularity at the inner horizon. This instability, known

as Cauchy horizon instability, afflicts most black hole spacetimes with inner

horizons and it can generally be associated with the existence of event horizons.

In the black-to-white hole spacetime constructed in chapter 3, where a collapsing

star is present on one side and a unique asymptotically flat region, i.e. no event

horizon, on the other, the Cauchy horizon instability does not apply.

A different instability, known as mass inflation instability, shows up as soon

as ingoing and outgoing streams of matter perturbations are simultaneously

present near the inner horizon. If this is the case, it can be shown that the

Misner-Sharp-Hernandez local mass of spacetime will undergo a phase of ex-

ponential growth near the inner horizon drastically changing the spacetime ge-

ometry. While this phenomenon has been extensively studied in the context

of non-singular black holes [147–149], all the analyses of the dynamical evo-
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lution of the geometry under this phenomenon has been performed using the

(semi)classical Einstein field equations. In the black-to-white hole spacetime,

the inner horizon is entirely contained in the quantum region of spacetime,

where quantum-corrected equations of motion must be used to describe the ge-

ometry. It would thus be extremely interesting to study this phenomenon in the

black-to-white hole context to see how it behaves in the presence of quantum

gravity corrections.

Finally, the problems associated with a white hole spacetime discussed in

section 1.2.3 need to be reevaluated in the context of the black-to-white hole

spacetime. The problems with their physical interpretation were the presence

of a curvature singularity in their past and the unclear process of matter forma-

tion from the singularity. Both of these issues are brilliantly taken care of in the

black-to-white hole transition, which provides the only tentative astrophysical

scenario for the formation of a physical white hole. The stability of these astro-

physical white holes under the white hole instabilities discussed in section 1.2.3

strongly depends on the timescales of the black-to-white hole transition [121,

123, 150, 151], which are however left as free parameters in the spacetime con-

structed in chapter 3. To give a definitive answer to this issue it is then first

necessary to understand better the physics of the horizon tunneling region.

This naturally brings us to the work presented in chapter 4, where the tran-

sition amplitude for the horizon tunneling region is explicitly computed using

covariant loop quantum gravity. This transition amplitude is a function of the

free parameters of spacetime affecting the geometry of the boundary of the hori-

zon tunneling region, and it can be used to investigate which of the different

scenarios defined by the different values of these parameters is the most likely

to happen. The amplitude cannot however be used to study the relative proba-

bility of the black-to-white hole transition with respect to alternative scenarios

for the end of the life of a black hole.

Covariant loop quantum gravity (see section 1.3.3) provides a clear frame-

work to study this scenario. However, since the theory is properly defined in the

discrete setting, the horizon tunneling region needed to be appropriately dis-

cretized in order to compute the transition amplitude. From a practical point
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of view, the discretization needs to be both sufficiently refined to capture the

relevant degrees of freedom of the phenomenon and sufficiently simple for the

transition amplitude to be explicitly computed and analyzed. The discretiza-

tion constructed in chapter 4 is the simplest discretization that preserves the

symmetries of the continuous geometry. Although the resulting two-complex is

rather complicated, its high degree of symmetry allows the transition amplitude

to be expressed in a remarkably compact way.

This notwithstanding, due to the severe complexity of spin foam amplitudes,

the computed transition amplitude for the horizon tunneling region of the black-

to-white hole spacetime is given by a convoluted multiple group integral which

is hard to study analytically. On the other hand, the impressive recent devel-

opments in the numerical computation of spin foam amplitudes [152–160] will

hopefully allow for a numerical investigation of the transition amplitude in the

near future. A first step in this direction was recently taken in Han et al. [161].

Notably, the set of internal faces of the two-complex forms a bubble, that

is they form together a surface without boundary with the topology of a two-

sphere. In the absence of a cosmological constant in the theory, it can be

shown that the presence of a bubble in a two-complex may in principle lead to a

divergence in the corresponding transition amplitude [89]. It would thus be quite

interesting to study the behavior of a bubble in a concrete physical application

like the black-to-white hole transition. A naive counting of integration variables

and constraints appearing in the large spin limit of spin foam amplitudes [162]

appears to suggest that the transition amplitude computed in chapter 4 is in fact

convergent. This conjecture might find proper grounding in the context of the

recent work by Donà et al. [163], where several spin foam amplitudes expected

to be divergent were numerically found to be convergent and the degree of

convergence was found to depend on the ratio between the number of vertices

and the number of internal faces in the two-complex.

In this thesis, the three quantum regions of the black-to-white hole space-

time were analyzed separately. In Christodoulou et al. [122, 138, 139] they were

instead treated as a unique quantum region, with no metric attached to it, and

a spin foam transition amplitude for this whole quantum region was computed.
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The two-complex used to discretize the quantum region was considerably sim-

pler than the one used here for the horizon tunneling region alone, mostly thanks

to the simpler topology of the full quantum region. This allowed them to use

the spin foam transition amplitude to give an estimate of the lifetime of the

black hole in a black-to-white hole scenario where the evaporation process is

neglected. This lifetime turned out to be much longer than the timescale of

the evaporation process of the black hole, suggesting that Hawking radiation

cannot be neglected for quantitative estimates and that the tunneling of the

horizon takes place at the end of the evaporation. These results were recently

confirmed numerically in Frisoni [164]. However, due to the use of a fairly coarse

discretization for the quantum region, it is unclear whether the estimate is re-

liable. If the same results were to be obtained also from the analysis of the

transition amplitude computed in chapter 4, then the evidence in favor of this

timescale would be quite convincing. Rovelli and Vidotto [151] showed that if

the tunneling of the horizon takes indeed place at the end of the evaporation

process, then the resulting remnant would be stabilized by quantum gravity

effects and it would have all the right properties to be a component of dark

matter.

A precise and reliable estimate of the black-to-white hole transition timescales

is very important to study the phenomenology of this scenario [165–170].
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sité, 2019). arXiv:2001.04651[gr-qc].

[84] S. Holst. “Barbero’s Hamiltonian Derived from a Generalized Hilbert-

Palatini Action”. Phys. Rev. D 53 (1996), 5966–5969. doi: 10.1103/

PhysRevD.53.5966. arXiv:gr-qc/9511026.

[85] C. Rovelli, and T. Thiemann. “Immirzi Parameter in Quantum Gen-

eral Relativity”. Phys. Rev. D 57 (1998), 1009–1014. doi: 10.1103/

PhysRevD.57.1009. arXiv:gr-qc/9705059.

[86] A. Perez, and C. Rovelli. “Physical Effects of the Immirzi Parameter

in Loop Quantum Gravity”. Phys. Rev. D 73 (2006), 044013. doi: 10.

1103/PhysRevD.73.044013. arXiv:gr-qc/0505081.

[87] F. Cianfrani, O. M. Lecian, M. Lulli, and G. Montani. Canonical Quan-

tum Gravity. Fundamentals and Recent Developments (Singapore: World

Scientific, 2014).

https://doi.org/10.1016/j.nuclphysb.2008.02.018
https://doi.org/10.1016/j.nuclphysb.2008.02.018
https://arxiv.org/abs/0711.0146
0711.0146
[gr-qc]
https://doi.org/10.1088/0264-9381/29/4/049502
https://arxiv.org/abs/0909.0939
0909.0939
[gr-qc]
https://doi.org/10.1103/PhysRevD.83.124020
https://arxiv.org/abs/1011.2149
1011.2149
https://arxiv.org/abs/1011.2149
1011.2149
[gr-qc]
https://doi.org/10.1088/0264-9381/18/21/316
https://doi.org/10.1088/0264-9381/18/21/316
https://arxiv.org/abs/gr-qc/0101107
gr-qc/0101107
https://doi.org/10.1103/PhysRevD.79.084034
https://arxiv.org/abs/0805.4696
0805.4696
[gr-qc]
https://arxiv.org/abs/2001.04651
2001.04651
[gr-qc]
https://doi.org/10.1103/PhysRevD.53.5966
https://doi.org/10.1103/PhysRevD.53.5966
https://arxiv.org/abs/gr-qc/9511026
gr-qc/9511026
https://doi.org/10.1103/PhysRevD.57.1009
https://doi.org/10.1103/PhysRevD.57.1009
https://arxiv.org/abs/gr-qc/9705059
gr-qc/9705059
https://doi.org/10.1103/PhysRevD.73.044013
https://doi.org/10.1103/PhysRevD.73.044013
https://arxiv.org/abs/gr-qc/0505081
gr-qc/0505081


174 References

[88] S. Alexandrov, and P. Roche. “Critical Overview of Loops and Foams”.

Phys. Rept. 506 (2011), 41–86. doi: 10.1016/j.physrep.2011.05.002.

arXiv:1009.4475[gr-qc].

[89] C. Rovelli, and F. Vidotto. Covariant Loop Quantum Gravity: An Ele-

mentary Introduction to Quantum Gravity and Spinfoam Theory. Cam-

bridge Monographs on Mathematical Physics (Cambridge University Press,

2014). doi: 10.1017/CBO9781107706910.

[90] B. Carter. “The Complete Analytic Extension of the Reissner-Nordström

Metric in the Special Case e2 = m2”. Physics Letters 21 (1966), 423–424.

doi: 10.1016/0031-9163(66)90515-4.

[91] S. W. Hawking, and G. F. R. Ellis. The Large Scale Structure of Space-

Time (Cambridge, UK: Cambridge University Press, 2023). doi: 10.

1017/CBO9780511524646.

[92] S. Chandrasekhar. The Mathematical Theory of Black Holes (Oxford:

Oxford University Press, 1998).

[93] W. Israel. “New Interpretation of the Extended Schwarzschild Manifold”.

Phys. Rev. 143 (1966), 1016–1021. doi: 10.1103/PhysRev.143.1016.

[94] D. W. Pajerski, and E. T. Newman. “Trapped Surfaces and the Devel-

opment of Singularities”. J. Math. Phys. 12 (1971), 1929. doi: 10.1063/

1.1665825.
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[140] G. Lemâıtre. “L’Univers En Expansion”. Annales de la Société Scien-
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[154] P. Donà, M. Fanizza, G. Sarno, and S. Speziale. “Numerical Study of the

Lorentzian Engle-Pereira-Rovelli-Livine Spin Foam Amplitude”. Phys.

Rev. D 100 (2019), 106003. doi: 10 . 1103 / PhysRevD . 100 . 106003.

arXiv:1903.12624[gr-qc].

[155] M. Han, Z. Huang, H. Liu, D. Qu, and Y. Wan. “Spinfoam on a Lefschetz

Thimble: Markov Chain Monte Carlo Computation of a Lorentzian Spin-

foam Propagator”. Phys. Rev. D 103 (2021), 084026. doi: 10.1103/

PhysRevD.103.084026. arXiv:2012.11515[gr-qc].

[156] F. Gozzini. “A High-Performance Code for EPRL Spin Foam Ampli-

tudes”. Class. Quant. Grav. 38 (2021), 225010. doi: 10.1088/1361-

6382/ac2b0b. arXiv:2107.13952[gr-qc].

[157] P. Dona, and P. Frisoni. “How-to Compute EPRL Spin Foam Ampli-

tudes”. Universe 8 (2022), 208. doi: 10.3390/universe8040208. arXiv:2202.

04360[gr-qc].

https://doi.org/10.1103/PhysRevD.106.124006
https://arxiv.org/abs/2203.13539
2203.13539
[gr-qc]
https://doi.org/10.1007/JHEP01(2016)157
https://arxiv.org/abs/1511.00633
1511.00633
[gr-qc]
https://doi.org/10.3390/universe4110127
https://arxiv.org/abs/1805.03872
1805.03872
[gr-qc]
https://doi.org/10.1063/1.4977752
https://arxiv.org/abs/1609.01632
1609.01632
[gr-qc]
https://doi.org/10.1007/s10714-018-2452-7
https://arxiv.org/abs/1807.03066
1807.03066
https://arxiv.org/abs/1807.03066
1807.03066
[gr-qc]
https://doi.org/10.1103/PhysRevD.100.106003
https://arxiv.org/abs/1903.12624
1903.12624
[gr-qc]
https://doi.org/10.1103/PhysRevD.103.084026
https://doi.org/10.1103/PhysRevD.103.084026
https://arxiv.org/abs/2012.11515
2012.11515
[gr-qc]
https://doi.org/10.1088/1361-6382/ac2b0b
https://doi.org/10.1088/1361-6382/ac2b0b
https://arxiv.org/abs/2107.13952
2107.13952
[gr-qc]
https://doi.org/10.3390/universe8040208
https://arxiv.org/abs/2202.04360
2202.04360
https://arxiv.org/abs/2202.04360
2202.04360
[gr-qc]


182 References

[158] P. Frisoni, F. Gozzini, and F. Vidotto. “Markov Chain Monte Carlo

Methods for Graph Refinement in Spinfoam Cosmology”. Class. Quant.

Grav. 40 (2023), 105001. doi: 10.1088/1361-6382/acc5d6. arXiv:2207.

02881[gr-qc].

[159] P. Dona, M. Han, and H. Liu. “Spinfoams and High-Performance Com-

puting”. In: (2023). doi: 10 . 1007 / 978 - 981 - 19 - 3079 - 9 _ 100 - 1.

arXiv:2212.14396[gr-qc].
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