
Western University Western University 

Scholarship@Western Scholarship@Western 

Electronic Thesis and Dissertation Repository 

4-9-2024 10:00 AM 

Numerical Study of Ozone Decomposition Reaction Behaviours in Numerical Study of Ozone Decomposition Reaction Behaviours in 

Gas-Solids Circulating Fluidized Bed Reactors Gas-Solids Circulating Fluidized Bed Reactors 

Zhengyuan Deng, Western University 

Supervisor: Zhu, Jesse, The University of Western Ontario 

Joint Supervisor: Zhang, Chao, The University of Western Ontario 

A thesis submitted in partial fulfillment of the requirements for the Doctor of Philosophy degree 

in Chemical and Biochemical Engineering 

© Zhengyuan Deng 2024 

Follow this and additional works at: https://ir.lib.uwo.ca/etd 

 Part of the Catalysis and Reaction Engineering Commons 

Recommended Citation Recommended Citation 
Deng, Zhengyuan, "Numerical Study of Ozone Decomposition Reaction Behaviours in Gas-Solids 
Circulating Fluidized Bed Reactors" (2024). Electronic Thesis and Dissertation Repository. 10000. 
https://ir.lib.uwo.ca/etd/10000 

This Dissertation/Thesis is brought to you for free and open access by Scholarship@Western. It has been accepted 
for inclusion in Electronic Thesis and Dissertation Repository by an authorized administrator of 
Scholarship@Western. For more information, please contact wlswadmin@uwo.ca. 

https://ir.lib.uwo.ca/
https://ir.lib.uwo.ca/etd
https://ir.lib.uwo.ca/etd?utm_source=ir.lib.uwo.ca%2Fetd%2F10000&utm_medium=PDF&utm_campaign=PDFCoverPages
https://network.bepress.com/hgg/discipline/242?utm_source=ir.lib.uwo.ca%2Fetd%2F10000&utm_medium=PDF&utm_campaign=PDFCoverPages
https://ir.lib.uwo.ca/etd/10000?utm_source=ir.lib.uwo.ca%2Fetd%2F10000&utm_medium=PDF&utm_campaign=PDFCoverPages
mailto:wlswadmin@uwo.ca


Abstract

This study numerically investigated the reaction behaviours of catalytic ozone decompo-
sition reaction in a 10.2-meter-tall gas-solids circulating fluidized bed (CFB) reactor.

A pseudo-homogeneous reactive transport model for ozone decomposition, integrated
with the two-fluid model, was developed and validated using experimental data. Based
on the model, the impacts of turbulence models, specularity coefficients, and simulation
methods on reaction behaviours in the CFB riser reactor were explored. These three
factors were found to significantly affect the hydrodynamic characteristics and the reaction
behaviours in the riser.

A comparative study of CFB riser and downer reactors was conducted. Operations in
the direction of and against gravity resulted in drastically different flow fields and particle
clustering in the two reactors. More uniform flow and reaction fields make the downer
have better gas-solids contact efficiency than the riser. Flow structure and residence time
distributions of gas and solids in the riser and downer were characterized by tracing the
gas and particles. The results showed that flow in the downer reactor resembles plug flow,
while significant axial backmixing occurs in the riser. An internal circulation mechanism
is proposed to explain the backmixing.

A sub-grid reactive transport model was developed using a filtering method and an
artificial neural network (ANN) to explore the impact of particle clustering on reaction
behaviours. In the development of the filtered model, employing gradient features as inputs
enhanced regression accuracy. Additionally, ANN demonstrated superior performance
over traditional fitting methods. Consequently, the filtered reactive transport model showed
improvements in predicting the reaction behaviours in a CFB riser.

In summary, the hydrodynamic characteristics within CFB predominantly influence
reaction behaviours. High-resolution simulations combined with machine learning tech-
niques effectively aid in understanding mechanisms in fluidization system and developing
new models, which are crucial for designing and optimizing large-scale reactors.

Keywords: Circulating fluidized bed, ozone decomposition reaction, residence time distri-
bution, particle cluster, meso-scale structure, sub-grid model, machine learning, artificial
neural network
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Summary for Lay Audience

In this work, the reaction behaviours in a gas-solids circulating fluidized bed (GSCFB)
reactor were investigated using the computational fluid dynamics (CFD) approach. GSCFB
is a widely used reactor in process industries, capable of continuously processing granular
materials. By introducing gas, particles are suspended and behave like a fluid. Due to the
significant density difference between gas and particles, particle clustering occurs. Particle
clustering, a type of meso-scale structure and heterogeneous flow structure, is a typical
characteristic of flow in GSCFB, significantly affecting the flow field in the reactor.

In the GSCFB, heterogeneous reactions typically occur, with these reactions taking
place when reactants in the gas phase come into contact with solid catalysts. Conse-
quently, the hydrodynamic characteristics significantly impact reaction behaviours in the
GSCFB. Within the scope of this thesis, these hydrodynamic characteristics are defined
by both time-averaged and instantaneous flow fields, and are characterized by gas-solids
segregation and clustering. The reaction behaviours, in turn, represent the reaction field,
such as the reactant concentration and the reaction rate.

The CFD approach, which solves a series of governing equations, has the ability
to capture the flow field and reaction field at each moment. This approach has proven
effective for both reactor design and theoretical research. In this study, a CFD model for
GSCFB reactors was developed. The impact of various factors, including reactor type,
turbulence model, and operating conditions, on the hydrodynamic characteristics and
reaction behaviours were explored. Additionally, a sub-grid reactive transport model was
established to introduce the effects of particle clustering on the reaction behaviours. This
model notably improves the accuracy of reaction field predictions by correcting deviations
caused by particle clustering.

The development of GSCFB relies on both experimental and numerical works. Exper-
iments provide fundamental understanding and reliable data for reactors. Numerical work
offers an abundance of reactor data under various types and conditions, aiding in exploring
new applications for reactors and shortening development cycles. Additionally, the ample
micro- and meso-scale information provided by numerical work helps researchers better
understand and investigate complex phenomena in reactors.
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Chapter 1

Introduction

Reaction behaviours of the ozone decomposition reaction within gas-solids circulating

fluidized bed reactors are investigated in this work via the computational fluid dynamic

(CFD) approach. The research background, objectives, and thesis structure are presented

in this chapter.

1.1 Background

Fluidization is a process of stationary solid granular materials brought in to a dynamic

fluid-like state by introducing a fluid (gas or liquid) (Fan & Zhu, 1999). The fluidized bed

reactor was first operated commercially in 1923 as a coal gasifer by Winkler (1928). The

technique of fluidization is now widely employed in process industries, such as fluid cat-

alytic cracking (FCC) (Jahnig et al., 1980), Fischer-Tropsch synthesis (Schulz, 1999), coal

combustion and gasification (Basu, 1999; Gómez-Barea & Leckner, 2010), and gas-phase

olefin polymerization (Xie et al., 1994). Additionally, fluidization is gaining prominence in

emerging applications such as methanol to olefins (Tian et al., 2015), wastewater treatment

(Nelson et al., 2017), particle coating (Cui et al., 2019), and pharmaceutical processes (Ye

et al., 2022).

In the upward gas-solids fluidization system, as the superficial gas velocity increases,
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the fluidization transitions through six regimes: bubbling fluidized bed, turbulent fluidized

bed, circulating turbulent fluidized bed, high-density circulating fluidized bed (CFB), low-

density CFB, and pneumatic transport (Sun & Zhu, 2019). The bubbling and turbulent

bed regimes are classified as conventional fluidization, characterized by particles that are

not entrained out of the reactor by the gas flow. In contrast, in CFB riser reactors, particles

are carried out of the reactor by the high-velocity upward gas stream. Consequently, to

maintain the solids inventory, fresh particles are continually introduced into the reactor.

Compared to conventional fluidized bed reactors, CFB riser reactors offer numerous

advantages: operational flexibility, effective gas-solids contact at short residence times,

excellent heat and mass transfer capabilities, and a high capacity for handling granular

materials (Berruti et al., 1995; Zhu et al., 1995). In 1942, the first commercial FCC

unit, the ESSO Model I, was established as a CFB system (Avidan, 1997). The cracking

reaction primarily occurs in the riser of the CFB reactors. As of 2020, there were

active refineries with FCC units in 59 countries, with a total capacity of approximately

14,259,000 barrels per day. (Offshore Technology, 2021). The FCC unit has already

become one of the most widely used CFB systems in the world. However, CFB riser

reactors also present challenges: significant solids backmixing, macro-segregation of gas

and solids in the radial direction, and micro-segregation due to particle clustering (Wang

et al., 2014a, 2014b). These issues substantially reduce the contact efficiency between the

gas and solid phases. Therefore, understanding the hydrodynamic characteristics and their

impact on reaction behaviours in CFB reactors is crucial for optimizing these reactors and

advancing the global energy sector.

Over the past decades, numerous experimental studies have focused on investigating

the hydrodynamic characteristics and reaction behaviours in CFB riser reactors. Advanced

measurement techniques, alongside the catalytic ozone decomposition reaction conducted
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in the fluidization systems, have enabled the acquisition of extensive time series data of

flow fields and reaction fields at various locations within these reactors (Li, 2010; Liu,

2016; Wang, 2013). However, the presence of macro-segregation and micro-segregation

flow structures makes it challenging to accurately correlate flow fields with reaction fields

using time-averaged profiles alone. The difficulties of simultaneously measuring solids

holdup, particle velocity, and reactant concentration further complicates the analysis of

impact of hydrodynamic characteristics on reaction behaviours based on time series data.

Consequently, CFD techniques, which have matured significantly in recent years, offer a

more effective approach for studying reactions within CFB reactors. In terms of scaling

up, substituting a testing facility with CFD modelling can save at least three years and

millions of dollars during the development and design process of a reactor unit (Chew

et al., 2022). Therefore, developing a reliable CFD model to investigate the hydrodynamic

characteristics and reaction behaviours in CFB reactors holds considerable importance.

With the rapid development of high-performance computing, the CFD technique

have become one of the key research methods for studying gas-solids multiphase flows.

Researchers have found that accurately describing the impact of meso-scale flow structures

(particle clustering) on the performances of the fluidized bed reactors is a core issue

for precise and efficient prediction of flow fields and reaction fields within the reactor

(Agrawal et al., 2001; Li & Huang, 2018; Sundaresan et al., 2018). Currently, the methods

commonly used to simulate the gas-solids fluidization systems include direct numerical

simulation (DNS), discrete element method (DEM), multiphase particle-in-cell (MP-PIC),

and the two-fluid model (TFM). Typically, an industry-scale reactor contains more than

1012 particles. However, DNS is generally used for simulations at the particle size scale,

and tracking such a large number of particles simultaneously poses a challenge for the

DEM. Therefore, the TFM based on the Eulerian-Eulerian approach is more suitable

for simulations of industry-scale reactors at present. However, the closure models or
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parameters used in the TFM (drag model, reaction rate, etc.) often overlook the influence

of the meso-scale flow structures when simulations are conducted using a coarse mesh,

leading to distortions in the model’s predictive results. Currently, numerous sub-grid

models have been proposed to address these issues. From the hydrodynamic perspective,

methods such as semi-empirical method (Gao et al., 2009; Sun et al., 2022), the filtration

method (Igci & Sundaresan, 2011; Zhu et al., 2016), and the energy minimization multi-

scale (EMMS) model (Lu et al., 2009; Yang et al., 2003) have been introduced to correct

the interaction between gas and solids phases. These methods have subsequently been

extended to adjust parameters such as interphase heat transfer and chemical reactions.

In recent years, artificial intelligence (AI) technologies, represented by machine

learning (ML), have gradually been applied in various fields of chemical engineering. ML

possesses strong capabilities in handling large amounts of data and complex nonlinear

relationships. Currently, ML has been applied and developed in areas such as solid

heterogeneous catalyst design (Guan et al., 2022), intelligent control and optimization

of chemical processes (Kramer & Morgado-Dias, 2018; Nascimento et al., 2000), flow

regime analysis for gas-liquid multiphase reactors (Manjrekar & Dudukovic, 2019), drag

force correction for gas-solids fluidized bed reactors (Tausendschön et al., 2023; Zhu

et al., 2020), and etc. The capabilities of the ML enable it to play a significant role in

understanding complex heterogeneous flow structures and transport phenomena within the

fluidized bed reactors. It is believed that ML can also contribute to the understanding of

reaction behaviour and the correction of reaction rates in fluidized bed reactors.

1.2 Research objectives

The overall objective is to comprehensively investigate the ozone decomposition reaction

that took place in the gas-solids circulating fluidized bed reactors, in order to reveal the
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effects of the hydrodynamic characteristics on the reaction behaviours. In the process

of achieving this objective, the impact of micro-segregation flow structure and macro-

segregation flow structure within CFB reactors on reaction behaviours will be revealed.

Consequently, this aims to shorten the scaling-up and design period of reactors as well as

provide guidance for the optimization of reactors. The detailed objectives are as follows:

1. To develop a pseudo-homogeneous reactive transport model and then to explore the

effects of hydrodynamic characteristics on the reaction behaviours in CFB reactors.

(Chapter 3 and Chapter 4)

(a) To develop a pseudo-homogeneous reactive transport model for the catalytic

ozone decomposition reaction based on experimental data. This model can

integrate with the two-fluid model and can describe the ozone behaviours in

reactors.

(b) To validate the pseudo-homogeneous model by comparing the simulation re-

sults with the experimental data of a micro fixed-bed reactor.

(c) To investigate the impacts of turbulence models, specularity coefficients, and

simulation methods on the flow fields and reaction fields in a CFB riser reactor.

(d) To explore the influence of instantaneous flow structures on reaction behaviours

in the CFB riser reactor, focusing specifically on the effects of the turbulence

models.

(e) To compare the time-averaged profiles of the solids holdup, particle velocity,

and ozone concentration between CFB riser and downer reactors from dilute

to dense flow conditions.

(f) To compare instantaneous flow fields and their effects on the reaction be-

haviours between the CFB riser and downer reactors.

(g) To investigate the flow structures in the CFB riser and downer reactors via
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residence time distribution analysis for both gas and solids phases.

2. To develop a filtered reactive transport model that adjusts the reaction rate by

employing the influence of particle clustering phenomenon and then to explore the

effects of the phenomenon on the reaction behaviours in the CFB riser reactor.

(Chapter 5 and Chapter 6)

(a) To conduct high-resolution gas-solids fluidization simulations to obtain the data

of flow field and reaction field under a wide-range of operating conditions.

(b) To obtain a dataset of reaction correction coefficients and filtered features by

a filtering algorithm.

(c) To develop a filtered correction model by training a neural network model with

the dataset.

(d) To evaluate the influence of the features on the reaction correction coefficients

by Shapley value analysis.

(e) To validate the filtered reactive transport model by integrating with the TFM

model and comparing the simulation results with the experimental data.

(f) To study the effects of the filtered reactive transport model on the time-averaged

profiles in the CFB riser reactor.

(g) To study the effects of the particle clustering phenomena on the reaction

behaviours in the CFB riser reactor.

1.3 Thesis structure

This thesis follows the integrated-article format as outlined in the thesis guide of Western

University. The thesis is organized as follows:

1. Chapter 1 gives the general introduction of the research work.
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2. Chapter 2 provides a detailed literature review of the research background, include

experimental and numerical works on gas-solids circulating fluidized bed reactors,

the ozone decomposition reaction for gas-solids catalytic systems, the sub-grid

models, and the machine learning application for fluidization systems.

3. Chapter 3 presents the development of a pseudo-homogeneous reactive transport

model for the catalytic ozone decomposition reaction and the investigation of the

impacts of turbulence models, specularity coefficients, and simulation methods on

the hydrodynamic characteristics and reaction behaviours in a CFB riser reactor.

4. Chapter 4 compares the hydrodynamic characteristics and reaction behaviours be-

tween CFB riser and downer reactors under various operating conditions. The

instantaneous flow structures of the two reactors are also compare via residence

time distribution analysis.

5. Chapter 5 presents the development of a filtered correction model and the investi-

gation of the effects of particle clustering phenomena on the local reaction rate in

general gas-solids fluidization systems.

6. Chapter 6 applies the filtered reactive transport model to the CFB riser reactor

and investigates the effects of the particle clustering phenomena on the reaction

behaviours in a CFB riser reactor.

7. Chapter 7 provides the conclusions of this research work and recommendations for

future works.
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Chapter 2

Literature review

This chapter reviews the literature related to the topics outlined in Chapter 1 and presents

information that will be used in the following works. It focuses on the hydrodynamic

characteristics and the ozone decomposition reaction behaviours in gas-solids circulating

fluidized bed reactors. Additionally, it covers multiphase models, sub-grid models, and

machine learning-based models specific to gas-solids fluidization systems.

2.1 Gas-solids fluidization systems

By introducing fluid media into a vessel containing solid granular materials, the particles

can be suspended. Subsequently, the distances between particles can be increased, and

their interactions can be reduced. As a result, the particles can flow freely and exhibit fluid-

like properties (Fan & Zhu, 1999; Liu, 2016). This phenomenon is known as fluidization,

and the unit operations that utilize this physical principle to handle particles are referred

to as fluidized beds. By changing the superficial gas velocity in the gas-solids fluidization

system, the fluidized bed can be categorized into low-velocity conventional fluidized beds

and high-velocity continuous fluidized beds (Yerushalmi et al., 1976). Under low-velocity

operations, particles are suspended by the relatively low superficial gas velocity (usually

less than 1 to 2 m/s), resulting in minimal particle entrainment. The flow regimes in

the conventional fluidized bed include bubbling fluidization and turbulent fluidization,

11
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Figure 2.1: Sketches of the six flow regimes in upward gas-solids fluidization (Sun &
Zhu, 2019)

as illustrated in Figure 2.1. With an increase in the superficial gas velocity beyond a

critical value (usually more than 3 to 5 m/s), solids entrainment significantly increases

and can quickly empty the particulate bed if no particles are fed back into it (Sun & Zhu,

2019). Continuous operations can be achieved by separating the solids from the discharged

streams and reintroducing them into the bed. Thus, reactors that operate with continuous

operations are called circulating fluidized beds (CFB). The flow regimes in CFB include

circulating turbulent fluidization, high-density (HD) fluidization, and low-density (LD)

fluidization. As mentioned in Chapter 1, gas-solids CFB reactors have been widely used

in the process industry, especially in fluid catalytic cracking (FCC) units in refineries.

Figure 2.2 shows a typical schematic of a gas-solids CFB system (Li, 2010; Liu,

2016; Wang, 2013). The system consists of a riser, a downer, a downcomer, a returning

pipe, and separators. In the riser, gas and solids are introduced into the reactor from the

12
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Figure 2.2: Typical schematic of a gas-solids circulating fluidized bed system (Li, 2010;
Liu, 2016; Wang, 2013)

13



CHAPTER 2. LITERATURE REVIEW

60°

Distributor shell
(102 mm i.d.)

Fluidized bed at Umf

Auxiliary fluidization
gas distributor

Auxiliary fluidization
gas supply

Seal plate

Downer main gas

Solids feed tubes
(19×Φ17.5 mm)

Main gas distributor

CFB downer
(76 mm i.d.)

(a)

(b)

(c)

Figure 2.3: Schematic diagram of the gas inlet and solids inlet: (a) gas distributor of
the riser (Sun, 2019), (b) gas and solids distributor of the downer (top view)
(Johnston et al., 1999; Wang, 2013), (c) gas and solids distributor of the
downer (side view) (Wang, 2013)

gas distributor and the return pipe at the bottom of the riser, respectively. The solids are

then entrained upward by the high-velocity upflow gas and separated from it in separators.

These separators typically consist of several cyclones and bag filters, located at the top

of the system. The separated solids flow downward along the downcomer and are stored

in the storage tank, prepared to be fed into the riser again. Finally, the particles are

reintroduced into the riser through the return pipe, completing the circulation. Normally,

chemical reactions take place in the riser. However, in some cases, the downer is also

utilized as the reaction zone for quick chemical reactions. In the CFB system, diverter

valves can alter the direction of solids flow. When the solids flow through the downer

rather than the downcomer, the riser in the system serves simply as a lifting pipe for cycling
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the particles. The path of solids circulation remains the same as in the riser-downcomer

system.

This CFB system was constructed in the laboratory of Particle Technology Research

Centre at Western University by Dr. Jesse Zhu’s group. The detailed dimensions of the

system are provided, as shown in Figure 2.2 and Figure 2.3. Plenty of experimental data,

including the hydrodynamic and reaction data, have been collected and reported (Li et al.,

2011, 2012, 2013a, 2013b; Liu, 2016; Wang et al., 2014c, 2014b, 2014d, 2014a, 2015a,

2015b, 2015c, 2016). Therefore, it is a good choice to use this CFB system as the research

target of this work.

2.1.1 Hydrodynamic characteristics in CFB reactors

Hydrodynamic characteristics typically refer to the flow fields of gas and solids in the

CFB reactors, specifically the distributions of solids holdup, gas velocity, and solids

velocity. The mass transfer, heat transfer, and reaction behaviours in CFB reactors are

largely influenced by the hydrodynamic characteristics. Therefore, understanding the

hydrodynamic characteristics in CFB reactors is essential for the design and operation of

these reactors (Grace, 1990).

Riser In a CFB riser reactor, the gas and solids flow upward concurrently and against the

gravity. In the axial direction, the solids holdup profiles in the riser are typically exhibited

as an exponential shape or an S-shape (Li et al., 2012; Li & Kwauk, 1980; Pärssinen & Zhu,

2001; Schnitzlein & Weinstein, 1988; Wang et al., 2014b). The exponential shape profiles

are usually observed in the LDCFB riser reactors, while the S-shape profiles are observed

in the HDCFB riser reactors. The overall bed solids holdup, 𝜀s = 0.10, is considered as a

criteria for distinguishing the LDCFB and HDCFB flow regimes (Bai et al., 1997; Sun &

Zhu, 2019; Wang et al., 2014c). Typical axial profiles of solids holdup for the LDCFB and
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Figure 2.4: Typical solids holdup profile (Gupta & Berruti, 2000) and illustration of the
influence factors on averaged voidage distribution (Bai et al., 1992). The
directions of the arrows: A. decreasing gas velocity, B. increasing solid cir-
culation rate, C. decreasing particle diameter, D. decreasing particle density,
E. decreasing bed diameter, F. decreasing exit restriction, G. the influence
of bed height with different exit restrictions, H. decreasing inlet restriction,
I. increasing solid inventory with strong inlet restriction, J. increasing solid
inventory with weak inlet restriction.

HDCFB riser reactors are shown in Figure 2.5 (a). According to the profiles, the riser can

be divided into three regions: the bottom dense region, the middle transition region, and

the upper dilute region. Normally, the length of the bottom dense region in the HDCFB

risers is much longer than that in the LDCFB risers. The accumulation of particles in the

bottom region is caused by the solids inventory in the storage tanks and the downcomer

of the CFB system (Bai et al., 1997; Bi & Zhu, 1993). To increase the solids circulation

rate in a CFB system, particles require more driving force to enter the riser. This demand

for additional force necessitates a larger inventory of particles. In a CFB system, which

essentially acts like a U-tube, the increased pressure from a higher number of particles in
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Figure 2.5: Typical profiles of solids holdup in the CFB riser reactor (Wang et al., 2014c)

the downflow columns must be balanced by a corresponding increase in the number of

particles in the riser. Furthermore, due to the phenomenon of particle clustering, these

additional particles are more likely to accumulate at the bottom of the riser (Horio &

Clift, 1992). As a result, a dense region formed at the bottom. The solids holdup in the

upper dilute region is related to the saturation carrying capacity of the gas flow, which

is determined by the superficial gas velocity and the gas properties (Bai & Kato, 1995).

Except for the superficial gas velocity and the solids circulation rate, the axial profiles

of solids holdup are also influenced by other factors, such as the particle properties, bed

sizes, restriction of inlet and exit, etc. Bai et al. (1992) gives a comprehensive summary

of the influence factors on the axial profiles of solids holdup, as shown in Figure 2.4.

The radial profiles of solids holdup in LDCFB riser reactors exhibit a core-annulus

structure (Ishii & Horio, 1991), as illustrated in Figure 2.6. Compared to conventional

fluidized beds, the gas phase dominates the flow field in CFB riser reactors, forming a

wide and dilute core region at the center of the riser. In this core region, the solids holdup

is relatively low, and the velocities of gas and solids are relatively high. Due to wall

effects and particle clustering, a dense annulus region with high solids holdup and low
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Figure 2.6: Typical radial flow structure in the CFB riser reactor (Sun, 2019)

gas/solids velocity is formed near the wall. Compared to the flow regime in LDCFB, the

annulus region in HDCFB risers becomes wider and thicker (Wang et al., 2014c). The

boundary between the core and annulus regions can shift from 𝑟/𝑅 > 0.8 to 𝑟/𝑅 < 0.5

when transitioning from LDCFB to HDCFB, as depicted in Figure 2.5 (b). The shrunken

core region and less uniformed radial profiles of solids holdup and solids velocity in the

HDCFB risers result in a much higher overall bed solids holdup than that in the LDCFB

risers (Wang et al., 2014c). Thereby, the higher solids holdup provides a larger area for

the gas-solids contact, which is beneficial for the mass transfer and reaction in the CFB

riser reactors (Wang et al., 2014b).

Downer Different from CFB riser reactors, in CFB downer reactors, gas and solids

concurrently flow downward from the top to the bottom of the column. After gas and

solids are introduced into the downer through separate inlets, as shown in Figure 2.3 (b)

and (c), the particles undergo three flow stages: the initial acceleration stage, the secondary

acceleration stage, and the constant velocity stage (Wang et al., 2015a; Zhang et al., 1999).

When gas and solids first enter the downer, the gas velocity is at the superficial gas velocity,

while the particle velocity is close to 0. Since the gas velocity is greater than the particle
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velocity, at this point, the particles are accelerated downwards by the combined effects of

gravitational and drag forces. This is the initial acceleration stage for the particles. Once

the particle velocity exceeds the gas velocity, the direction of the drag force reverses, acting

upwards, and the acceleration of the particles begins to decrease, leading the particles into

the second acceleration stage. When the slip velocity is sufficiently large so that the

upward drag force can offset the effect of gravity, the particle velocity remains constant,

no longer accelerating, and then enters the third stage.
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Figure 2.7: Typical profiles of solids holdup in the CFB downer reactor (Wang et al.,
2015a, 2016)

Although the downer features three distinct flow stages, the differences between them

are not significant, and the transitions among these stages are mild. Axially, the solids

holdup profiles in the downer are relatively uniform, as illustrated in Figure 2.7 (a). The

dense region is shorter than that in the riser because the quick acceleration of particles in

the first stage (Sun, 2019; Wang et al., 2015a). Radially, the slip velocity between gas and

solids results in less extensive particle back-mixing compared to the riser. Consequently,

the radial profiles of solids holdup in the downer are much more uniform than those in the

riser, as demonstrated in Figure 2.7 (b). Therefore, the downers create a broader and more

uniform dilute region in the central area of the column, with a marginally higher solids
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holdup near the wall. Owing to these hydrodynamic characteristics, the residence time of

particles in the downer is reduced. However, this results in a more uniform distribution

of residence time for both gas and solid phases, leading to a more consistent contact time

between the reactants and catalysts (Bai et al., 1995; Luo et al., 2007).

Inlet structure As shown in Figure 2.4 (H), (I), and (J), the inlet structure of the riser

significantly influences the axial profiles of solids holdup. The riser’s inlet structure also

affects the radial profiles of solids holdup and velocity, particularly in the bottom region

(Yan et al., 2008). In the CFB downer reactor, the inlet structures for gas and solids not only

impact the flow development length but also influence the radial dispersion and mixing of

solids (Johnston et al., 1999). Furthermore, in CFD simulations of CFB riser reactors, the

inlet distributor structure greatly influences the entire flow structure. Numerical results

using jet inlet profiles provide a more accurate prediction of the core-annulus structure

than those using uniform inlet profiles (Peng et al., 2010, 2012). Therefore, it is crucial to

thoroughly understand the inlet structure of both the riser and downer before undertaking

CFD simulation work, in order to achieve the desired hydrodynamic characteristics.

2.1.2 Ozone decomposition reaction in CFB reactors

Studying hydrodynamic characteristics is indeed very important for the understanding

and design of fluidized bed reactors. However, conducting chemical reactions in the

CFB reactors and measuring the concentrations of reactants or products can provide

direct data to investigate the reaction performance in the reactors. Various chemical

reactions have been employed in gas-solids fluidized bed reactors, such as the catalytic

decomposition of nitrous oxide (Johnsson et al., 1996; Shen & Johnstone, 1955) and

the catalyzed oxidation of carbon monoxide (Venderbosch et al., 1998). However, since

the temperatures required for these reactions are often too high, implementing them in
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large-scale laboratory equipment is costly. Moreover, the kinetics of these reactions are

quite complex, and the reactions involve issues of heat transfer and catalyst deactivation,

which are not conducive to studying the impact of hydrodynamic characteristics in CFB

reactors on reaction behaviours. Therefore, these reactions have not been widely adopted

in the study of CFB reactors.

In 1958, Frye et al. (1958) first introduced the ozone decomposition reaction to

analyse the reaction behaviour in a fluidized bed. Sun and Grace (1990) impregnated FCC

particles with ferric nitrate solution to prepared catalysts for the ozone decomposition

reaction. Jiang et al. (1991) introduced the contact efficiency coefficient in the plug-flow

reactor (PFR) and continuous stirred-tank reactor (CSTR) model to simulate the ozone

decomposition reaction in a baffled CFB reactor. Ouyang et al. (1993, 1995) conducted

the ozone decomposition reaction in a 10 m riser and obtain the radial and axial profiles

of ozone concentration. The catalytic ozone decomposition reaction,

2 O3
FCC (Fe2O3)−−−−−−−−−→ 3 O2, (2.1)

has been widely utilized as a template reaction in the study of CFB reactors due to

its advantages, although it holds no commercial value in the industry. According to

the experimental results of Li (2010), the ozone decomposition reaction can be consid-

ered a first-order reaction. This reaction occurs at very low ozone concentrations (about

10 to 100 ppmv), ensuring that the heat transfer and volume change of the reaction are

negligible. Additionally, the detection of ozone is rapid, accurate, and inexpensive using

the ultraviolet (UV) photometric method (Li et al., 2013a; Wang et al., 2014b). Further-

more, this reaction takes place at ambient temperature and pressure (Frye et al., 1958),

making it easy to operate. Importantly, ozone only decomposes in contact with catalysts,

allowing for the isolation of gas-solids contacting, which simplifies the quantification of
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gas-solids interactions (Syamlal & O’Brien, 2003). These advantages not only make

the experimental measurement data more accurate but also simplify the development of

reactive transport models used in CFD simulations.

In addition, the ozone decomposition reaction has already conducted in the CFB

system that mentioned above, and the plenty of experimental data ozone concentration

have been collected and reported (Li et al., 2011, 2013a, 2013b; Liu, 2016; Wang et al.,

2014b, 2014a, 2015c). Therefore, it is a good choice to use the ozone decomposition

reaction as the research target of this work.

Li et al. (2013a) reports the axial and radial profiles of ozone concentration in a CFB

riser reactor under different operating conditions as well as the corresponding solids holdup

profiles. The results show that most of the ozone is converted in the flow developing region

of the riser reactor, as shown in Figure 2.8. Above this region, the ozone concentration

remains almost constant along the axial direction. Additionally, Li et al. suggests that

there is a strong correlation between the solids holdup and the ozone concentration in

both radial and axial directions. However, all the experiments conducted by Li et al. were

at low reaction rates and the operating conditions belonged to the low-density flow regime.

Riser Wang et al. (2014b) investigated the performance of ozone decomposition reac-

tions in the same CFB riser reactor under a wider range of operating conditions. The

operating conditions reported in the study cover superficial gas velocities ranging from

0 to 5 m/s and solids circulation rates from 100 to 800 kg/m2/s. These operating condi-

tions span fluidization regimes from LDCFB to HDCFB. Moreover, the reaction constant

and inlet ozone concentration in Wang et al.’s experiments were approximately 10 times

higher than those in Li et al. (2013a)’s experiments. Wang et al.’s results (Figure 2.9 (a))

indicated that 30 to 60 % of ozone conversion occurred within the 0 to 1 m of the riser

under different operating conditions. Beyond this region, a significant reduction in the
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Figure 2.8: Axial profiles of cross-sectional averaged ozone concentration and solids
holdup in the riser in the CFB riser reactor (Li et al., 2013a)

conversion rate is observed. This finding is consistent with Li et al.’s, but with a notable

difference: when a large amount of catalysts is retained in the riser, the ozone concen-

tration continues to decrease in the region above the flow developing region. Axially, as

shown in Figure 2.9 (c), the region near the wall has a lower and constant ozone concen-

tration, while the profile of the central region shows a continuous and significant decline,

suggesting severe lateral gas/solids segregation in the reactor. Radially, as shown in Fig-

ure 2.9 (e) and (f), a strong correlation between ozone concentration and solids holdup is

evident, further indicating that the reaction in the CFB riser reactor is controlled by the

gas-solids flow structure. Additionally, Wang et al. found that although solids holdup is

an important factor affecting reaction performance, its impact is more pronounced under

conditions of high superficial gas velocity and low solids circulation rate.
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Figure 2.9: Typical profiles of ozone concentration and solids holdup in the CFB riser
reactor (Wang et al., 2014b); (a) and (b): cross-sectional averaged profiles, (c)
and (d): axial profiles at various radial positions, (e) and (f): radial profiles
at various axial positions
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Downer The Downer, as a newly proposed reactor, has attracted widespread attention,

with hopes of understanding its reaction performance through observations of reactions

within it. However, experimental data are rarely reported. In 2008, Fan et al. published

data on ozone decomposition observed in a CFB downer reactor under low solids circu-

lation rate operating conditions (about 10 to 30 kg/m2/s). Fan et al. found that the ozone

concentration was rapidly reduced in the first acceleration region, while in the subsequent

fully developed region, the decrease was much slower. These phenomena were also ob-

served in Wang et al. (2014a)’s experiments under higher solids circulation rate operating

conditions (100 to 300 kg/m2/s). This is believed to be caused by the combined effects of

high solids holdup and high ozone concentration. Similar to the riser, ozone concentration

profiles in the axial and radial directions are strongly correlated with profiles of solids

holdup. However, in the radial direction, the distributions of ozone and particles are quite

uniform, without the presence of a core-annulus structure or parabolic profiles, as shown

in Figure 2.10 (c). Axially, as shown in Figure 2.10 (d) , ozone profiles at different radial

positions have the same axial trends, unlike in the riser, where profiles differ significantly

between the central and wall regions. This is related to the simpler flow structure in the

downer. Therefore, Wang considers the reaction performance of the CFB downer to be

very close to that of an ideal PFR.

2.2 Numerical works on gas-solids CFB reactors

With the advancement of high-performance computation technology and numerical algo-

rithms, the simulation of large-scale CFB reactors using computational fluid dynamics

(CFD) techniques has become possible. Consequently, various multiphase models have

been developed to address the diverse flow structures in gas-solids fluidization systems.

With the aid of CFD, at least one intermediate scale-up unit can be eliminated in the entire
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(a) (b)

(c) (d)

Figure 2.10: Typical profiles of ozone concentration and solids holdup in the CFB downer
reactor (Wang et al., 2014a); (a) & (b): cross-sectional averaged profiles, (c)
and (d): radial profiles near the inlet and outlet

reactor scale-up process, potentially saving years of time and millions of dollars in costs

(Chew et al., 2022). Therefore, both industry and academia are increasingly emphasizing

the application of CFD and the development of related models.

Currently, there are many widely used numerical simulation methods. If categorized

based on the spatial scale of the objects being simulated, they can be roughly divided into

three types from smallest to largest: micro-scale simulation (about 10−2 m), meso-scale

simulation (10−1 to 100 m), and macro-scale simulation (100 to 101 m). Here is the brief

introduction of these simulation methods:
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Figure 2.11: Simulation methods from micro-scale to macro-scale and their corresponding
applications (Zhu, 2021)

1. In micro-scale simulation, a representative method is particle-resolved direct nu-

merical simulation (PR-DNS) (Deen et al., 2012; Liu et al., 2017; Tenneti &

Subramaniam, 2014). In this method, the gas phase is solved directly on a grid at

the Kolmogorov scale using the DNS method, eliminating the need for introducing

a turbulence model. The particle phase is either fixed in space or simulated using

the discrete element method (DEM) for particle motion. However, this method re-

quires extremely high grid resolution and small time steps, making it challenging to

even simulate small-scale laboratory fluidized beds. Therefore, the PR-DNS method

is currently more suitable for studying the fundamental flow and transfer mecha-

nisms in gas-solids fluidization systems and for further developing more accurate

inter-phase transfer models.

2. Meso-scale simulation is currently the most focused research scale for researchers.

This is because the heterogeneous flow structures in gas-solids fluidization systems,

such as bubbles and clusters, can be considered as meso-scale flow structures (Li &
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Huang, 2018). They are related to the interactions between gas-solids as well as the

interactions among particles. These meso-scale structures are the core factors that

differentiate fluidized bed reactors from other reactors and are central to our study

of fluidization. Currently, CFD-DEM and two-fluid model (TFM) are the two most

commonly used methods.

(a) In CFD-DEM, gas is treated as a continuous medium and the gas flow field

is solved under the Eulerian frame using Reynolds-averaged Navier-Stokes

(RANS) equations (Alfonsi, 2009), while particles are considered as discrete

entities and their motion trajectories are tracked under the Lagrangian frame

(Guo & Curtis, 2015; Zhu et al., 2008). Particle collisions are described using

hard-sphere or soft-sphere models, and models such as the drag model are

required to describe the interactions between gas and particles. As DEM can

track the motion of each particle, it allows for the easier introduction of other

particle-related forces, such as van der Waals forces, magnetic forces, etc., and

can handle systems with particles of low sphericity or a wide particle size

distribution (Zhong et al., 2016). However, because DEM tracks each particle

individually, it becomes challenging for systems with a huge number of small

particles, such as pilot or industrial-scale fluidized bed reactors, making DEM

less feasible for such large-scale systems.

(b) TFM (two-fluid model), another important simulation method, treats both gas

and solids as continuous media. The treatment of the gas phase is the same

as in CFD-DEM, while the solids phase is treated as a pseudo-fluid using

the kinetic theory of granular flow (KTGF) (Gidaspow, 1994; Gidaspow &

Bacelos, 2018; Huilin & Gidaspow, 2003; Syamlal et al., 1993). Therefore,

the solver does not need to track the motion of each particle, significantly

reducing computational costs. KTGF, analogous to the kinetic theory of gases,
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closes the collisional stresses in the solids phase through statistic analysis on

the motion of local particle groups. Previous research suggested that a grid size

of 10 to 50 𝑑p was proper to accurately reflect the particle collisions. However,

recent studies have shown that a grid size as small as 3 𝑑p is required to

fully capture meso-scale structures in gas-solids systems (Fullmer & Hrenya,

2016; Wang et al., 2009; Zhu et al., 2020). Such a small grid size makes

simulating three-dimensional industry-scale reactors very difficult. However,

when using relative coarse grids, the heterogeneous flow structures in the flow

field are ignored, leading to model predictions deviating from experimental

data (Agrawal et al., 2001; Sundaresan et al., 2018).

3. To address the current computational cost limitations that hinder accurate simula-

tion of industry-scale reactors, two methods, multiphase particle-in-cell (MP-PIC)

and TFM+subgrid model, have been proposed. To reduce the number of particles

tracked in DEM, MP-PIC groups particles into parcels, with multiple particles in

each parcel sharing the same velocity, position, and forces (Andrews & O’Rourke,

1996). Particle collisions are treated by KTGF. This approach allows for tracking

particle motion trajectories while significantly reducing computational costs, making

accurate macro-scale simulation feasible. In the TFM+subgrid model, the subgrid

model quantifies the impact of heterogeneous flow structures and modifies models

for drag force, heat/mass interphase transport, and reaction rates. Common methods

include semi-empirical models (O’Brien & Syamlal, 1993; Sun et al., 2022), filtra-

tion methods (Agrawal et al., 2001; Igci et al., 2008), and the energy minimization

multi-scale (EMMS) model (Li, 1994; Li et al., 1988).
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2.2.1 Two-fluid models

To treat the particles as the pseudo-fluid when using TFM, the fluid properties of particle

fluids, such as pressure and viscosity, need to be defined. Granular temperature was first

introduced by Sinclair and Jackson (1989) and is proportional to the kinetic energy of

particle random motion (Ding & Gidaspow, 1990), as shown below:

Θs =
1
3
𝑣′𝑠𝜏 𝑣

′
𝑠𝜏, (2.2)

where 𝑣′𝑠𝜏 represents the fluctuating velocity of particles in the 𝜏 direction. According to

KTGF, the granular temperature can be described by the transport equation of granular

temperature (Gidaspow, 1994):

3
2

[
𝜕

𝜕𝑡
(𝜀s 𝜌s Θs) + ∇ ·

(
𝜀s 𝜌s ®𝒖s Θs

) ]
=

(
−𝑝s

¯̄𝑰 + ¯̄𝝉s

)
: ∇®𝒗s+

+ ∇ ·
(
𝑘Θs ∇Θs

)
− 𝛾Θs + 𝜙gs,

(2.3)

where
(
−𝑝s

¯̄𝑰 + ¯̄𝝉s

)
: ∇®𝒗s is the generation of energy by the solids stress tensor,

(
𝑘Θs ∇Θs

)
is the diffusion energy,

(
𝛾Θs

)
is the collisional dissipation of energy, and

(
𝜙gs

)
is the energy

exchange between the gas and solids phases. After the granular temperature is obtained,

the pressure and viscosity of the particle phase can be calculated (Gidaspow, 1994; Lun

et al., 1984; Schaeffer, 1987).

Turbulence models In TFM, either a laminar flow model or a turbulence model is

required to calculate the viscous stress tensor. The Reynolds-Averaged Navier-Stokes

(RANS) equations are often used to simplify the treatment of turbulence phenomena in

fluid flow. Two-equation turbulence models based on Boussinesq eddy viscosity assump-

tion are widely used in most fields of engineering to close the time evolution equation of
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Reynolds stress. 𝑘-𝜖 model (Hanjalić & Launder, 1972) and 𝑘-𝜔 model (Wilcox, 2008)

are two of the most used two-equation turbulence models. However, there is still signifi-

cant argument regarding whether to use a turbulence model and, if so, which turbulence

model to use.

Almuttahar and Taghipour (2008) found that using the 𝑘-𝜖 turbulence model tends to

overestimate the solids flux compared to using the laminar flow model when simulating a

two-dimensional riser. Gao et al. (2009) discovered that in the simulation of a 2D TFB

(turbulent fluidized bed), employing the 𝑘-𝜖 turbulence model results in more stable and

less variable radial profiles of solids holdup than when using the laminar flow model. Li

et al. (2021) conducted a comprehensive study of the performance of the laminar flow

model and various turbulence models in full loop CFB, BFB, and TFB systems. The

laminar flow model, RNG 𝑘-𝜖 model, and SST 𝑘-𝜔 model predictions agree more closely

with experimental results across different flow regimes, while the standard 𝑘-𝜖 model and

standard 𝑘-𝜔 model fail to accurately predict the solids holdup distributions.

It is noteworthy that the fluidization regimes studied in these researches either belong

to conventional fluidized beds or to riser reactors with extremely low solids circulation

rates (𝐺s < 20 kg/m2/s). The hydrodynamic characteristics investigated in these studies

are quite different from the objectives of the present study, so it cannot be conclusively

said that any one of these studies’ conclusions is correct. Additionally, researchers in the

aforementioned studies typically compare time-averaged profiles from numerical results

with experimental outcomes, while overlooking the more important instantaneous flow

structures in fluidization systems. Therefore, in the simulations of this study, whether

to use a turbulence model and which turbulence model to use still need to be further

validated according to our own system, and the validation method should not be limited

to comparing time-averaged results.
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Inlet structures The uniform inlet structure is the most commonly used inlet structure

in CFB riser reactor simulations, as shown in Figure 2.12 (a). However, Peng et al. (2010)

and Peng et al. (2012) found that using a jet inlet profile instead of a uniform inlet profile

can improve the prediction accuracy of the core-annulus structure in the CFB riser reactor.

Sun (2019) separated the gas inlet and solids inlet of the riser, allowing particles to enter

from the side at the bottom of the riser and then meet with the gas, which is closer to the

experimental operation, as shown in Figure 2.12 (b). The results showed that the solids

holdup distribution and the velocity distributions of gas and solids were more consistent

with the experimental data.

0.2

0.0

0.1

0.15

0.05

50
0 76

150
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x (mm)

(c)(a) (b)

Figure 2.12: Inlet structure: (a) uniform inlet, (b) jet inlet, (c) contour of solids holdup at
the inlet using a jet gas inlet and side solids inlet (Sun, 2019)

Important parameters In TFM, there are three parameters related to the material of

the used fluidized bed and the particles that need to be determined through trial for the

final selection. These are the particle-particle restitution coefficient (𝑒ss), the particle-wall

restitution coefficient (𝑒sw), and the specularity coefficient (𝜙). The restitution coefficient

characterizes the degree of kinetic energy retention after two objects collide. When 𝑒 = 1,

the collision is perfectly elastic, with no loss of mechanical energy, while when 𝑒 = 0, the
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two objects stick together after the collision, with kinetic energy completely transformed

into other forms of energy (ANSYS, Inc., 2022). The specularity coefficient, on the

other hand, characterizes the direction of a particle’s rebound after colliding with a wall.

When 𝜙 = 1, specular reflection occurs, while when 𝜙 = 0, the direction of the particle’s

reflection is unrelated to the direction of incidence (ANSYS, Inc., 2022). Therefore, these

two parameters respectively determine the speed and direction of the particles’ motion

after collision, having a significant impact on the flow structure in CFB.

(a) (b)

Figure 2.13: Effects of specularity coefficient on the radial flow structures in a CFB riser
(Cloete et al., 2011): (a) solids holdup, (b) solids velocity

(a) (b)

Figure 2.14: Effects of particle-particle restitution coefficient on the radial flow structures
in a CFB riser (Cloete et al., 2011): (a) solids holdup, (b) solids velocity
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Cloete et al. (2011) conducted a parametric study on the effects of 𝑒ss, 𝑒sw and 𝜙 on

the flow structure in a CFB riser reactor. The results found that 𝑒sw changes the granular

temperature near the wall, but it does not have a significant impact on the final flow field.

However, 𝑒ss and the 𝜙 together affect the particle velocity and solids holdup near the

wall region. With a decrease in 𝑒ss, the solids holdup near the wall region increases, and

correspondingly, the sliding velocity of particles in this area also increases. Cloete et al.

believes that a value of 0.9 is the best choice for the CFB system from Dr. Zhu’s group

(Yan & Zhu, 2004). The impact of 𝜙 is more pronounced on the velocity of particles near

the wall. The smaller the 𝜙, the more severe the downward sliding tendency of particles

near the wall. Benyahia et al. (2007) believes that a 𝜙 value of 0.0001 can predict a better

core-annulus structure in the simulation of a CFB riser, but according to Cloete et al.’s

research, this could lead to particle sliding velocities as high as 3 m/s. Therefore, Cloete

et al. considers 0.01 to be a more appropriate value.

2.2.2 Interphase interactions and sub-grid models

Subgrid models for interphase momentum transfer Interphase momentum exchange

refers to the interaction forces between the gas phase and the solid phase. In gas-solids

fluidization systems, the density of particles is often thousands of times greater than that of

the gas; therefore, the drag force dominates the interphase force for momentum exchange.

In previous studies, the drag force has always been considered the most critical factor

affecting the flow structure in fluidized beds.

Currently, the drag coefficient of gas-particles is generally provided by two types

of models: empirical correlations established from experimental data, and correlations

established from particle-resolved simulation data. Gidaspow model and the Syamlal-

O’Brien model are the most widely used drag models that developed from experimental

34



CHAPTER 2. LITERATURE REVIEW

data. Syamlal-O’Brien model (Syamlal et al., 1993) was developed by converting the

correlations of terminal velocity of fluidized beds and settled beds. The model performs

better when predicting the flow in conventional fluidized beds. Gidaspow model (Gi-

daspow et al., 1991) integrates the Ergun equation for 𝜀s ≥ 0.2 and the Wen-Yu model for

𝜀s < 0.2. The Ergun equation (Ergun, 1952) was developed using packed-bed pressure

drop data, while the Wen-Yu model (Wen & Yu, 1966) was derived from experimental data

on liquid-solids fluidized beds. This model is more suitable for use in the CFB systems.

Hill et al. (2001) and Beetstra et al. (2007) fixed various particle arrays in space and used

lattice-Boltzmann methods (LBM) to simulate airflow through these arrays. Subsequently,

they collected drag force data under various operating conditions, thereby establishing cor-

relations for drag force respective to voidages and Reynolds numbers. Their simulations

are more akin to measuring pressure drop in a “customizable” packed bed, similar to the

experiment conducted by Ergun. The results show that their correlations underestimate the

drag force at low Reynolds numbers, while overestimating it at high Reynolds numbers.

This is likely due to the difference between the fixed particle setting and the actual flow

in a fluidized bed, as well as the influence of sphericity.

Section 2.2 mentions that current HPC systems struggle to support simulations of

industrial-scale CFB reactors with the necessary grid size requirements of TFM. Blindly

enlarging the grid size can overlook the gas-solids heterogeneous flow structures, leading

to distorted predictions. However, subgrid models can correct the calculation of interphase

interactions in coarse grids. The commonly used subgrid models include:

1. Semi-empirical models: This method usually involves correcting the drag force

using experimental data combined with semi-theoretical approaches. For example,

Sun et al. (2022) categorized the solids phase in a cell into discrete particles and

clusters based on cluster information collected from image processing and wavelet
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analysis from Wei and Zhu (2019). The adjusted drag force is the summary of the

drag force on the two classes.

2. Filtered methods: This approach obtains high-resolution gas-solids flow field data

through TFM simulations in fine grids. Then, a uniform drag force correction model

is established through the statistical analysis of the high-resolution data.

3. EMMS methods: This approach considered the particle clustering phenomenon as a

dynamic equilibrium state formed by the mutual competition between gas and solids

phases in flow. Therefore, it establishes a correction model based on the condition

of minimizing energy consumption when entraining a unit mass of particles in a

gas-solid system (Li et al., 1988; Lu et al., 2009; Wang & Li, 2007).

Filtered method for drag models Current studies indicates that the TFM needs to be

implemented in a mesh of about 3 𝑑p size to capture detailed gas-solids heterogeneous

flow structures, which roughly corresponds to 10−4 to 10−3 m (Fullmer & Hrenya, 2016;

Wang et al., 2009; Zhu, 2021). This mesh size is impractical for industrial CFB reactors

(101 m). Dr. Sundaresan’s group at Princeton University, inspired by the filtering method

LES, proposed a filtered statistical analysis for models related to KTGF and interphase

interaction forces (Agrawal et al., 2001; Igci & Sundaresan, 2011; Igci et al., 2008; Milioli

et al., 2013). Taking the filtered drag model as an example, the development generally

involves 5 steps, as shown in Figure 2.15:

1. Implement high-resolution simulations for gas-solids fluidization systems in a peri-

odic computational domain. The boundaries surrounding the computational domain

are transition boundaries. Therefore, a large computational domain is not necessary

to obtain a flow field containing various heterogeneous flow structures.

2. Record flow field data. Once the flow field in the periodic domain reaches a steady

state, record the required flow field data, such as solids holdup, gas velocity, particle
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velocity, etc.

3. Select a region smaller than the domain, referred to as a filter box, within the

domain. Calculate the average flow field parameters in the filter box based on the

recorded flow field data, such as average solids holdup, average gas-solid velocity,

average slip velocity, etc., as well as the total drag force in the filter box.

4. Move the filter box and change its size to create a database containing the filter box

size, average flow field parameters, and total drag force.

5. Establish a correlation of drag force with respect to the filter box size and average

flow field parameters.

Computational domain
(256 mm × 256 mm)

εs = 0.1 εs = 0.25

Filter box

Figure 2.15: Schematic filtering process of two-dimensional high-resolution TFM simu-
lations (Δmesh = 3 𝑑p, 𝑑p = 70 µm)

The subgrid filtered drag coefficient, 𝛽filter, is defined as (Milioli et al., 2013):

𝑣̃slip =
𝛽micro 𝑣slip − 𝜀′g ∇ · 𝜎′

g

𝛽filter
, (2.4)

where

𝛽micro =
18 𝜇g 𝜀g 𝜀s

𝑑2
p

𝑓d,micro(Res, 𝜀s) (2.5)
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is the drag coefficient in cells of high-resolution simulations. 𝑓d,micro is the dimension-

less drag coefficient, which is defined differently for different drag models, such as the

Gidaspow model and the Syamlal-O’Brien model. 𝑣̃slip is the average slip velocity in the

filter box. Zhu (2021) then presented a subgrid filtered drag force correction coefficient

in the axial direction:

𝐻d =
𝐹d,filter,𝑦

𝐹d,homo,𝑦
=
𝛽micro(𝜀s, |𝑣slip,𝑦 |) 𝑣slip,𝑦

𝛽micro(𝜀s, |𝑣̃slip,𝑦 |) 𝑣̃slip,𝑦
, (2.6)

where 𝐹d,filter,𝑦 is the filtered drag force in the 𝑦-direction within the filter box, 𝐹d,homo,𝑦 is

the homogeneous drag force in the 𝑦-direction within the filter box. Thus, 𝐻d represents

the differences that arise due to the effects of heterogeneous flow structures.

The above content is just a brief introduction to the ideas and implementations of

the filtered method. This research mainly revolves around reactions in CFB reactors

and will not delve much into interphase drag force. However, most advanced concepts

first introduce hydrodynamic modelling works, and heterogeneous flow structures play a

crucial role in reaction behaviours. Therefore, understanding hydrodynamic modelling

works is beneficial for the study of reaction behaviours in CFB reactors.

Filtered method for chemical reactions With the thriving development of subgrid

drag models, an increasing number of scholars have also begun to explore the subgrid

reactive transport models. Liu et al. (2015), based on the EMMS theory, proposed a

structure-dependent multi-fluid model, which introduces the influence of heterogeneous

flow structures on mass transfer and reaction to modify the reactive transport model. The

model was validated through comparison with Ouyang et al. (1995)’s experimental data

on ozone decomposition in a riser. Hou et al. (2017) believes that reactions in fluidized

beds are controlled by the mass transfer rate between gas and clusters. By introducing gas-

cluster mass transfer to modify the reaction rate in coarse mesh simulations, it effectively
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reduces the overestimated reaction rate of the original reactive transport model in CFB

riser reactors.

Based on the concept of filtering methods, researchers have also attempted to perform

filtering analysis on reactive transport models. Holloway and Sundaresan (2012) developed

a filtered reactive transport model to simulate a first-order, isothermal reaction with no

volume change. They defined a cluster-scale effectiveness factor to quantify the effects of

the cluster on the reaction in gas-solids fluidization systems and argued that if this factor

is not considered, coarse-grid TFM simulations would overestimate the reaction rate.

Huang et al. (2021) studied the impact of different orders of chemical reactions on the

effectiveness factor through filtering methods and found that the factor depends on solids

holdup, filter box size, and the Damköhler number. Zhu et al. (2021) applied filtering to

the models of momentum transfer, heat transfer, and reaction, and introduced new marks

such as gas pressure gradient and temperature to correlate flow field parameters with

the effectiveness factor. The new model resulted in better consistency with experimental

results.

The filtered reactive transport model is expressed as (Holloway & Sundaresan, 2012):

𝜕

𝜕𝑡

(
𝜀g 𝜌g𝑌g

)
+ ∇ ·

(
𝜌g 𝜀g ®𝒗g𝑌g − Γg 𝜀g ∇𝑌g

)
= −𝑘r 𝜌g 𝜀s𝑌g. (2.7)

Cloete (2018) found that the diffusion term has little influence on the overall conversion

of reactants. Thus, the correction coefficient of the filtered reaction rate can be expressed

as:

𝐻r =
𝜀s𝑌g

𝜀s𝑌g
. (2.8)

Compared to the research of filtered drag models, there is still very little research

and analysis on filtered reactive transport models. Moreover, most of the research focuses
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on the development of the model, without gaining a deeper understanding and analysis of

the reactions occurring in CFB reactors through the developed model.

2.2.3 Machine learning-based models

With the advancement and development of measurement techniques and numerical meth-

ods, researchers can obtain much more data than before, such as time series data of solids

holdup from optical fibres (Zhang et al., 1998), high-frame-rate image data (Yang & Zhu,

2014), and data of flow field and reaction field from high-resolution CFD simulations (Zhu

et al., 2020). However, researchers often analyze the obtained data by averaging them over

space or time (Wang, 2013; Wei & Zhu, 2019). This process causes the loss of a large

amount of detail and instantaneous characteristics. Without such averaged processing, the

sheer volume of data also overwhelms the researchers.

Since the development of the back-propagation algorithm in the 1980s (Rumelhart

et al., 1986), there has been renewed interest in neural networks, followed by the devel-

opment of more algorithms and their applications in the field of machine learning (ML).

Figure 2.16 lists the different uses of ML and corresponding algorithms. With the increase

in computing power, the powerful capabilities of artificial intelligence (AI) have led re-

searchers and industries to use and consider how to use AI in their fields. AI is playing

an irreplaceable role in more and more fields.

Artificial neural networks In the previously mentioned filtering method, the high-

resolution flow field data processed through the filtering process can amount to millions

to tens of millions of data entries (Zhu et al., 2020). Traditional filtering modelling

developments generally start by bucketing the collected data based on solids holdup,

then averaging the data within each bucket, and finally obtaining individual correlations

regarding solids holdup within each bucket. The averaging of data within the buckets
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Figure 2.16: Categories of machine learning algorithms (Brunton et al., 2020)

causes the model to overlook the impact of other key flow field parameters, such as slip

velocity, which results in the filtered model not fully representing the information of

the flow field being filtered, leading to biased corrections. Machine learning, especially

the artificial neural network (ANN) method, is highly suitable for processing such large

volumes of data.

ANN was proposed by McCulloch and Pitts (1943) and experienced a revival after

the introduction of the back-propagation algorithm (Rumelhart et al., 1986). ANN is a

mathematical model that mimics the structure and function of biological neural networks,

and it serves as a nonlinear statistical data modelling tool. ANN perform computations

through a large number of interconnected artificial neurons. A schematic of a single node

in the ANN is shown in Figure 2.17. In the figure, 𝑎 is the input, 𝑤 is the weight, 𝑏 is the

bias, 𝑓 is the transfer function, and 𝑡 is the output. The function of a neuron is to compute

a scalar result by obtaining the inner product of the input vector ( ®𝑨 = [𝑎1, 𝑎2, . . . , 𝑎𝑛])

and the weight vector ( ®𝑾 = [𝑤1, 𝑤2, . . . , 𝑤𝑛]), and then processing it through a nonlinear

transfer function. The mathematical expression of the neuron function is:

𝑡 = 𝑓 ( ®𝑾T ®𝑨 + 𝑏). (2.9)

41



CHAPTER 2. LITERATURE REVIEW

fΣ

a1

w1
b

t

1

a2 w2

a3
w3

an

wn

... Node

Inputs 

Output 

Figure 2.17: Schematic of a single node
(neural) in the ANN
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Figure 2.18: Schematic of a one layer ANN
structure

By combining multiple neurons, we can form the simplest single-layer ANN structure, as

shown in Figure 2.18. The “synapses” between neurons, represented by weight vectors,

are the parameters of the model, which are obtained through various iterative algorithms.

This fitting process is known as training, and the effectiveness of the training is indicated

by the loss, which is derived from loss functions. As more hidden layers are added

between the input layer and the output layer, making the ANN structure more “deep”, this

evolves into deep learning. These additional hidden layers enable the model to extract

higher-level features from the raw input, thereby enhancing its ability to model complex

nonlinear systems (LeCun et al., 2015).

In the filtering method, ANN serves as a surrogate modelling method, replacing

traditional approaches such as polynomial regression. With the assistance of ANN, Jiang

et al. (2019) used filtered solids holdup, filtered slip velocity, and filtered gradient of gas

pressure as input features to model the filtered drag force. The predictive capability of

the ANN model far surpasses that of the traditional filtered models. Zhang et al. (2020)’s

research found that information from adjacent coarse grids could enhance the predictive

accuracy of the filtered drag model. Zhu et al. (2020) also experimented with using

ANN and Xgboost methods to model filtered drag force, and ANN demonstrated superior
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capabilities in modelling complex systems. However, currently, the application of ANN

in filtered reactive transport models is still rarely reported.

2.3 Conclusions

Experiments have provided an initial understanding of the flow structure inside CFB

reactors. Hydrodynamic characteristics are characterized by solids holdup and particle

velocity.

The profile of solids holdup exhibits an exponential shape in the axial direction of

LDCFB riser reactors, while in HDCFB, it shows an S-shape profile with a dense bottom

region. Radially, a typical core-annulus structure appears in LDCFB, whereas in HDCFB,

the thickness of the annulus significantly increases, and there is a phenomenon of particles

slipping in the wall region. According to the direction of slip velocity between gas and

particles, a downer can be divided into three regions in the axial direction. However,

the distribution of solids holdup and particle velocity are uniform in the axial and radial

direction.

Catalytic ozone decomposition reaction is used as a template reaction to investigate

the reaction performance in CFB reactors. According to the profiles of ozone concentra-

tion, most of the ozone is converted in the region from the inlet to 1 m. Subsequently, the

ozone concentration decreases slightly with height. Risers and downers share the same

characteristic in the axial direction. Radially, there is a significant gradient in the riser,

while in the downer, ozone concentration is distributed uniformly.

Numerical methods are then used to simulate CFB reactors for more detailed in-

formation and cost savings. TFM is the most appropriate method for simulations of

industrial-scale CFB reactors. Inlet structure, turbulence model, and KTGF parameters
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significantly influence the numerical results. For different sizes of CFB reactors and op-

erating conditions, it is essential to make appropriate choices and adjustments regarding

these three aspects.

To address the issue of excessive computational demand due to a high number of

grids when using a fine mesh, and the distortion of drag models, reactive transport models,

etc., when using a coarse mesh, the sub-grid model has been introduced into the TFM.

The filtering method is one of the most commonly used methods. It collects data through

a filtering process and creates model, which can correct bias caused by heterogeneous

flow structures (e.g., clusters) in models using coarse mesh.

To cope with the large amount of data generated by the filtering method, ANN is

adopted and replaces traditional fitting methods. However, currently, the use of the filter-

ing method for reactive transport modelling and comprehensive investigation of reaction

behaviours in CFB reactors is still not widespread.
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Chapter 3

A pseudo-homogeneous reactive transport model
for catalytic ozone decomposition in fluidization
systems: Development and parametric study

3.1 Introduction

The present investigation aims to establish a pseudo-homogeneous reactive transport model

for the ozone decomposition reaction for CFD simulations. The model will be developed

using the data obtained from an experiment in a micro fixed-bed reactor. The validation of

the reactive transport model will be carried out by comparing the numerical results with

the experimental data of the reaction in the fixed bed reactor. Subsequently, the reactive

transport model will be employed for simulating the CFB riser reactor, with the aim of

investigating the impact of the change of turbulence models, specularity coefficients, and

simulation methods on the flow fields and reaction behaviours of the riser. At the end, a

discussion of the influence of instantaneous flow structures on reaction behaviours will be

presented.

This chapter comprises four parts. Section 3.2 presents the development process of

the reactive transport model and introduces the two-fluid model. The simulation details

of the fixed bed reactor and the CFB riser reactor are presented in Section 3.3 and 3.4,
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respectively. The results of the simulations are analyzed in Section 3.5.

3.2 Numerical models

3.2.1 Development of the reactive transport model

The ozone mass transport equation in the gas phase can be described as follows:

𝜕

𝜕𝑡

(
𝜀g 𝜌g𝑌

O3
g

)
+ ∇ ·

(
𝜀g 𝜌g ®𝒖g𝑌

O3
g − 𝜀g Γ

O3
g ∇𝑌

O3
g

)
= reaction term. (3.1)

The unit of Equation (3.1) is
[

kg (O3)
m3 s

]
. This equation consists of four terms: accu-

mulation, convection, diffusion, and reaction. The accumulation term is the change of the

amount of ozone mass with time. The convection describes the change in the amount of

ozone due to fluid-phase flow. The diffusion term is the mass transfer due to the molecular

diffusion. The Γ
O3
g is the diffusivity of ozone in the gas phase. For laminar and turbulence

flows, ΓO3
g are given by the following two equations, respectively.

Γ
O3
g,l = 𝜌g DO3,m,

Γ
O3
g,t = 𝜌g DO3,m +

𝜇g,t

Scg,t
,

where 𝜇g,t is the dynamic turbulence viscosity of the gas, Scg,t is the turbulent Schmidt

number of the gas, and DO3,m is the effective mass diffusion coefficient of ozone in the

gas phase (Zehner & Schlünder, 1970):

DO3,m =
DO3-air (1 − 𝜀0.5

s )
𝜀g

,
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Figure 3.1: Configuration of the micro fixed-bed reactor (Li, 2010)

where DO3-air = 1.48535 × 10−5 m2/s is the mass diffusion coefficient of ozone in the air

(Bird et al., 2015).

The reaction term accounts for the amount of ozone consumed as a result of ozone

decomposition. In the works by Li (2010), Liu (2016), and Wang (2013), the kinetic

parameters of the ozone decomposition reaction are measured in a copper micro-reactor.

The reactor is a fixed bed type, with an inner diameter of 16 mm, as illustrated in Figure 3.1

(Wang et al., 2014). The reactor is vertically oriented and contains 4 g of catalyst. The

inflow gas, a mixture of air and ozone, is fed into the reactor from the top. The reaction

products are collected from the bottom of the reactor. If the velocity of the inlet gas is

high enough, the reactor can be considered as a plug flow reactor (PFR) (Jiang et al.,

1991; Li, 2010). Then, the reaction process can be described by the following equation:

𝐹g𝐶
O3
g (ℎ) − 𝐹g𝐶

O3
g (ℎ + 𝛿ℎ) = −

(
𝛿ℎ

𝐻

) (
𝑚s
𝜌s

)
𝑘r𝐶

O3
g , (3.2)
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where 𝐹g [m3/s] is the volumetric flow rate of the gas phase, 𝐶O3
g [mol/m3] is the

concentration of the gas phase species, ℎ [m] is the axial location, 𝐻 [m] is the height

of the reactor, 𝑚s [kg] is the mass of the catalyst particle, 𝜌s [kg/m3] is the density of

the catalyst particle, and 𝛿ℎ [m] is the infinitesimal height of the reactor. 𝑘r [s−1] is the

apparent reaction constant based on the volume of the catalyst, which includes the reaction

kinetics and the internal mass transfer of the catalyst particle. From Equation (3.2), the

reaction constant can be obtained:

𝐶
O3
g (ℎ + 𝛿ℎ) − 𝐶O3

g (ℎ)
𝛿ℎ

= − 1
𝐻

1
𝐹g

𝑚s
𝜌s
𝑘r𝐶

O3
g ,

d𝐶O3
g

dℎ
= − 1

𝐻

1
𝐹g

𝑚s
𝜌s
𝑘r𝐶

O3
g , (3.3)

𝐶
O3
g (ℎ) = 𝐶O3

g,in exp
(
− 𝑘r ℎ 𝑚s
𝐹g 𝐻 𝜌s

)
,

=⇒ 𝑘r =
𝐹g 𝜌s

𝑚s
ln
𝐶

O3
g,in

𝐶
O3
g,out

. (3.4)

According to Equation (3.3), the following equation can be derived for the mass transport

of the gas phase species:

d𝐶O3
g

dℎ
= − 𝜀s

𝑈g
𝑘r𝐶

O3
g ,

𝑀O3

𝜌g

d𝐶O3
g

dℎ
= − 𝜀s

𝑈g
𝑘r

���
����*

𝑌
O3
g(

𝑀O3

𝜌g
𝐶

O3
g

)
,

𝑈g
d𝑌O3

g

dℎ
= −(𝜀s 𝑘r)𝑌O3

g ,

56



CHAPTER 3. A PSEUDO-HOMOGENEOUS REACTIVE TRANSPORT ...

=⇒ d
dℎ

(
𝜀g 𝑣g 𝜌g𝑌

O3
g

)
= −(𝜀s 𝑘r) 𝜌g𝑌

O3
g . (3.5)

Extending Equation (3.5) to the multi-dimensional space:

∇ ·

(
𝜀g ®𝒖g 𝜌g𝑌

O3
g

)
= −(𝜀s 𝑘r) 𝜌g𝑌

O3
g , (3.6)

where ®𝒖g is the velocity vector of the gas phase, and ∇ · ®𝒖g can expressed by ( 𝜕𝑢g
/
𝜕𝑥 +

𝜕𝑣g
/
𝜕𝑦 + 𝜕𝑤g

/
𝜕𝑧 ) in the Cartesian coordinate system. The left-side term in Equa-

tion (3.6) is the general form of the convection term of ozone mass fraction in the gas

phase of a multiphase flow. According to Equation (3.1), the pseudo-homogeneous re-

active transport equation for the ozone decomposition reaction in the gas phase can be

expressed as:

𝜕

𝜕𝑡

(
𝜀g 𝜌g𝑌

O3
g

)
+ ∇ ·

(
𝜀g 𝜌g ®𝒖g𝑌

O3
g − 𝜀g Γ

O3
g ∇𝑌

O3
g

)
= −(𝜀s 𝑘r) 𝜌g𝑌

O3
g . (3.7)

This equation describes the ozone mass transportation and consumption per unit time and

volume.

3.2.2 Two-fluid model

The Eulerian-Eulerian two-fluid model coupling with the kinetic theory for granular flow

(KTGF) is used in this study to simulate the flows in gas-solids fluidization systems.

Governing equations The mass conservation equations of gas and solids phases are

given as:

𝜕𝑡
(
𝜀g 𝜌g

)
+ ∇ ·

(
𝜀g 𝜌g ®𝒖g

)
= 0, (3.8)
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𝜕𝑡 (𝜀s 𝜌s) + ∇ ·
(
𝜀s 𝜌s ®𝒖s

)
= 0, (3.9)

𝜀g + 𝜀s = 1, (3.10)

where 𝜀 is the volume fraction, 𝜌 is the density, and ®𝒖 is the velocity of certain phase.

The momentum conservation equations of gas and solids phases are given as:

𝜕

𝜕𝑡

(
𝜀g 𝜌g ®𝒖g

)
+ ∇ ·

(
𝜀g 𝜌g ®𝒖g ⊗ ®𝒖g

)
= −𝜀g ∇𝑃 + ¯̄𝝉g + 𝜀g 𝜌g ®𝒈 + 𝐾sg

(
®𝒖s − ®𝒖g

)
,

¯̄𝝉g = 𝜀g 𝜇g

(
∇®𝒖g + ∇®𝒖T

g

)
+ 𝜀g

(
𝜆g − 2

3
𝜇g

)
∇ · ®𝒖g

¯̄𝑰,

(3.11)

𝜕

𝜕𝑡

(
𝜀s 𝜌s ®𝒖s

)
+ ∇ ·

(
𝜀s 𝜌s ®𝒖s ⊗ ®𝒖s

)
= −𝜀s ∇𝑃 + ¯̄𝝉s + 𝜀s 𝜌s ®𝒈 + 𝐾sg

(
®𝒖g − ®𝒖s

)
,

¯̄𝝉s = 𝜀s 𝜇s

(
∇®𝒖s + ∇®𝒖T

s

)
+ 𝜀s

(
𝜆s − 2

3
𝜇s

)
∇ · ®𝒖s

¯̄𝑰,

(3.12)

where ¯̄𝝉 is the stress-strain tensor, 𝜇 and 𝜆 are the shear and bulk viscosity, ¯̄𝑰 is the unit

tensor. 𝐾sg is the interphase momentum exchange coefficient between the gas phase and

solids phase. As for the solids phase, the solids pressure, 𝑝s, solids shear viscosity, 𝜇s,

and solids bulk viscosity, 𝜆s, are related to the granular temperature, which is obtained

from the kinetic theory of granular flow (Gidaspow, 1994).

Kinetic theory of granular flow The granular temperature of the particles, Θs, is

related to the kinetic energy of the random motion of the particles (Sinclair & Jackson,

1989) and calculated by

Θs =
1
3
𝑣′𝑠𝜏 𝑣

′
𝑠𝜏, (3.13)

where 𝑣′𝑠𝜏 is the fluctuating solids velocity, which related to the collisions among particles.

The equation for the granular temperature derived from the kinetic theory (Gidaspow,

58



CHAPTER 3. A PSEUDO-HOMOGENEOUS REACTIVE TRANSPORT ...

1994) is shown as

3
2

[
𝜕

𝜕𝑡
(𝜀s 𝜌s Θs) + ∇ ·

(
𝜀s 𝜌s ®𝒖s Θs

) ]
=

(
−𝑝s

¯̄𝑰 + ¯̄𝝉s

)
: ∇®𝒗s+

+ ∇ ·
(
𝑘Θs ∇Θs

)
− 𝛾Θs + 𝜙gs,

(3.14)

where
(
−𝑝s

¯̄𝑰 + ¯̄𝝉s

)
: ∇®𝒗s is the energy generation by the solids stress tensor,

(
𝑘Θs ∇Θs

)
is

the diffusion energy,
(
𝛾Θs

)
is the collisional dissipation of energy, and

(
𝜙gs

)
is the energy

exchange between the gas and solids phases. The collisional dissipation of energy is given

by Lun et al. (1984), which can be calculated by:

𝛾Θs =
12 (1 − 𝑒2

ss) 𝑔0,ss

𝑑p
√
𝜋

𝜌s 𝜀s Θ
1.5
s , (3.15)

where the 𝑒ss is the particle-particle restitution coefficient and 𝑔0,ss is the radial distribution

function of particles. The diffusion coefficient for granular energy, 𝑘Θs , is given by

Gidaspow (1994):

𝑘Θs =
150 𝜌s 𝑑p

√
Θs 𝜋

384 (1 + 𝑒ss) 𝑔0,ss

(
1 + 6

5
𝜀s 𝑔0,ss (1 + 𝑒ss)

)2
+

+ 2 𝜌s 𝜀
2
s 𝑑p (1 + 𝑒ss) 𝑔0,ss

√︁
Θs/𝜋.

(3.16)

The solids pressure in the solids-phase momentum equation composes of a kinetic

term and a particle collision term:

𝑝s = 𝜀s 𝜌s Θs + 2 𝜌s (1 + 𝑒ss) 𝜀2
s 𝑔0,ss Θs, (3.17)

where 𝑒ss is the restitution coefficient for particle collisions and 𝑔0,ss is the radial distri-

bution function.
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The solids shear stresses in the solids-phase momentum equation are related to the

shear and bulk viscosities. The bulk viscosity (Lun et al., 1984) is calculated by:

𝜆s =
4
3
𝜀2

s 𝜌s 𝑑p 𝑔0,ss (1 + 𝑒ss)
(
Θs
𝜋

)0.5
. (3.18)

The shear viscosity contains collisional, kinetic (Gidaspow, 1994), and fractional viscosity

(Schaeffer, 1987) are calculated by:

𝜇s,col =
4
5
𝜀s 𝜌s 𝑑p 𝑔0,ss (1 + 𝑒ss) (Θs/𝜋)0.5, (3.19)

𝜇s,kin =
10 𝜌s 𝑑p

√
Θs 𝜋

96 𝜀s (1 + 𝑒ss) 𝑔0,ss

(
1 + 4

5
𝑔0,ss 𝜀s (1 + 𝑒ss)

)2
, (3.20)

𝜇s,fr =
𝑝fr sin 𝜙
2
√
𝐼2𝐷

. (3.21)

Gidaspow drag model Combining the Wen and Yu model (Wen & Yu, 1966) and the

Ergun equation (Ergun, 1952) results in the Gidaspow drag model (Gidaspow et al., 1991).

𝐾sg =



3
4
𝐶D

𝜀s 𝜀g 𝜌g |®𝒗s − ®𝒗g |
𝑑p

𝜀−2.65
g , 𝜀g > 0.8

150
𝜀2

s 𝜇g

𝜀g 𝑑
2
p
+ 1.75

𝜌g 𝜀s |®𝒗s − ®𝒗g |
𝑑p

, 𝜀g ≤ 0.8

(3.22)

where

𝐶D =
24

𝜀g Res

(
1 + 0.15 (𝜀g Res)0.687

)
. (3.23)

Turbulence model In this study, the 𝑘-𝜖 turbulence model for TFM with enhanced wall

treatment (Launder, Spalding, et al., 1972) is used for the gas phase of the micro-reactor

simulation. Regarding the gas phase of the CFB riser simulations, the same turbulence
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model and the laminar model are used. In the 𝑘-𝜖 turbulence model, the turbulence

kinetic energy, 𝑘 , and the energy dissipation rate, 𝜖 , of the gas phase are described by the

following equations:

𝜕

𝜕𝑡

(
𝜀g 𝜌g 𝑘g

)
+ ∇ ·

(
𝜀g 𝜌g 𝑘g ®𝒖g

)
= ∇ ·

(
𝜀g

(
𝜇g +

𝜇𝑡,𝑔

𝜎𝑘

)
∇𝑘g

)
+

+ 𝜀g𝐺𝑘,𝑔 − 𝜀g 𝜌g 𝜖g + 𝜀g 𝜌g Π𝑘g ,

(3.24)

𝜕

𝜕𝑡

(
𝜀g 𝜌g 𝜖g

)
+ ∇ ·

(
𝜀g 𝜌g 𝜖g ®𝒖g

)
= ∇ ·

(
𝜀g

(
𝜇g +

𝜇t,g

𝜎𝜖

)
∇𝜖g

)
+

+ 𝜀g
𝜖g

𝑘g

(
𝐶1𝜖 𝐺𝑘,g − 𝐶2𝜖 𝜌g 𝜖g

)
+

+ 𝜀g 𝜌g Π𝜖g ,

(3.25)

where Π𝑘g and Π𝜖g are source terms that due to the interphase turbulent momentum

transfer from the solids phase to the gas phase (ANSYS, Inc., 2022b).

3.3 Setups for micro fixed-bed reactor simulations

Figure 3.2 shows (a) the computational domain, (b) the mesh of the cross section, and (c)

the mesh of the part of the longitudinal section. The computational domain is established

based on the configuration of the reactor (Figure 3.1). The length of the reactor is

32.35 mm, with 4 g of catalyst packed in the middle region, while a 5 mm empty space

is left above and below the packed catalysts. The computational domain is discretized

into 1,170,944 polyhedral cells. The max size of the cells is set as three times of the

particle diameter. The cells next to the wall are refined in a trilayered structure, whereby

the growth rate of adjacent cells did not surpass 1.05. The geometry and mesh shown

in Figure 3.1 are generated using the ANSYS SpaceClaim (ANSYS, Inc., 2022c) and
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Figure 3.2: Computational domain and mesh of the micro fixed-bed reactor

ANSYS Fluent Meshing (ANSYS, Inc., 2022a).

The three-dimensional steady solver is used for calculating this flow field, as the

particles remain fixed in their packed positions, since the particles are fixed in the bed,

models for the solids phase are not required. However, the volume fraction of the solids

phase is required in the gas phase equations. The 𝑘-𝜖 turbulence model with enhanced

wall treatment is utilized in order to obtain a more precise representation of the gas flow

field. Other detailed information on the simulation is listed in Table 3.1.

The ozone is mixed with the air introduced from the top of the tube. The gas velocity

and the ozone concentration at the inlet is specified based on the experimental operating

conditions (Table 3.6). The outlet at the bottom is set as the outflow. The boundary

condition for the wall is set as no-slip for the gas phase. The particles are pre-packed in

the middle region of the tube, and the solids holdup is set as 0.5. The particle velocity

is set as zero at the whole cell zone since they do note move. Table 3.2 provides a

comprehensive list of the physical parameters related to this simulation.
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Table 3.1: CFD Model for the micro fixed-bed reactor simulation

Software & Solver

Software ANSYS fluent 2022R1
Solver Three-dimensional, steady-state

Models

Multiphase model Eulerian-Eulerian
Drag coefficient Huilin and Gidaspow (2003)
Viscous model 𝑘-𝜖 model (Launder, Spalding, et al., 1972)

Solvers

Scheme Phase coupled SIMPLE
Gradient discretization Least squares cell based
Pressure discretization PRESTO!
Momentum discretization Second order upwind
Volume fraction discretization Second order upwind
UDS discretization Second order upwind
Residual 1 × 10−10

Table 3.2: Parameters used for micro fixed-bed reactor simulations

Physical parameters

Gas Air
Inlet ozone mass fraction 1.6653 × 10−4

Diffusion coefficient of ozone 1.48535 × 10−5 m2/s
Particle FCC
Particle density 1780 kg/m3

Particle diameter 70 µm
Particle packing fraction 0.5
Particle velocity 0 m/s

Mesh information

Domain size Φ16 × 32.35 mm
Max cell length 0.21 mm
Cell number 1,170,944
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3.4 Setups for CFB riser simulations

The CFB system depicted in Figure 3.3 (a) is employed by Wang et al. (2014) to carry out

the ozone decomposition reaction. It contains a riser, a downer/downcomer, a returning

pipe, separations, and other accessories. In the operation of the CFB riser, the air mixed

with ozone entered from the gas distributor at the bottom of the riser in a high velocity.

The particles that are discharged from the returning pipe into the riser are pushed upwards

by the gas flow. The mixture of the gas and particles exits the riser from its top and is

separated subsequently. The particles flow in a downward direction along the downcomer

and enter the riser through the returning pipe. Then, the particles start a new circulation

in the system.

Mesh and solver Based on the grid independence test by Sun et al. (2022), an unstruc-

tured quadrilateral mesh with the max cell size of 27 𝑑p and a total of around 270,000

cells is used, as shown in Figure 3.3 (b). Near the wall, a five-layer mesh with the initial

layer having a thickness of 3 𝑑p is implemented. In the comparison to a finer mesh (total

cell number of around 480,000), the deviations of key hydrodynamic characteristics are

below 2 %. The ANSYS Fluent (ANSYS, Inc., 2022a) is used to run the simulation of

this gas-solids system. Table 3.3 provides a summary of the CFD models.

Boundary conditions and operating conditions In this study, two simulation methods

are used to simulate the CFB riser system. The first method (referred to as Method 1

hereafter) is a more accurate approach to implementing experimental operating conditions,

as shown in Figure 3.4 (a). This method uses the velocity profiles based on the superficial

gas velocity (𝑈g) and the solids circulation rate (𝐺s), which are the riser’s operating

conditions. As illustrated in Figure 3.3 (b), the gas inlet boundary condition is defined

as a jet velocity profile to consider the effects of the gas distributor on the gas velocity
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Figure 3.3: Schematic and mesh of the circulating fluidized bed system

distribution at the inlet (Peng et al., 2010). The gas velocity at the gas inlet is determined

as:

𝑣g =
𝑈g

𝛾g
, (3.26)

where 𝛾g = 0.18 is the opening area ratio of the gas distributor. Solids enter the riser via

the returning pipe. The solids velocity at the solids inlet is derived from the following

equation:

𝑣s =
𝐺s 𝐴r

𝜌p 𝜀s,0 𝐴rp
, (3.27)

where 𝜀s,0 = 0.5 is the inlet solids holdup, 𝐴r and 𝐴rp are the cross-sectional areas of the

riser and returning pipe, respectively. The gas velocity at the solids inlet is set to be equal
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Table 3.3: Information on CFD model for the CFB riser simulation

Software & Solver

Software ANSYS fluent 2022R1
Solver Two-dimensional, transient

Models

Multiphase model Eulerian-Eulerian
Granular temperature model Ding and Gidaspow (1990)
Granular viscosity & Granular conductivity Gidaspow (1994)
Granular bulk viscosity & Solids pressure Lun et al. (1984)
Frictional viscosity Schaeffer (1987)
Frictional pressure KTGF
Radial distribution Lun et al. (1984)
Drag coefficient Huilin and Gidaspow (2003)

Solvers

Scheme Phase coupled SIMPLE
Gradient discretization Least squares cell based
Pressure discretization PRESTO!
Momentum discretization Second order upwind
Volume fraction discretization Second order upwind
Granular temperature discretization Second order upwind
Turbulent kinetic energy Second order upwind
Specific dissipation rate Second order upwind
UDS discretization Second order upwind
Residual 5 × 10−5

Time step [s] 5 × 10−5

to the solids inlet velocity to ensure the particles flow into the riser column smoothly. The

outlet on the top is set as the outflow.

The second method (referred to as Method 2 hereafter) aims to simulate the solids

circulating operation in the riser reactor, as shown in Figure 3.4 (b). It uses the same gas

inlet boundary conditions as Method 1. However, the solids flux at the solids inlet is set

to be equal to the solids flux at the riser outlet. Therefore, the solids flux at the outlet

should be monitored in real-time to adjust the solids inlet velocity. The solids velocity at
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Figure 3.4: Comparison of Method 1 and Method 2

the solids inlet is:

𝑣s(𝑡) =
¤𝑉s,outlet(𝑡)
𝐴rp

, (3.28)

where ¤𝑉s,outlet(𝑡) is the solids volume flow rate at the outlet of the riser. Due to the absence

of external particles entering the system, the solids that circulate in the riser will be pre-

packed. According to Wang (2013), the average solids holdup for case of 𝑈g = 5 m/s and

𝐺s = 300 kg/m2/s is 0.105.

In order to investigate the effects of different turbulence models, specularity co-

efficients, and methods that mentioned above on the hydrodynamic characteristics and

reaction behaviours in the CFB riser reactor, studies of a total of four cases are carried

out (as shown in Table 3.4). Other CFD information of the riser simulation is listed in

Table 3.5.
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Table 3.4: CFB riser case information

Case 𝑈g [m/s] 𝐺s [kg/m2/s] Turbulence
model

Specularity
coefficient Method

Case 1 5 300 Laminar 0.01 1
Case 2 5 300 𝑘-𝜖 model 0.01 1
Case 3 5 300 Laminar 0.0001 1
Case 4 5 300 Laminar 0.0001 2

Table 3.5: Parameters used for CFB riser simulations

Physical parameters∗

Friction packing limit 0.54
Packing limit 0.56
Particle-particle restitution coefficient 0.9
Catalytic reaction constant 5.74 × 10−4 m/s

Mesh information

Domain size 76.2 × 10,200 mm
Cell length 1.89 mm
Cell number 271,884
∗ Other physical parameters are the same as those in Table 3.2.

3.5 Results and discussion

3.5.1 Validation of the reactive transport model

The factors that influence the reaction behaviours in the CFB riser reactor are reaction

rate, internal mass transfer, external mass transfer, meso-scale flow structures, and reactor

geometry. The apparent reaction constant, measured in the micro fixed-bed reactor,

characterizes the effects of reaction rate and internal mass transfer rate. So, the source

term in the ozone decomposition reactive transport model that is developed based on the

apparent reaction constant can account for the effect of these two factors on the reaction

in the CFD simulation.
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The flow field in the micro fixed-bed reactor minimizes the effects of factors other

than the reaction rate and internal mass transfer rate on the reaction behaviours. Therefore,

before simulating the CFB riser reactor, the reaction behaviours in the micro fixed-bed

are simulated, and then the numerical results are compared with the experimental data to

validate the accuracy of the source term in the developed reactive transport model.

Table 3.6 shows the comparison of numerical results with experimental data under

different operating conditions (Liu, 2016; Wang et al., 2014). The absolute percentage er-

rors (APE) of 𝐶O3
g,out/𝐶

O3
g,in for the numerical results are below 1 % under different operating

conditions. Therefore, the reactive transport model using the source term developed based

on the apparent reaction constant that obtained through the experiments can accurately

predict the reaction of the ozone decomposition in the gas-solids system.

Table 3.6: Comparison of numerical results with experimental data

Case 𝐶
O3
g,in Packed 𝜀s 𝑈g 𝑘r 𝐶

O3
g,out 𝐶

O3
g,out/𝐶

O3
g,in APE

Unit ppmv - m/s s−1 ppmv - %

Exp. 1∗ 115.1 0.5 0.1124 4.12 50.70 0.44000 -
Num. 1 115.1 0.5 0.1124 4.12 50.84 0.44170 0.39

Exp. 2 ∗∗ 100.0 0.5 0.57 49.12 9.054 0.09054 -
Num. 2 100.0 0.5 0.57 49.12 9.049 0.09049 0.06
∗ Data from the work of Liu (2016).
∗∗ Data from the work of Wang et al. (2014).

It is noteworthy that only the source term within the reactive transport model has

been validated in these simulations. There are complicated interactions between gas

and particles in the fluidized bed systems. The external mass transfer, meso-scale flow

structures, etc., which affect the reaction behaviours in the reactor are not within the scope

of this section.
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3.5.2 Time-averaged flow fields and reaction fields in the riser

Figure 3.5 shows the time-averaged profiles of the cross-sectional averaged solids holdup,

solids flux, and relative ozone concentration along the axial direction of the CFB riser

reactor from both numerical and experimental results. The open-markers represents exper-

imental data from Wang et al. (2014), and the solid lines represent the numerical results

in this work. The time-averaged numerical results are calculated by following equations:

𝜀s,ℎ (ℎ) =
1

𝑡1 − 𝑡0

ˆ 𝑡1

𝑡0

(
1
𝑑rs

ˆ 𝑑rs

0
𝜀s(𝑡, 𝑥, ℎ) d𝑥

)
d𝑡, (3.29)

𝐹s,ℎ (ℎ) =
𝜌s

𝑡1 − 𝑡0

ˆ 𝑡1

𝑡0

(
1
𝑑rs

ˆ 𝑑rs

0
(𝜀s(𝑡, 𝑥, ℎ) 𝑣s(𝑡, 𝑥, ℎ)) d𝑥

)
d𝑡, (3.30)

𝑌
∗
g,ℎ (ℎ) =

1
𝑡1 − 𝑡0

ˆ 𝑡1

𝑡0

(
1
𝑑rs

1
𝜀g,ℎ𝑖 (𝑡, ℎ)

ˆ 𝑑rs

0

(
𝜀g(𝑡, 𝑥, ℎ)𝑌 ∗

g (𝑡, 𝑥, ℎ)
)

d𝑥
)

d𝑡, (3.31)

where 𝑑rs donates the diameter/width of the riser, 𝑥 donates the radial/horizontal direction

position, and ℎ donates the axial/vertical direction position. Figure 3.6 and Figure 3.7

depict the radial and axial profiles of the time-averaged solids holdup, particle velocity,

and relative ozone concentration at four axial and three radial positions, respectively. The

relative ozone concentration is a dimensionless concentration:

𝑌 ∗
g =

𝑌g

𝑌g,0
, (3.32)

where the 𝑌g,0 is the ozone concentration at the inlet. In this study, except for the ozone

concentrations in the transport model, all ozone concentrations refer to this dimensionless

concentration.

The experimental data indicate that a higher concentration of particles is present

within the 0 to 2 m range of the CFB riser, resulting in a dense region at the bottom of the
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Figure 3.5: Comparison of numerical results and experimental data for cross-sectionally
averaged time-averaged profiles along the axial direction

riser. The mean solids holdup within this region is approximately 0.2. These particles are

mainly concentrated in the area close to the wall, thus forming the typical core-annulus

structure (Ishii & Horio, 1991). The range of the solids holdup in the region above 2 m is

observed to be between 0.05 to 0.1, with a slight decrease along the axial direction of the

riser. The flux of solids is almost constant (equal to the 𝐺s) along the axial direction of

the riser. Approximately 60 % of the ozone undergo reaction within 1 m from the inlet,

followed by a slight decrease in ozone concentration along the axial direction of the riser

from 2 to 10 m.

At the centre of the riser, the velocity of particles can be three times higher than the

superficial gas velocity, which is 15 m/s. The solids velocity is close to zero near the wall

due to the wall effect. The concentration of ozone decreases along the axial direction at

the core region, while remaining a low value close to the wall.

Taking Case 1 as the benchmark, the time-averaged results exhibit a general con-
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Figure 3.6: Comparison of the time-averaged radial profiles at different axial positions in
the riser between the numerical and experimental data

formity with the experimental data. However, there are three differences between the

numerical results and the experimental data. First, it is observed that there is no dense

region at the riser’s bottom from the numerical result. Second, the velocity of particles can

only reaches twice of the superficial gas velocity in the core region. Third, it is found that

the amount of ozone that reacts in the 0 to 2 m region is higher than in the experiments.

The third difference can be attributed to fewer particles that appear and participate in the

reaction in the bottom region, as indicated by the numerical results.

Effects of the turbulence model The cross-sectional averaged profiles depicted in

Figure 3.5 indicate notable differences between results from Case 1 and Case 2, which

employ laminar and 𝑘-𝜖 turbulence models, respectively. In Case 2, the quantity of

particles remaining within the reactor using a turbulence model is merely half of that

in the case of using laminar model (Case 1), despite being under the same operating
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condition. Regarding the reaction behaviours, in the region from 0 to 4 m of the riser, the

reaction rate in Case 1 is significantly higher than that in Case 2. However, in the region

above 4 m, the ozone concentration profiles exhibit good agreement between both cases,

and the residuals of unreacted ozone at the reactor outlet are identical for both cases.

Regarding the detailed flow fields, the radial profiles of Case 2 have uniform distribu-

tions of solids and particle velocity, particularly in the region from 2 to 10 m of the riser,

as shown in Figure 3.6. The axial profiles depicted in Figure 3.7 can also support the

above characteristics in Case 2 — the solids holdup and particle velocity remain constant

along the axial direction at different radial positions. These numerical results from the

case using the 𝑘-𝜖 turbulence model do not agree with the experimental data.

Hwang and Eaton (2006) and Vreman (2007) demonstrated that even with a small

number of particles in a gas flow (up to 0.015 of solids holdup), the air turbulence

intensities strongly reduced in comparison to a no-particle flow in a vertical pipe. In

their experiments, the turbulent kinetic energy and dissipation rate for the gas phase are

reduced by 35 to 40 % and 40 to 50 %, respectively. However, the numerical results

of Case 2 indicates that the turbulence model significantly overestimated the turbulence

intensities for the gas phase, resulting in a higher degree of homogeneity in the flow fields

throughout the riser. Even though the 𝑘-𝜖 dispersed model has been modified to account

for continuous-dispersed phase, it is still unable to accurately describe the turbulence in

the gas phase within the fluidized bed. Therefore, it is not suitable to apply the modified

turbulence model for the gas phase in multiphase flows based on the turbulence model

for single-phase flows. Not only is the modified 𝑘-𝜖 model not suitable, but other models

developed based on single-phase flows are also not appropriate. After comparing the

results of Case 1 and Case 2 with the experiments, it can be concluded that, until there are

more accurate modifications of single-phase turbulence models for continuous-dispersed

74



CHAPTER 3. A PSEUDO-HOMOGENEOUS REACTIVE TRANSPORT ...

phase systems or turbulence models specially developed for dense gas-particle systems,

the laminar model is a better choice.

Effects of the specularity coefficient In this section, the numerical results of Case 1

and Case 3 are compared, where specularity coefficients of 0.01 and 0.0001 are used,

respectively. The cross-sectional mean profiles in Case 3 are obviously different compared

to Case 1. The distribution of the solids holdup along the axial direction is of an S-shape

instead of a uniform distribution in Case 1, as shown in Figure 3.5. The solids holdup is

up to 0.15 at the region from 0 to 2 m of the riser. The particle concentration decreases

gradually from 2 to 6 m, while the solids holdup above 6 m remains constant at 0.05.

Such trend of the distribution along the axial direction of the riser is similar to that of

the experimental data. However, despite the S-shaped profile of solids holdup observed in

Case 3, the total amount of particles in the riser remains the same as in Case 1. Therefore,

using a smaller specularity coefficient does not lead to a better agreement between the

numerical results and experimental data for particle distribution. Instead, it introduces

errors to the particle distribution in the previously well-agreed region between 2 to 10 m.

Regarding the ozone concentration profiles depicted in the figure, the results from the

Case 3 have a better agreement with the experimental data. This can be attributed to the

increased number of particles involved in the reaction in the bottom region, resulting in

more ozone being reacted at the bottom.

Based on the radial and axial profiles of the solids holdup depicted in Figure 3.6

and Figure 3.7, it can be suggested that the addition of particles in the lower region (0

to 2 m) did not result in a corresponding increase in the solids holdup at the core region.

However, it leads to a significant increase in the thickness of the annulus region. The

thickness of the annulus is increased from 0.1 to 0.5 times the radius of the riser along

the radial direction. In the meantime, the decrease in particles in the upper region (6
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to 10 m) results in the disappearance of the core-annulus structure in this region, which

is inconsistent from the experimental data. With respect to the particle velocity, it can

be observed that particles close to the wall did not remain in a dynamic equilibrium but

slide downward along the wall. This is a result of a reduced specularity coefficient, which

means a smoother wall surface. The particles’ downward flow further leaded an S-shaped

solids holdup profile.

Accordingly, the trends of cross-sectional average profile of the solids holdup and

ozone concentration in the numerical results from the case with a lower specularity

coefficient are observed to be closer to the experimental data. However, the low specularity

coefficient leads to a worse agreement with the experimental data in the radial distribution

of the solids holdup, particle velocity, and ozone concentration.

Effects of Method 1 and 2 According to the effects of the specularity coefficient, the

trends of the cross-sectional averaged profiles for Case 3 have a better agreement with

the experimental data. However, the number of particles in the riser is lower than what

appears in the experiment. Thus, Case 4 using the Method 2 is carried out based on

Case 3. This is also a strategy widely adopted in many studies to address the issue of a

lower number of particles in the riser from numerical results.

In Case 4, according to the experimental data, there is a 25 % increase in the pre-

packing of particles in the riser compared to the result of Case 3. The solids flux at

the solids inlet is adjusted to match the solids flux at the riser’s outlet. Therefore, the

total solids amount within the riser remains consistent, but the solids circulation rate is

uncontrolled.

Case 3 and 4 have the same S-shaped profile of solids holdup along the axial direction

of the riser, but the solids holdup is higher in Case 4 than Case 3. As shown in Figure 3.5,
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among the results of the four cases, the cross-sectional averaged profile of solids holdup

in Case 4 has the best agreement with the experimental data. As for the particle velocity,

the profiles are almost the same between Cases 3 and 4. However, due to the increased

number of particles presented in the riser in Case 4, the solids flux is higher. According

to the results presented in Figure 3.5, the solids flux in Case 4 is 1.5 times that of Case 3.

In general, the operating conditions of a CFB riser are classified based on the superfi-

cial gas velocity and the solids flux. From the perspective of this, the case using Method 2

has already placed the riser to a different operating condition because the circulating

boundary condition for the solids inlet changes the solids flux in the riser. Therefore,

the rationality of employing Method 2 for CFB riser simulations by some researchers is

debatable. If for a special research purpose, the study requires a solids holdup distribution

from the simulation that is agreed with the experimental data, this method is also accept-

able. Additionally, it should be stated that the dense region at the bottom of the riser is

formed, in large part, to balance the pressure caused by the particles in the downcomer

(Bi & Zhu, 1993). The CFB system is like a U-shaped tube. The pressure from the solids

inventory in the downcomer leads to more particles staying in the riser to balance the

pressure. However, the total amount of particles in the riser exceeds the carrying capacity

of the gas flow, causing more particles to stay at the bottom region of the riser. The

solids inventory is intended to achieve a higher solids circulation rate and put the CFB

system in a high-density operating regime. The amount of solids inventory depends on

the dimensions of the CFB system and the valve opening. This, in turn, can affect the

height of the dense region at the bottom of the riser. Therefore, the height of the dense

region can change due to different combinations of solids inventory and valve opening or

different CFB systems, even under the same operating conditions. Accordingly, the dense

region observed in the numerical results from the case using Method 2 may be attributed

to the wrong reason, making the rationality of using Method 2 debatable once again.
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3.5.3 Effects of instantaneous flow structures on reaction behaviours

The instantaneous contours of Case 1 and Case 2 are depicted in Figure 3.8 (a) and (b),

respectively. Each of the depicted figures consists of three contour plots that illustrate

the solids holdup, ozone concentration, and reaction rate from 2.8 to 3.3 m in the axial

direction of the riser. The results of Case 1 indicate that a higher concentration of particles

aggregate in the region near the walls, as shown in Figure 3.8 (a). The particles in the

central region of the riser aggregate into streamers and flow upward, reaching velocities

up to three times that of the superficial gas velocity. The ozone tends to distribute in the

spaces within the riser that are not occupied by particles or are only sparsely occupied by

particles. Therefore, it is found to be concentrated in the central region and has a lower

concentration near the wall.

Figure 3.8: Instantaneous flow fields and reaction fields of Case 1 (laminar model) and
Case 2 (𝑘-𝜖 turbulence model): (1) solids holdup, (2) ozone concentration,
and (3) reaction rate

In the case using the turbulent model depicted in Figure 3.8 (b), the flow structures

are different from those in the case using the laminar model. The particles aggregate,
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forming spherical clusters with an aspect ratio close to 1. Other spaces in the riser are

dilute solids regions. The distribution of ozone in the case using the turbulence model is

observed to be more uniform compared to the case using the laminar model. Therefore, in

the case using the laminar model, the chemical reaction predominantly occurs in the edge

region of the solid streamers and takes place at high rates. This higher rate is attributed to

the higher concentration of particles, higher ozone concentration, and higher slip velocity.

In the case using the turbulence model, the chemical reaction occurs almost throughout

the entire riser at a lower rate.

The spatially averaged solids holdup, ozone concentration, and reaction rate in the

region shown in Figure 3.8 (a) and (b) are 0.083, 0.34, and 0.061 for Case 1 and 0.031,

0.40, and 0.098 for Case 2, so, the solids holdup for Case 2 is 38 % lower than Case 1.

Despite the lower particle concentration in Case 2, the reaction rate is observed to be 60 %

higher than that of Case 1.

The reaction rate (𝑟), contact efficiency (𝛼), and proportions of the reacted ozone (𝜂)

are introduced to conduct a more thorough analysis of the reaction behaviours and further

explain the differences between the numerical results of the cases using the laminar model

and turbulence model. The time-averaged cross-sectional reaction rates are calculated

using the following equation:

𝑟ℎ (ℎ) =
1

𝑡1 − 𝑡0

ˆ 𝑡1

𝑡0

(
1
𝑑rs

ˆ 𝑑rs

0

(
𝑘s 𝑎𝑣 𝜌g 𝜀s(𝑡, 𝑥, ℎ)𝑌g(𝑡, 𝑥, ℎ)

)
d𝑥

)
d𝑡. (3.33)

The time-averaged cross-sectional reaction rates along the axial direction of the riser for

the four cases are plotted in Figure 3.9. The profiles for the four cases shown in the figure

are similar—they decrease from 0.23 to 0.02 as the ozone moves from the inlet to the

outlet. In the 1 to 4 m region, the reaction rates for the four cases gradually decrease, but

the rate of decrease are different, ranging from slowest to fastest in the order of Case 2,
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1, 3, and 4. At the height of 4 m, the reaction rates of the four cases are almost the same

and remain the almost the same among the cases until the outlet.

The efficiency of gas-solids contact is determined with reference to the ideal plug

flow reactor (PFR) and can be expressed as follows:

𝛼 = −
d𝑌g

dℎ
𝑈g

𝑘r 𝜀s𝑌g
. (3.34)

The contact efficiency indicates the proportion of the catalyst’s external surface area that

is accessible to the diffused reactant from the gas phase (Li et al., 2013). Alternatively,

this could also be understood as the catalyst utilization efficiency in the CFB riser reactor,

assuming that the efficiency in a PFR is 1.0. A decrease in contact efficiency indicates

a decline in reactor performance. The gas-solids contact efficiencies along the axial

direction of the riser for the four cases are plotted in Figure 3.10. The figure shows the

contact efficiency of the four simulation cases at different axial locations in the riser. The

coloured horizontal lines indicate the mean contact efficiency for each case. The contact

efficiency trends along the riser are similar in the three cases using the laminar model

(Cases 1, 3, and 4). However, the contact efficiency for the case using a turbulence model

is much higher due to the more uniform flow field.

The variable 𝜂 represents the proportion of the ozone reacted in each vertical intervals

to the total amount of ozone reacted in the riser, which is calculated by the time-averaged

ozone concentration:

𝜂(ℎ) =
𝑌
∗
g,ℎ (ℎ + 1) − 𝑌 ∗

g,ℎ (ℎ)

𝑌
∗
g,ℎ (10) − 𝑌 ∗

g,ℎ (0)
, (3.35)

where ℎ is the axial position of the riser. The riser is divided into ten equidistant intervals

of one meter each and 𝜂 for each intervals represents in a rainbow spectrum. Figure 3.11
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shows the proportions of the reacted ozone in the different height intervals of the riser for

the four cases.

The highest contact efficiency for Case 1 is approximately 0.8 (see Figure 3.10),

which is in the inlet region of the riser. This implies that the catalyst utilization efficiency

at the inlet region is very close to that of a PFR. At this location where the concentration

of ozone is the highest, the reaction rate is also the highest, as shown in Figure 3.9.

According to the results of 𝜂 presented in Figure 3.11, 53 % of the ozone is reacted in the

region from 0 to 1 m of the riser. The higher reaction rate, higher contact efficiency, and

higher proportion of the reacted ozone in the inlet region can be attributed to the structure

of the gas and solids inlets. As illustrated in Figure 3.3, the particles are introduced into

the riser through the returning pipe at a 60◦ angle relative to the main pipe. When the

particles enter the riser, their flow directions are the same as gravity and opposite to the

main gas flow direction. Then, the previously introduced particles undergo deceleration

due to the gas flow and collide with the particles that entered later. Therefore, in this

region, the particles are prone to forming large clusters and are difficult to be quickly

carried upward by the upflowing gas. Subsequently, the airflow obstructed by the large

cluster disperses the cluster into several smaller clusters and flows away at high speed

through the gaps but is shortly obstructed by other clusters. Throughout this process,

there is a continuous occurrence of particle clusters being broken and coalesced. The

gas flow in this process easily contacts with the particles. This increases the momentum

transfer and mixing of the gas and particles in the inlet region, which enhances the gas-

particle contact in addition to the high ozone concentration in the inlet region. Therefore,

the majority of ozone reactions occur in this region.

The mixing of the gas and solids after the inlet region becomes less, and the segre-

gation between the two phases becomes more distinct. In the region from 1 to 10 m, the
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contact efficiency of Case 1 remains almost constant at about 0.27, and the reaction rate

decreases slowly, which is caused by the decrease in the ozone concentration. 33 % of

the total reacted ozone is reacted in the region from 1 to 4 m, and 14 % is reacted in the

region from 4 to 10 m.

In short, for Case 1, more than half of the ozone is reacted in the region from 0 to 1 m,

and the reaction rate and contact efficiency are the highest in this region. This phenomenon

is caused by intense gas-solid mixing at the inlet and a higher ozone concentration. In

the remaining section of the riser, the reaction rate and contact efficiency are lower, and

the amount of reacted ozone is also lower. This is a result of gentler mixing and a lower

ozone concentration from 1 to 10 m of the riser.

In contrast to Case 1, a greater proportion of particles is observed to be distributed

in the inlet region of the riser in Cases 3 and 4. However, the majority of the additional

solids in the region from 0 to 4 m of the riser predominantly contribute to the thickness of

the annulus region close to the wall, rather than increasing the probability of contact with

the reactant. Therefore, an increase in the amount of solids results in a greater proportion

(approximately 80 %) of ozone being reacted in the inlet region of the riser, but the contact

efficiency is lower than in Case 1.

The results using the turbulence model (Case 2) exhibit different reaction behaviours.

In contrast to the cases using the laminar model, the contact efficiency of Case 2 typically

ranges from 0.5 to 0.8, with a mean contact efficiency of 0.66, which is much higher than

those in the laminar model cases. Therefore, in Case 2, only one-third of the particles

are present in the region from 0 to 4 m of the riser, yet an equivalent amount of reactants

(80 %) is reacted. However, while there are differences in the amount of ozone reacted

in each interval from 0 to 4 m in Case 2, these differences are not as significant as those

observed in cases using the laminar model.
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In the region from 6 to 10 m of the riser, although the hydrodynamic characteristics

and the contact efficiency differ among the four cases, the profiles of the reaction rate

and the proportions of the reacted ozone are almost the same. This is because the

ozone concentration is low enough in this region, and the differences in hydrodynamic

characteristics and contact efficiency do not have a significant effect on the reaction

behaviours.

3.6 Conclusions

The present study involved the development of a pseudo-homogeneous reactive transport

equation for the ozone decomposition based on experimental data. The experimental data

for a micro fixed-bed reactor were used to validate the reactive transport model. The

numerical results and experimental data demonstrated agreement.

Subsequently, the reactive transport model was used for simulations of a 10.2-meter

CFB riser reactor. Compared to the cases using the laminar flow, applying a turbulence

model to the gas phase resulted in the gas carrying a reduced number of particles in

the reactor. The particles have less aggregation, and the distributions of solids holdup

and particle velocity in both the axial and radial directions were more uniform than the

case of using the laminar model. These homogeneous flow patterns led to a high contact

efficiency. The wall boundary condition with a smaller specularity coefficient led to a

greater tendency for particles to flow downwards along the walls. This resulted in a

particle distribution that had a dilute upper region and a dense lower region. Nevertheless,

the extra particles led to the thickening of the annulus region rather than direct contact

with the reactant, thereby reducing the contact efficiency.

Approximately 50 to 60 % of the ozone underwent its decomposition within the inlet
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region of 0 to 1 m. This can be attributed to the intense mixing of the two phases and the

higher ozone concentration at the inlet region. The condition of intense gas-solid mixing

can result in a substantial enhancement of contact efficiency, achieving levels up to four

times higher than those observed in the upper region where mixing is less pronounced.
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Chapter 4

Comparative study of hydrodynamic character-
istics and reaction behaviours in CFB riser and
downer via numerical method

4.1 Introduction

Based on Chapter 3, the proper CFD model for a CFB reactor has been developed. In

this chapter, the flow and reaction in the CFB riser and downer will be simulated using

this CFD model. The numerical results will be compared with the experimental data. The

time-averaged hydrodynamic and reaction profiles of the CFB riser and downer will be

compared under different operating conditions. The flow structure and reaction behaviours

will be compared using instantaneous flow fields and reaction fields. Finally, the residence

time distributions of the gas and solids phases will be compared and discussed.

4.2 Numerical models

4.2.1 Two-fluid model

The Eulerian-Eulerian two-fluid model coupling with the kinetic theory for granular flow

(KTGF) is used in this study to simulate the gas-solids two-phase flow in fluidization

88



CHAPTER 4. COMPARATIVE STUDY OF HYDRODYNAMIC ...

systems.

Governing equations The mass conservation equations of gas and solids phases are

given as:

𝜕𝑡
(
𝜀g 𝜌g

)
+ ∇ ·

(
𝜀g 𝜌g ®𝒖g

)
= 0, (4.1)

𝜕𝑡 (𝜀s 𝜌s) + ∇ ·
(
𝜀s 𝜌s ®𝒖s

)
= 0, (4.2)

𝜀g + 𝜀s = 1, (4.3)

where 𝜀 is the volume fraction, 𝜌 is the density, and ®𝒖 is the velocity of certain phase.

The momentum conservation equations of gas and solids phases are given as:.

𝜕

𝜕𝑡

(
𝜀g 𝜌g ®𝒖g

)
+ ∇ ·

(
𝜀g 𝜌g ®𝒖g ⊗ ®𝒖g

)
= −𝜀g ∇𝑃 + ¯̄𝝉g + 𝜀g 𝜌g ®𝒈 + 𝐾sg

(
®𝒖s − ®𝒖g

)
,

¯̄𝝉g = 𝜀g 𝜇g

(
∇®𝒖g + ∇®𝒖T

g

)
+ 𝜀g

(
𝜆g − 2

3
𝜇g

)
∇ · ®𝒖g

¯̄𝑰,

(4.4)

𝜕

𝜕𝑡

(
𝜀s 𝜌s ®𝒖s

)
+ ∇ ·

(
𝜀s 𝜌s ®𝒖s ⊗ ®𝒖s

)
= −𝜀s ∇𝑃 + ¯̄𝝉s + 𝜀s 𝜌s ®𝒈 + 𝐾sg

(
®𝒖g − ®𝒖s

)
,

¯̄𝝉s = 𝜀s 𝜇s

(
∇®𝒖s + ∇®𝒖T

s

)
+ 𝜀s

(
𝜆s − 2

3
𝜇s

)
∇ · ®𝒖s

¯̄𝑰,

(4.5)

where ¯̄𝝉 is the stress-strain tensor, 𝜇 and 𝜆 are the shear and bulk viscosity, ¯̄𝑰 is the unit

tensor. 𝐾sg is the interphase momentum exchange coefficient between the gas phase and

solids phase. As for the solids phase, the solids pressure, 𝑝s, solids shear viscosity, 𝜇s,

and solids bulk viscosity, 𝜆s, are related to the granular temperature, which is obtained

from the kinetic theory of granular flow (Gidaspow, 1994).
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Kinetic theory of granular flow The granular temperature of the particles, Θs, is

related to the kinetic energy of the random motion of the particles (Sinclair & Jackson,

1989) and calculated by

Θs =
1
3
𝑣′𝑠𝜏 𝑣

′
𝑠𝜏, (4.6)

where 𝑣′𝑠𝜏 is the fluctuating solids velocity, which related to the collisions among particles.

The equation for the granular temperature derived from the kinetic theory (Gidaspow,

1994) is shown as

3
2

[
𝜕

𝜕𝑡
(𝜀s 𝜌s Θs) + ∇ ·

(
𝜀s 𝜌s ®𝒖s Θs

) ]
=

(
−𝑝s

¯̄𝑰 + ¯̄𝝉s

)
: ∇®𝒗s+

+ ∇ ·
(
𝑘Θs ∇Θs

)
− 𝛾Θs + 𝜙gs,

(4.7)

where
(
−𝑝s

¯̄𝑰 + ¯̄𝝉s

)
: ∇®𝒗s is the energy generation by the solids stress tensor,

(
𝑘Θs ∇Θs

)
is

the diffusion energy,
(
𝛾Θs

)
is the collisional dissipation of energy, and

(
𝜙gs

)
is the energy

exchange between the gas and solids phases. The collisional dissipation of energy is given

by Lun et al. (1984), as shown as

𝛾Θs =
12 (1 − 𝑒2

ss)𝑔0,ss

𝑑p
√
𝜋

𝜌s 𝜀s Θ
1.5
s , (4.8)

where the 𝑒ss is the particle-particle restitution coefficient and 𝑔0,ss is the radial distribution

function of particles. The diffusion coefficient for granular energy, 𝑘Θs , is given by

Gidaspow (1994):

𝑘Θs =
150 𝜌s 𝑑p

√
Θs 𝜋

384 (1 + 𝑒ss) 𝑔0,ss

(
1 + 6

5
𝜀s 𝑔0,ss (1 + 𝑒ss)

)2
+

+ 2 𝜌s 𝜀
2
s 𝑑p (1 + 𝑒ss) 𝑔0,ss

√︁
Θs/𝜋.

(4.9)
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The solids pressure in the solids-phase momentum equation composes of a kinetic

term and a particle collision term:

𝑝s = 𝜀s 𝜌s Θs + 2 𝜌s (1 + 𝑒ss) 𝜀2
s 𝑔0,ss Θs, (4.10)

where 𝑒ss is the restitution coefficient for particle collisions and 𝑔0,ss is the radial distri-

bution function.

The solids shear stresses in the solids-phase momentum equation are related to the

shear and bulk viscosities. The bulk viscosity (Lun et al., 1984) is calculated by:

𝜆s =
4
3
𝜀2

s 𝜌s 𝑑p 𝑔0,ss (1 + 𝑒ss)
(
Θs
𝜋

)0.5
. (4.11)

The shear viscosity contains collisional, kinetic (Gidaspow, 1994), and fractional viscosity

(Schaeffer, 1987) are calculated by:

𝜇s,col =
4
5
𝜀s 𝜌s 𝑑p 𝑔0,ss (1 + 𝑒ss) (Θs/𝜋)0.5, (4.12)

𝜇s,kin =
10 𝜌s 𝑑p

√
Θs 𝜋

96 𝜀s (1 + 𝑒ss) 𝑔0,ss

(
1 + 4

5
𝑔0,ss 𝜀s (1 + 𝑒ss)

)2
, (4.13)

𝜇s,fr =
𝑝fr sin 𝜙
2
√
𝐼2𝐷

. (4.14)
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Gidaspow drag model Combining the Wen and Yu model (Wen & Yu, 1966) and the

Ergun equation (Ergun, 1952) results in the Gidaspow drag model (Gidaspow et al., 1991).

𝐾sg =



3
4
𝐶D

𝜀s 𝜀g 𝜌g |®𝒗s − ®𝒗g |
𝑑p

𝜀−2.65
g , 𝜀g > 0.8

150
𝜀2

s 𝜇g

𝜀g 𝑑
2
p
+ 1.75

𝜌g 𝜀s |®𝒗s − ®𝒗g |
𝑑p

, 𝜀g ≤ 0.8

(4.15)

where

𝐶D =
24

𝜀g Res

(
1 + 0.15 (𝜀g Res)0.687

)
. (4.16)

4.2.2 Reactive transport model for the ozone decomposition reaction

The pseudo-homogeneous reactive transport model for the ozone decomposition reaction

that developed in Chapter 3 is used in this study, which is described as:

𝜕

𝜕𝑡

(
𝜀g 𝜌g𝑌

O3
g

)
+ ∇ ·

(
𝜀g 𝜌g ®𝒖g𝑌

O3
g − 𝜀g Γ

O3
g ∇𝑌

O3
g

)
= −𝑘r 𝜌g 𝜀s𝑌

O3
g . (4.17)

where 𝑌O3
g is the mass fraction of ozone in the gas phase.

Γ
O3
g = 𝜌g DO3,m (4.18)

is the diffusivity of ozone in the air. DO3,m is the effective mass diffusion coefficient of

ozone in the air (Zehner & Schlünder, 1970),

DO3,m = DO3-air
1 − 𝜀1/2

s
𝜀g

, (4.19)

where DO3-air represents the mass diffusion coefficient of ozone in air. The apparent

reaction constant, 𝑘r, is based on the volume of catalysts and measured by Wang (2013).
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The above parameters are listed in Table 4.1.

Table 4.1: Parameters used for the CFB riser and downer simulations

Physical parameters

Gas Air
Inlet ozone mass fraction 1.6653 × 10−4

Diffusion coefficient of ozone∗ 1.48535 × 10−5 m2/s
Particle FCC
Particle density 1780 kg/m3

Particle diameter 70 µm
Friction packing limit 0.54
Packing limit 0.56
Particle-particle restitution coefficient 0.9
Apparent reaction constant 49.2 s−1

Gravitational acceleration −9.81 m/s2

Information of domain and mesh

Riser
Domain size 76.2 × 10,200 mm
Max cell length 1.89 mm
Cell number 271,884

Downer
Domain size 76.2 × 6000 mm
Max cell length 1.89 mm
Cell number 229,922

Wall boundary conditions

Gas no-slip
Solids

Specularity coefficient 0.01
Particle-wall restitution coefficient 0.9

∗ The values are calculated based on the method by Bird et al. (2015).

4.3 CFD simulation setups

Figure 4.1 (a) shows the configuration of the CFB system utilized in the works by Wang

et al. (2014a, 2015c). This system comprises a 10.2-meter-high riser and a 6-meter-high
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downer, both with a diameter of 7.62 cm. In the riser, the solids are introduced into

the riser from the returning pipe at the bottom of the riser. The gas is introduced from

the bottom of the riser, which conveys the solids to the top of the riser. The solids are

subsequently separated from the gas in the cyclone and returned to the riser through the

downcomer, storage tank, and returning pipe. In the downer, solids are introduced into

the downer from the top and are discharged into the storage tank at the bottom. Gas is

introduced from the top of the downer, flowing downward along with the solids. These

solids are then channelled into the riser through the returning pipe and lifted to the top of

the riser to feed the downer.

G
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Pa
rt
ic
le
s

Particles

Riser
(76.2 mm i.d.)

Cyclones

Downcomer
(203 mm i.d.)

Storage tank
(457 mm i.d.)

Returning pipe
(50 mm i.d.)

60°

(a) (b)

Gas inlet 
(76.2 mm i.d., 18% voids)

Solids inlet
(50 mm i.d.)

10
.2

 m

50

50

50 (mm)

60°

Gas inlet 
(102 mm i.d.)

Solids inlet 
(50% opening)

Outlet
(76.2 mm i.d.)

6 
m

(c)

Figure 4.1: Configuration and meshes of the circulating fluidized bed system
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4.3.1 Computational domain, mesh and solver

The riser and downer of the CFB system are simplified as two two-dimensional compu-

tational domains, as shown in Figure 4.1 (b) and (c), and the domain size for the riser

and downer are given in Table 4.1. Unstructured quadrilateral meshes with the max cell

size of 27 𝑑p are used for the riser and downer domains. Five-layer refined meshes are

used near the wall to capture the boundary layer. The first layer thickness is set to 3 𝑑p.

The critical parameters of these meshes are consistent with the mesh used in Chapter 3.

The meshes are generated by ANSYS Mesh and imported into ANSYS Fluent for the

simulations (ANSYS, Inc., 2022). Table 4.2 lists the model and solver information of the

simulations.

4.3.2 Boundary conditions

Wall boundary conditions are listed in Table 4.1 for the gas and solids phases. The

velocity profiles are used as the inlet boundary condition for both riser and downer, which

are based on the superficial gas velocity (𝑈g) and the solids circulation rate (𝐺s) from the

operating conditions in the experiments.

Riser In the riser, as shown in Figure 4.1 (b), the gas inlet boundary condition is set

as a jet velocity profile to consider the influences of the gas distributor in the riser (Peng

et al., 2010). In each jet, the gas velocity is uniform, and it is calculated by

𝑣g =
𝑈g

𝛾g
, (4.20)
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Table 4.2: Information on CFD model for the CFB riser and downer simulations

Software & Solver

Software ANSYS fluent 2022R1
Solver Two-dimensional, transient

Models

Multiphase model Eulerian-Eulerian
Granular temperature model Ding and Gidaspow (1990)
Granular viscosity & Granular conductivity Gidaspow (1994)
Granular bulk viscosity & Solids pressure Lun et al. (1984)
Frictional viscosity Schaeffer (1987)
Frictional pressure KTGF
Radial distribution Lun et al. (1984)
Drag coefficient Huilin and Gidaspow (2003)
Viscous model Laminar

Solvers

Scheme Phase coupled SIMPLE
Gradient discretization Least squares cell based
Pressure discretization PRESTO!
Momentum discretization Second order upwind
Volume fraction discretization Second order upwind
Granular temperature discretization Second order upwind
Turbulent kinetic energy Second order upwind
Specific dissipation rate Second order upwind
UDS discretization Second order upwind
Residual 5 × 10−5

Time step [s] 5 × 10−5

where 𝛾g is the opening area ratio of the gas distributor, which is 0.18 for the riser. The

inlet velocity for the solids is calculated by

𝑣s =
𝐺s 𝐴r

𝜌s 𝜀s,0 𝐴rp
, (4.21)

where 𝐴r is the cross-sectional area of the riser, 𝐴rp is the cross-sectional area of the

returning pipe, and 𝜀s,0 = 0.5 is the inlet solids holdup in the riser. The gas velocity at the

solids inlet is set to be equal to the solids inlet velocity to ensure that no vortex is formed
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in the returning pipe. The outlet at the top is configured as an outflow.

Downer As shown in Figure 4.1 (c), the downer is divided into two parts: the distributor

section and the downer section. Four solids inlets are set in the distributor section to

consider the effects of the solids feed tubes in the experiments, as shown in Figure 4.2 (b)

and (c). The inlet velocity for the solids is calculated by

𝑣s =
𝐺s

𝜌s 𝜀s,0 𝛾s
, (4.22)

where 𝜀𝑠,0 = 0.5 is the inlet solids holdup in the downer, and 𝛾s is the opening area ratio

for the solids inlet, which is 0.5. The gas inlet boundary condition is set as a uniform

60°

Distributor shell
(102 mm i.d.)

Fluidized bed at Umf

Auxiliary fluidization
gas distributor

Auxiliary fluidization
gas supply

Seal plate

Downer main gas

Solids feed tubes
(19×Φ17.5 mm)

Main gas distributor

CFB downer
(76 mm i.d.)

(a)

(b)

(c)

Figure 4.2: Schematic diagram of the gas inlet and solids inlet: (a) gas distributor of
the riser (Sun, 2019), (b) gas and solids distributor of the downer (top view)
(Johnston et al., 1999; Wang, 2013), (c) gas and solids distributor of the
downer (side view) (Wang, 2013)
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velocity profile at the top of the distributor section. The gas velocity for the profile is

calculated by

𝑣g =
𝑈g 𝐴r

𝐴d
, (4.23)

where 𝐴r is the cross-sectional area of the downer, and 𝐴d is the cross-sectional area of the

distributor section. After entering the distributor section, the gas flow is divided into five

parts by the four solids inlets. The gas flow channels on the left and right sides of the solids

inlets are designed to prevent the accumulation of solids in the wall region. To prevent

particles from the two solids feed pipes from blocking the gas channel between them,

which causes computational divergence, all the gas channels in the distributor sector are

consolidated into a single, large passage at the top. This allows the gas to flow downward

all the time, rather than getting blocked at the entrance. The outlet at the bottom is set as

an outflow.

4.3.3 Setups for the tracers of the gas and solids phases

Residence time distributions, in this study, for both the reactant and catalyst are measured,

which requires the development of tracer models in the simulations.

As for the gas phase, a new transport equation for the gas tracer is incorporated

into the CFD model. This equation is established based on Equation (4.17) and can be

expressed as follows:

𝜕

𝜕𝑡

(
𝜀g 𝜌g𝑌

tr
g

)
+ ∇ ·

(
𝜀g 𝜌g ®𝒖g𝑌

tr
g − 𝜀g Γ

tr
g ∇𝑌 tr

g

)
= 0, (4.24)

where 𝑌 tr
g represents the mass fraction of the gas tracer within the gas phase. It is important

to note that the tracer will not undergo any reaction, hence the reaction term is set to 0 in

this equation. Additionally, the physical properties of the gas tracer mirror those of ozone,
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and they share the same initial inlet concentration.

For the solids phase, a new transport equation is introduced to trace the particles,

and it is given as follows:

𝜕

𝜕𝑡

(
𝜀s 𝜌s𝑌

tr
s
)
+ ∇ ·

(
𝜀s 𝜌s ®𝒖s𝑌

tr
s
)
= 0. (4.25)

The reaction term and the diffusion term are both set to 0 in the equation, since the markers

on the particles will not undergo any reaction or diffusion. The initial inlet concentration

of the solids tracer is set as 1.

Once the flow in the reactor reaches a steady state, the tracers will be introduced

into the reactor alongside the gas and solids phases. This injection will be of very

short duration, typically lasting for a brief period, e.g., 2 × 10−4 s, in order to achieve a

pulse injection. Following the injection, the information about the tracers, including their

coordinates, tracer concentrations, solids holdup, as well as gas and solids velocities, will

be recorded in each cell. Two heights, 2 m and 5 m from the inlet, are selected as the

record locations for the tracers.

4.3.4 Operating conditions and case information

In this study, simulations for four downer cases and two riser cases are carried out, as

listed in Table 4.3. They all have the same superficial gas velocity, which is 5 m/s. The

solids circulation rates range from 100 to 400 kg/m2/s for the downer cases and from

100 to 300 kg/m2/s for the riser cases. The residence times of the tracers are measured

in Case R5300 and D5300, which are the cases with the same 𝑈g and 𝐺s.
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Table 4.3: Case information

No. Case Type 𝑈g 𝐺s Tracer Exp. data Exp. data
[m/s] [kg/m2/s] (flow) (reaction)

1 D5100 downer 5 100 N Ref. 1 -
2 D5200 downer 5 200 N Ref. 1 Ref. 2
3 D5300 downer 5 300 Y Ref. 1 Ref. 2
4 D5400 downer 5 400 N Ref. 1 -
5 R5100 riser 5 100 N Ref. 3 Ref. 4
6 R5300 riser 5 300 Y Ref. 3 Ref. 4

Ref. 1: (Wang et al., 2014a), (Wang et al., 2015a), and
(Wang et al., 2015b)

Ref. 2: (Wang et al., 2014a) and (Wang et al., 2015c)
Ref. 3: (Wang et al., 2014c), (Wang et al., 2014d), and

(Wang et al., 2015b)
Ref. 4: (Wang et al., 2014b) and (Wang et al., 2015c)

4.4 Results and discussion

4.4.1 Time averaged flow and reaction profiles under different oper-

ating conditions

Cross-sectional profiles Figure 4.3 and Figure 4.4 shows the time averaged cross-

sectional axial profiles for the solids holdup, solids flux, and ozone concentration in the

riser and downer, respectively. The points in the figures are the experimental results and

the lines are the numerical results. The time averaged values are calculated by

𝜀s,ℎ (ℎ) =
1

𝑡1 − 𝑡0

ˆ 𝑡1

𝑡0

(
1
𝑑rs

ˆ 𝑑rs

0
𝜀s(𝑡, 𝑥, ℎ) d𝑥

)
d𝑡, (4.26)

𝐹s,ℎ (ℎ) =
𝜌s

𝑡1 − 𝑡0

ˆ 𝑡1

𝑡0

(
1
𝑑rs

ˆ 𝑑rs

0
(𝜀s(𝑡, 𝑥, ℎ) 𝑣s(𝑡, 𝑥, ℎ)) d𝑥

)
d𝑡, (4.27)

𝑌
∗
g,ℎ (ℎ) =

1
𝑡1 − 𝑡0

ˆ 𝑡1

𝑡0

(
1
𝑑rs

1
𝜀g,ℎ𝑖 (𝑡, ℎ)

ˆ 𝑑rs

0

(
𝜀g(𝑡, 𝑥, ℎ)𝑌 ∗

g (𝑡, 𝑥, ℎ)
)

d𝑥
)

d𝑡, (4.28)
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where 𝑑 is the diameter/width of the riser or downer, 𝑥 is the position in the radial/horizon-

tal direction, and ℎ is the position in the axial/vertical direction. The ozone concentration

shown in Equation (4.28) is the relative ozone concentration, which is given by

𝑌 ∗
g =

𝑌g

𝑌g,0
, (4.29)

where 𝑌g,0 is the inlet ozone concentration.

In the riser reactor, the operation at 𝑈g = 5 m/s and 𝐺s = 100 kg/m2/s is categorized

as being in the low-density flow regime, while the operation at 𝑈g = 5 m/s and 𝐺s =

300 kg/m2/s is categorized as being in the high-density flow regime (Sun & Zhu, 2019).

As shown in Figure 4.3 (a), the predicted solids holdup profile of a low-density flow case,

R5100, has a good agreement with the experimental data in the riser. However, in the

results of a high-density flow case, R5300, the solids holdup is approximately 50 % lower

than the experimental data in the flow developing region (0 to 2 m). These differences are

attributed to the pressure exerted by the solids inventory in the storage tank and downcomer

during experimental operations. In the experiments, achieving a high-density operation

requires a larger quantity of solids inventory, which is not considered in the simulation.

With 𝑈g held constant, as 𝐺s increases in the riser, additional particles tend to accumulate

more in the flow developing region. This leads to an increase in difference of the solids

holdup in the flow developing region compared to the flow developed region when 𝐺s is

increased.

In the downer, the region from the inlet to 2 m can be considered as the flow

developing region, where particles are accelerated to the same velocity as the gas flow.

Hence, the solids holdup in this region is higher than in the flow developed region

(2 to 5 m). In the flow developed region, the solids holdup remains relatively constant, as

shown in Figure 4.4 (a). In the downer, the increase in 𝐺s while 𝑈g remains the same

101



CHAPTER 4. COMPARATIVE STUDY OF HYDRODYNAMIC ...

0 0.3 0.6 1

Yg
*εs

1000 200 300

Fs [kg/m2/s]

Exp.-R5100

Exp.-R5300

R5100

R5300

h 
[m

]

0 0.20.1
0

2

4

6

8

10 (a) (b) (c)

Figure 4.3: Comparison of numerical and experimental results for cross-sectionally aver-
aged time-averaged profiles along the axial direction in the riser for the cases
of R5100 and R5300
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results in an even increase in solids holdup at each height. Therefore, increasing 𝐺s does

not significantly alter the shape of solids holdup profiles in the downer, but it increases

the values of solids holdup.

As shown in Figure 4.3 (b) and Figure 4.4 (b), whether in the riser or downer, the

solids flux is basically equal to 𝐺s at various locations along the axial direction and is

also in good agreement with the experimental data. The difference is that the fluctuation

of the solids flux profile in the riser is slightly larger than in the downer.

As illustrated in Figure 4.3 (c), the time-averaged cross-sectional profiles of ozone

concentration for the riser cases exhibit an exponential shape. In the axial direction,

the ozone concentration decreases dramatically in the flow developing region and grad-

ually slows down in the flow developed region. Compared to the riser, the decrease in

ozone concentration at the inlet region of the downer is less pronounced, as shown in

Figure 4.4 (c). However, the rate of decrease in the region after the inlet in the downer is

approximately the same as in the riser. Overall, the ozone concentrations decrease in the

reactor with increasing 𝐺s in both the riser and downer, but the shape of the ozone profiles

remains almost the same. When compared to the experimental data, the simulation results

exhibit greater reductions in ozone along the axial direction of the reactors.

Radial profiles Figure 4.5 shows the time-averaged radial profiles for the riser and

downer cases at the flow developing region (ℎ = 1 m from the inlet) and flow developed

region (ℎ = 5 m from the inlet). The results plotted are from Cases R5100 and R5300

with dotted lines, and Cases D5100 and D5300 with solid lines. 𝑥/𝑅 is the normalized

radial position from the centre to the wall.

Figure 4.5 (a) shows the radial profiles of the solids holdup of the four cases at

ℎ = 1 m and ℎ = 5 m. In the flow developing region (ℎ = 1 m), the radial distributions for
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Figure 4.5: Time-averaged radial profiles of the riser and downer cases at the flow devel-
oping region and flow developed region

both riser and downer have a lower particle concentration in the central region and a higher

concentration near the wall, which is a typical core-annulus structure. In the downer, the

boundary between the core and annulus region is located at approximately 𝑥/𝑅 = 0.8. As

𝐺s increases, the solids holdup increases, but the location of the core-annulus boundary

does not change. In the riser, however, with the increase in 𝐺s, the thickness of the

annulus region increases, and the location of the core-annulus boundary move to around

𝑥/𝑅 = 0.5.

In the flow developed region (ℎ = 5 m), the particle distribution in the radial direction

becomes more uniform compared to the flow developing region, as shown in Figure 4.5 (a).

The core-annulus structure in both the riser and downer significantly weakens at 𝐺s =

100 kg/m2/s. Compared to the results of the cases with a low 𝐺s, the difference in solids

holdup between the core and annulus regions in both the riser and downer narrows at

𝐺s = 300 kg/m2/s, but a noticeable core-annulus structure still exists. Furthermore, as 𝐺s
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increases, the riser demonstrates a stronger particle containment capacity than the downer

in the flow developed region, which leads to a higher solids holdup in the riser than in the

downer at the same operating conditions.

There are significant differences in the radial profiles of the particle velocity between

the riser and downer, as shown in Figure 4.5 (b). In the flow developing region, changes in

𝐺s do not affect the distribution of particle velocity in the radial direction. The dominant

factors here are the gas inlet profile and the direction of particle flow. In the riser, particles

near the wall flow downward, causing the gas in this region to flow downward as well. To

maintain a constant gas volume flow rate, the gas velocity in the central region increases,

resulting in an increase in the particle velocity in the central region. For these reasons,

the particle velocity in the riser can differ by over 10 m/s between the central and wall

regions, roughly about twice of 𝑈g. In the downer, the situation is much simpler: particles

flow downward together with gas due to gravity. More particles are accumulated in the

wall region, which are more affected by gravity, counteracting the deceleration caused

by wall friction. Consequently, the average particle velocity in the radial direction is the

same and equals 𝑈g.

In the flow developed region, the radial profile of the particle velocity in the high-

density riser remains the same as in the flow developing region. Conversely, in the

low-density riser, the profile becomes flatter due to a decrease in solids holdup near the

wall, and the particles near the wall no longer flow downward. This difference in the

particle movement is also a contributing factor to the accumulation of more particles in

the flow developing region of the high-density riser. As for the downer, in comparison

to the profiles in the flow developing region, there are no significant variations in the

distribution of particle velocity in the radial direction.

The radial distribution of ozone concentration is largely dependent on the distribution
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of the solids holdup, as shown in Figure 4.5 (c). In the flow developing region, there are

more particles present in the annulus of the riser. As a result, the ozone concentration

remains constant in the core region and then sharply decreases to 0 in the near wall region.

In the downer, the ozone concentration can remain constant in the core region, but the

core region is much bigger than that in the riser.

In the flow developed region, the ozone profiles for the four cases are similar. How-

ever, the ozone distributions in the downer are more uniform than those in the risers, as

the solids holdups in the downer are more uniform compared to the risers.

Axial profiles Figure 4.6 shows the time-averaged axial profiles for the riser and downer

cases at the central region (𝑥/𝑅 = 0) and wall region (𝑥/𝑅 = 0.9). The results plotted are

from Cases R5100 and R5300 with dotted lines, and Cases D5100 and D5300 with solid

lines. The vertical coordinate in each subfigure represents the axial position from inlet

to 5 m. For the purpose of comparing the differences between the riser and downer, the

numerical results for the riser have been limited to the region of 0 to 5 m, and the results

for the region of 5 to 10.2 m have not been included in the figure.

In the central region, the solids holdups for both the riser and downer are very

uniform along the axial direction, and the solids holdup values for the four different cases

are also quite close. In the region near the wall, the solids holdup for the downer does not

vary significantly along the axial direction. However, in the riser, the solids holdup in the

bottom region is noticeably higher than in the upper region. In terms of particle amount,

more particles are accumulated near the wall in the riser than the downer.

As for the particle velocity, in the downer, whether in the region near the centre or the

wall, the particle velocity is approximately equal to 𝑈g alone the axial direction, except for

close to the inlet. However, in the riser, there is a significant difference in particle velocity
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Figure 4.6: Time-averaged axial profiles of the riser and downer cases at the central region
and wall region

between the central region and the wall region. In the high-density riser, particles near

the wall have negative velocities. In the central region, particles undergo acceleration in

the 0 to 2 m range, and their final velocity remains close to 2𝑈g. In the low-density riser,

the particle velocity profiles in the 0 to 2 m range is similar to those in the high-density

riser, but in the region above 2 m, the particle velocity gradually approaches 𝑈g. These

characteristics are also reflected in Figure 4.5 (b).

The distribution of the ozone concentration along the axial direction in the central
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region and the wall region is greatly influenced by the distribution of the solids holdup.

In the downer, the profiles in both the wall and central regions are similar: ozone concen-

tration decreases steadily along the axial direction. In the riser, in the central region, the

profile is similar to that in the downer, but in the region near the wall, ozone concentration

rapidly decreases within the 0 to 1 m range, and then it does not change much.

4.4.2 Instantaneous flow fields and reaction fields

Figure 4.7 displays the instantaneous contours of solids holdup, slip velocity, ozone

concentration, and reaction rate in both the riser and downer. The plotted numerical

results are obtained from the cases of riser (R5300) and downer (D5300), with the same

operating conditions. The contours are divided into two parts: one for the flow developing

region (0.5 to 1.5 m from the inlet) and another for the flow developed region (4 to 5 m

from the inlet). To compare the differences in the flow field and reaction field between

the riser and downer, the same scales are used for both the riser and downer.

Table 4.4 lists the mean value, standard deviation (S.D.), maximum value, and

minimum value of the four variables in the flow developing region and flow developed

region for the riser and downer, respectively.

Solids holdup distributions Although the operating conditions for the riser and downer

are the same at 𝑈g = 5 m/s and 𝐺s = 300 kg/m2/s, the particles in the riser move against

the direction of gravity, while in the downer, they move in the direction of gravity.

Therefore, there are significant differences in the particle distribution between the riser

and the downer. In the flow developing region, the amount of particles in the riser is

approximately three times that of the downer, and in the flow developed region, it is about

twice as much. This phenomenon is also reflected in Figure 4.5 (a). Additionally, there is

a noticeable accumulation of particles in the flow developing region of the riser compared
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Figure 4.7: Contours of the instantaneous flow fields and reaction fields of the riser and
downer
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Table 4.4: Statistical results for the flow developing and developed regions in the instan-
taneous contours

Feature Reactor type Mean S.D. Max Min

Developing region (0.5 to 1.5 m from the inlet)

Solids holdup Riser 0.159 0.171 0.56 0.0
Downer 0.0479 0.0699 0.539 0.0

Slip velocity [m/s] Riser 0.844 1.66 24.86 0.00077
Downer 0.235 0.227 1.63 0.0

Ozone concentration Riser 0.405 0.348 0.996 0.0
Downer 0.658 0.206 0.982 0.0

Reaction rate
[ g
m3s

] Riser 0.229 0.312 2.16 0.0
Downer 0.208 0.197 1.27 0.0

Developed region (4.0 to 5.0 m from the inlet)

Solids holdup Riser 0.112 0.132 0.56 0.0
Downer 0.0445 0.0915 0.558 0.0

Slip velocity [m/s] Riser 0.648 0.92 9.07 0.00076
Downer 0.392 0.353 2.37 0.0

Ozone concentration Riser 0.185 0.217 0.744 0.0
Downer 0.324 0.0818 0.470 0.0

Reaction rate
[ g
m3s

] Riser 0.0745 0.111 1.29 0.0
Downer 0.100 0.138 1.21 0.0

to the flow developed region, while this phenomenon is not observed in the downer. This

phenomenon is also reflected in Figure 4.3 (a) and Figure 4.4 (a).

In both the riser and the downer, particles tend to aggregate and cluster but in different

characteristics. In the riser, the clusters have a higher solids holdup and tend to be upright,

as shown in Figure 4.7 (a1) and (b1). In the downer, the clusters are not as compact as

those in the riser and tend to orient in various directions rather than maintaining an upright

state, as shown in Figure 4.7 (c1) and (d1). Therefore, in the riser, the maximum solids

holdup can often reach the packing limit of the particle, while this is not observed in

the downer. Additionally, the standard deviation indicates that the solids holdups in the

downer are distributed more closely around their mean solids holdup, whereas in the
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riser, they are distributed much further from the mean value. The difference between the

standard deviation of the solids holdup in the riser and downer indicates the downer has a

more uniform particle distribution than the riser. Further more, in the radial distribution,

dense clusters in the riser tend to accumulate in the wall region, while in the downer, the

clusters are distributed more evenly, which leads to a more severe gas-solids segregation

in the riser than in the downer.

Slip velocity distributions In the riser, the slip velocity between gas and particles is

higher than that in the downer. To counteract the effect of gravity, particles in the riser

tend to form dense and upright clusters that gas flow struggles to penetrate. As a result,

gas tends to rapidly pass through the spaces between these clusters, leading to large slip

velocities in the regions near the boundary of the bulk gas phase and clusters, as shown in

Figure 4.7 (a2) and (b2). In the downer, the slip velocity is much lower compared to the

riser. Gas also tends to pass between clusters but can also penetrate them, which results

in clusters being more sparsely distributed. Moreover, since the particle motion direction

aligns with gravity, clusters are more inclined to flow along with the gas, as shown in

Figure 4.7 (c2) and (d2). Consequently, gas in the downer tends to flow along with the

particles, unlike in the riser where it avoids them, resulting in lower slip velocities in the

downer.

In the flow developing region, the maximum slip velocity in the riser is about five

times of 𝑈g, while in the downer, it is only about 1/3 of 𝑈g, as shown in Table 4.4. In

the flow developed region, most particles in the riser have been sufficiently accelerated,

leading to a decrease in slip velocity. In contrast, in the downer, particle velocity have

already surpassed the gas velocity, causing an increase in slip velocity. However, slip

velocities in the riser remain significantly higher than those in the downer. It is worth

noting that there are no instances of a slip velocity of 0 in the riser, which is related to
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the fact that particles must overcome gravity.

Ozone concentration distributions The distribution of ozone concentration in the

riser and downer exhibits distinct differences. In the flow developing region, a clear

reactant-catalyst segregation is observed in the riser, as shown in Figure 4.7 (a3). High-

concentration regions are primarily located in regions with fewer particles, while regions

with more particles often result in complete ozone reaction. The downer also experiences

segregation in the flow developing region, but it is not severee. Due to the lower solids

holdup of the clusters, the ozone in these regions is not entirely consumed, as shown in

as shown in Figure 4.7 (c3). Consequently, in the flow developing region, the standard

deviations of the ozone concentration for the downer are lower than those of the riser, as

shown in Table 4.4.

However, in the flow developed region, the differences between the two reactors

become obvious. In the riser, the severe reactant-catalyst segregation still exists in the

flow developing region, due to the presence of a core-annulus structure. Ozone in the

core region of the riser is not reacted, while the ozone in the annulus region is entirely

consumed, as shown in as shown in Figure 4.7 (b3). In contrast, in the flow developed

region of the downer, ozone is distributed uniformly in both the axial and radial directions,

as shown in as shown in Figure 4.7 (d3). As shown in Table 4.4, although the total

remaining ozone in the riser is roughly 40 % less than in the downer, the maximum ozone

concentration in the riser is approximately 37 % higher than in the downer. Moreover, the

standard deviation in the riser is approximately 2.6 times that of the downer. These results

all indicate that the more severe reactant-catalyst segregation in the riser.

Reaction rate distributions The different distributions of catalysts and reactants in the

riser and downer lead to different reaction behaviours. In the flow developing region,

due to the reactant-catalyst segregation in the riser, regions with high reaction rates are
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typically located at the interfaces of high catalyst and high reactant regions, i.e., the edges

of clusters, as shown in Figure 4.7 (a4). Because of the relatively high slip velocity at

these interfaces, fresh reactants are continuously supplied, resulting in high reaction rates,

reaching up to 2.16 g/m3/s. In the downer, reactions occur in any region that has particles,

as shown in Figure 4.7 (c4), due to the homogeneous ozone distribution. Consequently,

the maximum reaction rate in the flow developing region of the downer is 1.27 g/m3/s.

According to Table 4.4, the average reaction rates in the flow developing region of

the riser and downer are nearly the same. In a situation with only 1/3 of the catalyst, the

downer achieves reaction rates comparable to the riser, indicating the higher utilization

efficiency of catalysts in the downer.

The circumstance in the flow developed region, however, is different. In the riser, the

reduction in ozone concentration results in a noticeable decrease in reaction rates, from

0.229 to 0.0745 g/m3/s, as shown in Table 4.4. The maximum reaction rate in the riser is

higher than in the downer, but the average reaction rate is lower than in the downer. In the

downer, the maximum reaction rate do not change, but the average reaction rate decreases

from 0.208 to 0.1 g/m3/s due to the reduction of the ozone concentration.

In summary, because the flow direction of the gas and solid phases in the downer

aligns with the direction of gravity, this results in particle clustering with fewer constraints

from gas flow and a more uniform particle distribution. In the riser, on the other hand,

particles form denser and more upright clusters to resist the gravitational constraints,

leading to a significantly higher degree of heterogeneity in the particle distribution. The

influence of gravity also makes the interaction between the gas phase and solid phase

more intense in the riser, whereas in the downer, their interaction is relatively less intense.

The ozone distribution in the flow developing region is heterogeneous in both the riser

and downer. However, in the flow developed region, the heterogeneity in the riser remains
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almost the same as that in the flow developing region, while the ozone distribution in

the downer becomes highly homogeneous. The distributions mentioned above result in

the average reaction rates in the riser and downer being close, despite there being more

catalysts present in the riser. In the riser, regions where reactions occur tend to be

concentrated, with some areas having very high reaction rates while others have very low

rates. In the downer, the distribution of reaction regions is more uniform, which might

enable the downer to perform better in certain reactions limited by heat and mass transfer.

4.4.3 Residence time distributions (RTD) in the riser and downer

Figure 4.8 and 4.9 shows the probability (solids lines) and cumulative (colour blocks) dis-

tributions of the gas and solids tracer concentrations in the riser and downer. Figure 4.8 (a)

shows the results during the 0 to 10 s period in the riser. Figure 4.8 (b) and 4.9 show the

results during the 0 to 1.4 s period in the riser and downer, respectively. In accordance

with Section 4.3.3, the tracer concentrations at 2 m and 5 m are monitored, with the for-

mer represented in orange and the latter in blue in the figure. The probability distribution

functions (PDF) of the gas and solids tracers are the time series of cross-sectional tracer

concentrations at the two observation lines, which are calculated by

𝑌
tc
g (𝑡, ℎ) =

1
𝑑

1
𝜀g(𝑡, ℎ) 𝑣g(𝑡, ℎ)

ˆ 𝑑

0

(
𝜀g(𝑡, ℎ, 𝑥) 𝑣g(𝑡, ℎ, 𝑥)𝑌 tc

g (𝑡, ℎ, 𝑥)
)

d𝑥, (4.30)
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(
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𝜀s(𝑡, ℎ) =
1
𝑑

ˆ 𝑑

0
𝜀s(𝑡, ℎ, 𝑥) d𝑥, (4.32)
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Figure 4.8: Probability and cumulative distribution functions of gas and solids tracer
concentrations in the riser
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𝜀g(𝑡, ℎ) = 1 − 𝜀s(𝑡, ℎ), (4.33)
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1
𝑑

1
𝜀g(𝑡, ℎ)

ˆ 𝑑

0

(
𝜀g(𝑡, 𝑥, ℎ) 𝑣g(𝑡, 𝑥, ℎ)

)
d𝑥, (4.34)

𝑣s(𝑡, ℎ) =
1
𝑑

1
𝜀s(𝑡, ℎ)

ˆ 𝑑

0
(𝜀s(𝑡, 𝑥, ℎ) 𝑣s(𝑡, 𝑥, ℎ)) d𝑥, (4.35)

and ℎ is the height of observation lines. Since the tracers may flow backward to across

the observation lines again after they pass through the lines, the volume flow rate is

considered during the calculation. Due to the possibility of tracers flowing backward

across the observation lines after they have passed through, the volume flow rate is taken

into account during the calculation. The cumulative distribution function (CDF) are
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calculated by

∑︁
𝑌 tc

g (𝑡, ℎ) =
´ 𝑡

0 𝑌
tc
g (𝜏, ℎ) d𝜏´ ∞

0 𝑌
tc
g (𝜏, ℎ) d𝜏

, (4.36)

∑︁
𝑌 tc

s (𝑡, ℎ) =
´ 𝑡

0 𝑌
tc
s (𝜏, ℎ) d𝜏´ ∞

0 𝑌
tc
s (𝜏, ℎ) d𝜏

. (4.37)

The figure also provides information on when the tracers reach and leave the observa-

tion lines. Additionally, it displays the durations for which the tracers pass through the

observation lines.

Table 4.5 summarizes the time points from Figure 4.8 and 4.9 when the tracers arrive

at and depart from the observation lines, as well as the duration of their passage through

the observation lines.

Table 4.5: Summary of time points and durations [s] of tracers behaviour

Phase Reactor ℎ = 2 m ℎ = 5 m
Arrival Departure Duration Arrival Departure Duration

Gas Riser 0.20 1.10 0.90 0.54 2.70 2.16
Downer 0.32 0.51 0.19 0.75 1.22 0.47

Solids Riser 0.24 6.80 6.56 0.61 9.40 8.79
Downer 0.35 0.55 0.20 0.77 1.19 0.42

Figure 4.10 shows the contours of the concentrations of the gas (orange) and solids

(pink) tracers in the riser and downer from the inlet to 5 m. The results at 𝑡 = 0.35 s and

𝑡 = 0.8 s for the riser and 𝑡 = 0.4 s and 𝑡 = 0.9 s for the downer are shown in the figure.

The first time point is when the tracers reach the first observation line (ℎ = 2 m), and the

second time point is when the tracers reach the second observation line (ℎ = 5 m). The

detailed time points for the riser and downer are marked by green crosses in Figure 4.8 (b)

and 4.9.
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Figure 4.10: Contours of the gas and solids tracer in the (a) riser and (b) downer
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RTD of the downer The results for the downer reactor’s RTD are quite clear, as shown

in Figure 4.9. The gas tracer, along with the gas phase, reaches the observation line at

2 m at around 0.32 s and takes approximately 0.19 s for the tracer to completely pass the

first observation line. The average residence time of the gas tracer in the range of 0 to 2 m

is approximately 0.4 s. For the solids tracer, it starts passing the first observation line

at 0.25 s and takes about 0.20 s to pass through entirely. The average residence time of

the solids tracer within the first 2 m is greater than 0.4 s. As for the gas tracer passing

through the second observation line located at 5 m, it takes about 0.47 s, with an average

residence time within the first 5 m being 1 s. However, the solids tracer passes the second

observation line in 0.42 s, and its average residence time is less than 0.4 s.

Based on the results above, firstly, the average residence time of the gas tracer at

the two observation lines aligns with the times predicted by the 𝑈g. This result indicates

that the influence of gravity, frictional forces from the walls, and drag forces from the

particles on gas flow is minimal. In contrast, the solids tracer lingers longer before the

first observation line compared to the gas tracer and spends less time before the second

observation line. This is a result of the combined effect of gravity and drag force acting on

the particles. When particles first enter the downer, their velocity is slow, and gravity, along

with the drag force, accelerates them. As a result, the average velocity of the particles in

the 0 to 2 m range is less than 𝑈g, causing them to arrive at the first observation line later

than the gas tracer. When the particles reach the height of 1 m, their velocity surpasses the

average gas velocity. Then, gravity continues to accelerate the particles, while drag forces

slow down this acceleration, eventually reaching a state of force equilibrium. During this

process, the particles continue to move downward, and their average velocity exceeds 𝑈g,

causing them to overtake the gas tracer, resulting in earlier passage through the second

observation line.
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Secondly, both gas and solids tracers take longer to pass through the second obser-

vation line compared to the first observation line, roughly about 2 to 2.5 times longer.

However, their main peaks in the RTD at the second observation line are still quite distinct.

In other words, the majority of tracers, approximately 78 % for the gas tracer and 84 %

for the solids tracer, pass through the observation line within a relatively short time. The

tracers that pass through earlier and later can be attributed to the diffusion of the gas tracer

and the non-uniform radial velocity distribution of the particles.

Thirdly, the moments when gas and solids tracers reach and leave the observation

lines are very close to each other. The close moments indicate that during their downward

movement, gas and particles remain synchronized, which is consistent with the analysis

of the slip velocity distributions presented in Section 4.4.2.

RTD of the riser The results of the RTD in the riser are much more complex, as shown

in Figure 4.8. Gas tracers reach the first observation line (ℎ = 2 m) at 0.2 s, which is

consistent with their behaviour in the downer. However, before 0.4 s, the 83 % of gas

tracers have already passed through the line, indicating that the tracers flow faster than the

average gas flow. The remaining 17 % of tracers take until 1.1 s to fully pass through the

first observation line, with a total duration of 0.9 s. This duration is significantly longer

than the 0.19 s observed in the downer. A similar situation occurs when tracers pass the

second observation line (ℎ = 5 m). Gas tracers reach this line at 0.54 s, which is 0.21 s

earlier than in the downer. More than 85 % of the tracers have traversed the line before

1 s. However, it takes until 2.7 s for all tracers to have passed through the line, with a

total duration of 2.16 s. This duration is 4.6 times longer than their residence time in the

downer.

Figure 4.10 provides an explanation for these phenomena. The distribution of gas

tracers in the riser forms an arrowhead shape: the central portion rapidly flows upward,
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while tracers near the wall on both sides trail behind, as illustrated in Figure 4.10 (a1).

As the gas flow continues to move upward, the tracers in the central region ascend at a

very fast pace. However, the tracers in the wall region move upward slowly, even coming

to a standstill or flowing downward, causing their “tails” to grow longer, as shown in

Figure 4.10 (a2). Consequently, the central part of the gas flow carries the majority of

gas tracers, allowing them to pass through the observation lines earlier than the overall

gas flow, while the remaining tracers are concentrated near the wall region, moving at a

slower pace and struggling to reach the observation lines.

In the downer, such a gas tracer distribution does not exist. Gas tracers in the downer

are distributed relatively evenly in the radial direction, and they mostly move downward

together. From the time-averaged results in Figure 4.5, the velocity difference between

the centre and wall regions in the riser can be as high as 13 m/s, while in the downer, it

does not exceed 2 m/s. This difference is a direct reason for the distinct RTD of the gas

tracer between the riser and downer.

Regarding the solids tracers in the riser, the first tracer reached the initial observation

line at 0.24 s, as shown in Figure 4.8. By 1.1 s, the PDF curve exhibited two prominent

peaks, with a reduced number of tracers passing through the line between these two peaks.

Following these peaks, approximately 70 % of the solid tracers traverse the line. At 1.3 s,

some tracers began to backtrack to their positions before the first observation line, creating

a reflux. At 1.7 s, a substantial number of tracers once again flowed past the line. In the

subsequent time intervals, peaks and troughs alternated on the PDF curve of the solid

tracers. The peak duration is roughly between 0.2 s and 0.25 s, while the troughs lasted

approximately 0.5 s to 0.75 s. Overall, there are significantly more tracers passing upward

across the line than tracers flowing downward in reflux. In this alternating pattern, by

6.8 s, 99 % of the solid tracers had passed through the first observation line, taking a total
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of 6.56 s. This duration is 7.3 times longer than the time it took for gas tracers to cross

the first observation line in the riser and 16.4 times longer than the time it took for solids

tracers to cross in the downer. The situation in which the solids tracer passes through the

second observation line is very similar to when the tracer passes through the first one,

with the only difference being that the tracer struggles more when moving upward. At

1.6 s, the first two higher peaks end, but only about 40 % of the solids tracer traverses

the line. Subsequently, there is also a phenomenon of tracer backflow and alternating

peaks and valleys, although the boundaries between the peaks and valleys are not clear.

Based on a few less distinct peaks, their duration is also approximately between 0.2 s and

0.25 s. Finally, at 9.4 s, 99 % of the solids tracer passes through the second observation

line, taking a total of 8.79 s. This duration is 4 times longer than the time it takes for the

gas tracer to cross the second line in the riser and 21 times longer than the time it takes

for the solids tracer to cross the second line in the downer.

In Figure 4.10 (a3) and (a4), it is evident that in the riser, the distribution of the

solids tracer are similar to those of the gas tracer in Figure 4.10 (a1) and (a2): both

display arrow-shaped distributions, and they both form tails near the wall. A notable

difference lies in the central region where a limited number of solids tracers accompany

the primary particle flow, and a significant amount of solids tracer is retained in the tails.

This is attributed to the higher density of particles and are more affected by gravity,

causing them prone to stagnate or move downward in regions where the upward gas flow

velocity is lower.

Mechanisms for the flow structures in the riser and downer Once the flow in the

riser reaches a steady state, the particle distribution exhibits a core-annulus structure.

Solids holdup in the central region is low, while in the wall region, solids holdup is high.

The downward movement of particles near the wall drives the gas to flow downward in
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this region. However, to maintain a constant gas volume flow rate, the gas in the central

region has a greater upward velocity. Due to this interaction between gas and particles,

the velocity profile of the gas flow assumes a parabolic shape in the radial direction. This

flow field results in two distinct features in the distribution of the gas tracer: arrowheads

and tails. Solids in such a gas flow field exhibit more complex flow behaviour.

After particles enter the riser from the returning pipe, they are evenly distributed in

the radial direction. Due to the higher gas velocity in the central region and the lack

of influence from the wall, particles in this region are lifted by the gas flow and move

upward. However, this group of particles is not a cohesive entity, and due to collisions,

some particles start moving laterally and separate from the particle stream in the central

region at point A in Figure 4.11. After separation, the particles originally in the central

A

Gas flow Particle flow

(a) Riser

B
A

1

2

Gas flow

(b) Downer

Particle flow

Figure 4.11: Particle flow path in the (a) riser and (b) downer

region continue to move upward at high speed, and these upward-moving particles pass

through the observation lines and create the first peak in the PDF curve in Figure 4.8.

The particles that separated at point A start moving toward the wall. As they get closer

to the wall, their velocity decreases due to the radial gradient in gas velocity, leading

to the formation of tails. Due to collisions between particles and with the wall, some
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particles move away from the wall and move back toward the central region at point B in

Figure 4.11. These particles are re-accelerated by the fast gas flow in the central region

and move upward again. These particles that return to the central region and pass through

the observation lines create the second peak in the PDF curve. This results in two adjacent

peaks in the PDF curve for particle flows 1 and 2, with a trough between them. In cases

where solids tracer is predominantly near the wall, the PDF of the solids tracer at the

trough could be less than 0, indicating the reflux of the solids tracer. Based on the above

mechanism, internal particle circulations occur in the riser, leading the particles move

from the centre to the wall and back to the centre.

It’s worth to note that the flow field with high velocity in the centre and low velocity

near the wall exists throughout the riser. Therefore, the quantity of the internal particle

circulations are not fixed and can appear at any height in the riser. Due to the interaction of

adjacent internal circulations and the high chaos of gas-solids interactions, at one moment,

particles may be moving toward the wall, and in the next moment, particles at the same

height may be moving from the wall to the centre. In addition, in the simulation, the

solids tracer introduces the riser simultaneously, but the particles continuously enter the

riser without interruption. As a result, the particle flow in the riser does not exhibit a

up-and-down flow behaviour, like a pulsation. The up-and-down flow behaviour appears in

the PDF result because the particles entered the riser at the same time. This result simply

demonstrates that there is a widespread presence of the internal particle circulations in the

riser, leading to significant axial mixing. This mixing allows particles entering the riser

with a time difference of 10 s to meet within the reactor. And 10 s is sufficient for particles

in the central region to move upward nearly 100 m in the riser. These internal circulating

particles also entrain the surrounding gas, and promotes a higher degree of mixing in the

axial direction for reactants that have not yet participated in the reaction. Consequently,

it largely affects the distribution of reactants in the riser. Therefore, relying solely on
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reactant concentration for analyzing the progress and behaviour of reactions within the

riser may provide a one-sided perspective, and the conclusions drawn from such analysis

may be subject to dispute.

Regarding the downer, the gas velocity is evenly distributed in the radial direction,

and there is no change in velocity direction along the radial direction. Furthermore, there

is no evidence to indicate the presence of any backflow of particles or internal particle

circulation in the downer. As a result, when compared to the riser, the gas mixing and

solids mixing in the axial direction is not significant and can even be considered extremely

weak. These factors contribute to distinct differences in the reactant concentration profile

between the downer and the riser as shown in Figure 4.3 (c) and Figure 4.4 (c).

4.5 Conclusion

Due to the flow direction of gas and solids in a fluidized bed reactor, which may be either

aligned with or different from the direction of gravity, distinct hydrodynamic characteristics

and reaction behaviours were observed in the CFB riser and downer. In the riser, particles

overcome gravity to move upwards, resulting in forming upright and elongated clusters

and clear interfaces between the gas and solids phases. The flow field in the riser exhibits a

core-annulus structure, which decreases the efficiency of the gas-solids contact. However,

under the same operating conditions, the riser is better at retaining more particles in

the reactor. In the downer, particles move along the direction of gravity, and particle

aggregates are freer and less compact. The profiles of solids holdup, particle velocity,

and ozone concentration in the downer are more uniform in both the axial and radial

directions. Consequently, the downer exhibits higher gas-solids contact efficiency and a

more evenly distributed reaction areas.
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In the highly non-uniform velocity field of the riser, internal particle circulation

occurs, resulting in strong axial mixing. This back mixing significantly extends the

particle residence time, almost tenfold longer than the average residence time. As a result,

the variation in the axial profile of ozone concentration in the flow developed region of

the riser is minimal. In contrast, particles in the downer always move together with the

gas flow, leading to a simpler flow behaviour and the absence of noticeable backflow.

A comparative analysis of the RTD results in the riser and downer reveals that

backflow has a significant impact on the reaction behaviour and reactant distribution in

the riser. In future research, it is essential to quantitatively assess the specific effects of

backflow on fluidized bed reactors.
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Chapter 5

A machine-learning aided filtered reactive trans-
port model for a wide-range of flow field condi-
tions in gas-solids fluidization systems

5.1 Introduction

The current chapter aims to develop a filtered correction model to modify the reaction rate

in the pseudo-homogeneous reactive transport model developed in Chapter 3. A filtered

reactive transport model will be obtained by introduced the filtered correction model

to the pseudo-homogeneous reactive transport model. Initially, a series of gas-solids

fluidization simulations will be conducted in a periodic domain using a high-resolution

mesh to collect raw data. Subsequently, a dataset comprising flow features, reaction

features, and reaction correction coefficients for the reaction will be generated through a

filtration algorithm. Subsequently, a neural network model will be developed and trained

to establish a relationship between the flow and reaction field features and the reaction

correction coefficients.

The main content of this chapter consists of three parts. Section 5.2 introduces the

two-fluid model and Section 5.3 provides simulation details for the cases involving the

high-resolution periodic domain. The development process of the filtered model for the
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ozone decomposition reaction is presented in Section 5.4. The results are analyzed in

Section 5.5.

5.2 Numerical models

5.2.1 Two-fluid model

The Eulerian-Eulerian two-fluid model coupling with the kinetic theory for granular flow

(KTGF) is used in this study to simulate the gas-solids fluidization system.

Governing equations The mass conservation equations of gas and solids phases are

given as:

𝜕𝑡
(
𝜀g 𝜌g

)
+ ∇ ·

(
𝜀g 𝜌g ®𝒖g

)
= 0, (5.1)

𝜕𝑡 (𝜀s 𝜌s) + ∇ ·
(
𝜀s 𝜌s ®𝒖s

)
= 0, (5.2)

𝜀g + 𝜀s = 1, (5.3)

where 𝜀 is the volume fraction, 𝜌 is the density, and ®𝒖 is the velocity of a certain phase.

The momentum conservation equations of gas and solids phases are given as:.

𝜕

𝜕𝑡

(
𝜀g 𝜌g ®𝒖g

)
+ ∇ ·

(
𝜀g 𝜌g ®𝒖g ⊗ ®𝒖g

)
= −𝜀g ∇𝑃 + ¯̄𝝉g + 𝜀g 𝜌g ®𝒈 + 𝐾sg

(
®𝒖s − ®𝒖g

)
,

¯̄𝝉g = 𝜀g 𝜇g

(
∇®𝒖g + ∇®𝒖T

g

)
+ 𝜀g

(
𝜆g − 2

3
𝜇g

)
∇ · ®𝒖g

¯̄𝑰,

(5.4)
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𝜕

𝜕𝑡

(
𝜀s 𝜌s ®𝒖s

)
+ ∇ ·

(
𝜀s 𝜌s ®𝒖s ⊗ ®𝒖s

)
= −𝜀s ∇𝑃 + ¯̄𝝉s + 𝜀s 𝜌s ®𝒈 + 𝐾sg

(
®𝒖g − ®𝒖s

)
,

¯̄𝝉s = 𝜀s 𝜇s

(
∇®𝒖s + ∇®𝒖T

s

)
+ 𝜀s

(
𝜆s − 2

3
𝜇s

)
∇ · ®𝒖s

¯̄𝑰,

(5.5)

where ¯̄𝝉 is the stress-strain tensor, 𝜇 and 𝜆 are the shear and bulk viscosity, ¯̄𝑰 is the unit

tensor. 𝐾sg is the interphase momentum exchange coefficient between the gas phase and

solids phase. As for the solids phase, the solids pressure, 𝑝s, solids shear viscosity, 𝜇s,

and solids bulk viscosity, 𝜆s, are related to the granular temperature, which is obtained

from the kinetic theory of granular flow (Gidaspow, 1994).

Kinetic theory of granular flow The granular temperature of the particles, Θs, is

related to the kinetic energy of the random motion of the particles (Sinclair & Jackson,

1989) and calculated by

Θs =
1
3
𝑣′𝑠𝜏 𝑣

′
𝑠𝜏, (5.6)

where 𝑣′𝑠𝜏 is the fluctuating solids velocity, which is related to the collisions among

particles. The equation for the granular temperature derived from the kinetic theory

(Gidaspow, 1994) is shown as

3
2

[
𝜕

𝜕𝑡
(𝜀s 𝜌s Θs) + ∇ ·

(
𝜀s 𝜌s ®𝒖s Θs

) ]
=

(
−𝑝s

¯̄𝑰 + ¯̄𝝉s

)
: ∇®𝒗s+

+ ∇ ·
(
𝑘Θs ∇Θs

)
− 𝛾Θs + 𝜙gs,

(5.7)

where
(
−𝑝s

¯̄𝑰 + ¯̄𝝉s

)
: ∇®𝒗s is the energy generation by the solids stress tensor,

(
𝑘Θs ∇Θs

)
is

the diffusion energy,
(
𝛾Θs

)
is the collisional dissipation of energy, and

(
𝜙gs

)
is the energy

exchange between the gas and solids phases. The collisional dissipation of energy is given

by Lun et al. (1984),

𝛾Θs =
12 (1 − 𝑒2

ss)𝑔0,ss

𝑑p
√
𝜋

𝜌s 𝜀s Θ
1.5
s , (5.8)
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where the 𝑒ss is the particle-particle restitution coefficient and 𝑔0,ss is the radial distribution

function of particles. The diffusion coefficient for granular energy, 𝑘Θs , is given by

Gidaspow (1994):

𝑘Θs =
150 𝜌s 𝑑p

√
Θs 𝜋

384 (1 + 𝑒ss) 𝑔0,ss

(
1 + 6

5
𝜀s 𝑔0,ss (1 + 𝑒ss)

)2
+

+ 2 𝜌s 𝜀
2
s 𝑑p (1 + 𝑒ss) 𝑔0,ss

√︁
Θs/𝜋.

(5.9)

The solids pressure in the solids-phase momentum equation composes of a kinetic

term and a particle collision term:

𝑝s = 𝜀s 𝜌s Θs + 2 𝜌s (1 + 𝑒ss) 𝜀2
s 𝑔0,ss Θs, (5.10)

where 𝑒ss is the restitution coefficient for particle collisions and 𝑔0,ss is the radial distri-

bution function.

The solids shear stresses in the solids-phase momentum equation are related to the

shear and bulk viscosities. The bulk viscosity (Lun et al., 1984) is calculated by:

𝜆s =
4
3
𝜀2

s 𝜌s 𝑑p 𝑔0,ss (1 + 𝑒ss)
(
Θs
𝜋

)0.5
. (5.11)

The shear viscosity contains collisional, kinetic (Gidaspow, 1994), and fractional viscosity

(Schaeffer, 1987) are calculated by:

𝜇s,col =
4
5
𝜀s 𝜌s 𝑑p 𝑔0,ss (1 + 𝑒ss) (Θs/𝜋)0.5, (5.12)

𝜇s,kin =
10 𝜌s 𝑑p

√
Θs 𝜋

96 𝜀s (1 + 𝑒ss) 𝑔0,ss

(
1 + 4

5
𝑔0,ss 𝜀s (1 + 𝑒ss)

)2
, (5.13)
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𝜇s,fr =
𝑝fr sin 𝜙
2
√
𝐼2𝐷

. (5.14)

Gidaspow drag model Combining the Wen and Yu model (Wen & Yu, 1966) and the

Ergun equation (Ergun, 1952) results in the Gidaspow drag model (Gidaspow et al., 1991).

𝐾sg =



3
4
𝐶D

𝜀s 𝜀g 𝜌g |®𝒗s − ®𝒗g |
𝑑p

𝜀−2.65
g , 𝜀g > 0.8

150
𝜀2

s 𝜇g

𝜀g 𝑑
2
p
+ 1.75

𝜌g 𝜀s |®𝒗s − ®𝒗g |
𝑑p

, 𝜀g ≤ 0.8

(5.15)

where

𝐶D =
24

𝜀g Res

(
1 + 0.15 (𝜀g Res)0.687

)
. (5.16)

5.2.2 Reactive transport model for ozone the decomposition reaction

The pseudo-homogeneous reactive transport equation for the ozone decomposition reaction

that developed in Chapter 3 is used in this study, which is expressed as:

𝜕

𝜕𝑡

(
𝜀g 𝜌g𝑌

O3
g

)
+ ∇ ·

(
𝜀g 𝜌g ®𝒖g𝑌

O3
g − 𝜀g Γ

O3
g ∇𝑌

O3
g

)
= −𝑘r 𝜌g 𝜀s𝑌

O3
g . (5.17)

where 𝑌O3
g is the mass fraction of ozone in the gas phase.

Γ
O3
g = 𝜌g DO3,m (5.18)

is the diffusivity of ozone in the air. DO3,m is the effective mass diffusion coefficient of

ozone in the air, which is given by Zehner and Schlünder (1970):

DO3,m =

DO3-air

(
1 − 𝜀1/2

s

)
𝜀g

, (5.19)
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where DO3-air represents the mass diffusion coefficient of ozone in the air. The apparent

reaction constant, 𝑘r, is based on the volume of catalysts and measured by Wang (2013).

The parameters used in the reactive transport model are listed in Table 5.1.

Table 5.1: Parameters used in the simulations using a periodic domain

Physical parameters

Gas Air
Inlet ozone mass fraction 1.6653 × 10−4

Diffusion coefficient of ozone 1.48535 × 10−5 m2/s
Particle FCC
Particle density 1780 kg/m3

Particle diameter 70 µm
Friction packing limit 0.54
Packing limit 0.56
Particle-particle restitution coefficient 0.9
Apparent reaction constant 49.2 s−1

Gravitational acceleration -9.81 m/s2

Mesh information

Domain size 48 × 500 mm
Cell length 0.21 mm
Cell number 431,073

Operating conditions

Gas velocity profile 1, 2, 5, 8 m/s
Pre-packed solids holdup 0.05, 0.1, 0.15, 0.25

5.3 CFD setups for high-resolution simulations

Domain and mesh The periodic domain has a height of 500 mm and a width of 48 mm,

as shown in Figure 5.1 (a). The mesh is generated by ANSYS ICEM (ANSYS, Inc., 2021)

and is depicted in Figure 5.1 (b). It consists of uniform square structured grids with a

cell size of 3 𝑑p (0.21 mm), which can capture the meso-scale flow structures of gas-solids

fluidization systems (Fullmer & Hrenya, 2016; Wang et al., 2009).

134



CHAPTER 5. A MACHINE-LEARNING AIDED FILTERED REACTIVE ...

48 mm

50
0 

m
m

Periodic boundary: top-bottom
Periodic boundary: left-right
Red zone: First layer of cells

288 cells

0 10.5
1

5
8

x/Width [-]

v g
 [

m
/s

]

(a) (b)

(c)

Figure 5.1: Periodic domain configuration

Conditions of boundary, zone, and operating The rectangular domain is bounded by

four sides, which are set as two pairs of translational periodic boundaries: top-bottom and

left-right. The first layer of cells near the bottom is separated as an independent cell zone

domain (red zone in Figure 5.1 (a)) to allow for the establishment of different superficial

gas velocities. To reproduce the flow fields with high gas velocity and high slip velocity

observed in the experimental data of the CFB riser reactor, fixed gas velocity profiles are

applied to the red zone. To encompass a wide range of flow fields, four parabolic profiles

with mean values of 1, 2, 5, and 8 m/s are chosen, as shown in Figure 5.1 (c). Regarding

the solids phase, the domains are pre-packed with particles at different solids holdups

(0.05, 0.1, 0.15, and 0.25) to represent various particle amounts in local flow fields of the

CFB riser reactor. Therefore, these high-resolution periodic cases can be used to model a

series of flow fields of gas-solids fluidization systems, capable of representing any local

flow field within the CFB riser reactor.
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Models and solvers ANSYS Fluent (ANSYS, Inc., 2022) is used to simulate the high-

resolution periodic cases. The information of the CFD model are summarized in Table 5.2.

Table 5.2: CFD model for simulations in a periodic domain

Software & Solver

Software ANSYS Fluent 2022R1
Solver Two-dimensional, transient

Models

Multiphase model Eulerian-Eulerian
Granular temperature model Ding and Gidaspow (1990)
Granular viscosity Gidaspow (1994)
Granular bulk viscosity Lun et al. (1984)
Solids pressure Lun et al. (1984)
Granular conductivity Gidaspow (1994)
Frictional viscosity Schaeffer (1987)
Frictional pressure KTGF
Radial distribution Lun et al. (1984)
Drag coefficient Huilin and Gidaspow (2003)
Viscous model Laminar

Solvers

Scheme Phase coupled SIMPLE
Gradient discretization Least squares cell based
Pressure discretization PRESTO!
Momentum discretization Second order upwind
Volume fraction discretization Second order upwind
Granular temperature discretization Second order upwind
UDS discretization Second order upwind
Residual 5 × 10−5

Time step [s] 2 × 10−5

5.4 Development of the filtered correction model

5.4.1 Data collection

The raw dataset is generated from the simulation results under various superficial gas

velocities and solids holdups. Taking the data collection process of the case with an initial
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solids holdup of 0.05 as an example, the superficial gas velocity is initially set to the lowest

value of 1 m/s. The flow experiences different stages from the developing stage to the

fully developed stage. The developing stage begins from the start of particle acceleration

and ends when the particles in the system stop accelerating. During this process, the slip

velocity undergoes a rapid increase to a maximum value and then decreases to a steady

state. As the gas-solids flow reaches a fully developed state, the superficial gas velocity is

increased to the next stage, which is 2 m/s. This process is repeated until the superficial

gas velocity reaches the highest value of 8 m/s. Figure 5.2 shows the time series in

the mean gas, solids, and slip velocities of the periodic domain of the above-mentioned

processes.
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Figure 5.2: Time series of the mean gas, solids, and slip velocity in the periodic domain
(𝜀s,0 = 0.05)

The light grey vertical lines in the figure represent the time points at which the hydro-

dynamic and reaction data are collected. The recorded data includes spatial coordinates,

solids holdups, gas velocities, particle velocities, slip velocity, ozone concentrations. A

total of 44 cases of flow field and reaction data are collected.
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5.4.2 Filtration process

This study employs the same filtering method used by Holloway and Sundaresan (2012),

Zhu et al. (2019), and Huang et al. (2021). Following is a description of the filtering

calculation formulas for flow field variables. Figure 5.3 provides a graphical explanation

for the filtration procedure.
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24 dp

(a) Before filtration (resolution: 24 × 24)

εs
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0.15

0.20
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24 dp

(b) After filtration (resolution: 3 × 3)

Figure 5.3: Example of the filtration process for solids holdups

The filtered solids holdup, 𝜀s, is defined as

𝜀s( ®𝒙, 𝑡) =
ˆ
𝑉

𝜀s( ®𝒚, 𝑡)𝐺 ( ®𝒙, ®𝒚) d®𝒚 (5.20)

where ®𝒙 represents spatial coordinates of the center of the filter box and ®𝒚 represents

the cell coordinates in the fine mesh computational domain. The function 𝐺 donates the

filtering weight:

𝐺 ( ®𝒙, ®𝒚) =


𝑉 ( ®𝒚)
𝑉filter( ®𝒙)

,
��®𝒙 − ®𝒚

�� ≤ Δfilter
2

0, otherwise

(5.21)

where 𝑉filter and Δfilter are the volume and length of the filter box, respectively. The 𝑉 ( ®𝒚)
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is the volume of the cell at position ®𝒚.

Figure 5.3 depicts an example of the filtration process for solids holdups. Figure

(a) shows a portion of the solids holdup contour obtained from numerical results of a

high-resolution case (cell size: 3 𝑑p). White dots and grey crosses represent the central

positions of the cells (®𝒚) and the filter boxes (®𝒙), respectively. The red lines bound the

filter box, whose size is 24 𝑑p. The symbol 𝜀s represents the spatial mean of the solids

holdups in the cells marked by the white dots, and the filtered solids holdup is represented

as the yellow square in the centre of Figure (b). By moving the filter box throughout the

entire domain, a field of filtered solids holdups can be obtained.

The filtered ozone mass fraction, 𝑌O3
g , is defined as:

𝑌
O3
g ( ®𝒙, 𝑡) = 1

𝜀g( ®𝒙, 𝑡)

ˆ
𝑉

𝜀g( ®𝒚, 𝑡)𝐺 ( ®𝒙, ®𝒚)𝑌O3
g ( ®𝒚, 𝑡) d®𝒚, (5.22)

where the tilde ‘∼’ represents the Favre average, which is a volume-weighted average for

the ozone mass fraction. A field of filtered ozone mass fractions can be obtained by the

same method as the filtration of the solids holdups.

The filtered mass transport equation of first-order reaction is expressed as (Holloway

& Sundaresan, 2012):

𝜕

𝜕𝑡

(
𝜀g 𝜌g𝑌

O3
g

)
+ ∇ ·

(
𝜌g 𝜀g ®𝒗g𝑌

O3
g − Γ

O3
g 𝜀g ∇𝑌

O3
g

)
= −𝑘r 𝜌g 𝜀s𝑌

O3
g . (5.23)

Cloete (2018) found that the diffusion term has little influence on the overall conversion

of reactants. Thus, the reaction correction coefficient of the filtered reaction rate, 𝐻r, can

be determined by:

𝐻r =
filtered reaction rate

homogeneous reaction rate
=
𝜀s𝑌

O3
g

𝜀s𝑌
O3
g
. (5.24)
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The denominator is the reaction rate when all the parameters, such as solids holdup and

ozone mass fraction, are evenly distributed in the filter box, as shown in Figure 5.3 (b).

The numerator is the mean reaction rate in the same filter box but under the condition

that the high-resolution fields of solids holdup and ozone mass fraction are not filtered, as

shown in Figure 5.3 (a). Accordingly, this correction coefficient represents the difference

in the reaction rate caused by the different resolutions of the distributions of the reactants

and particles. Furthermore, this coefficient can be used to correct the reaction rate in gas-

solids fluidization simulations using coarse meshes. By moving the filter box throughout

the entire computational domain, the reaction correction coefficients corresponding to

different flow fields and ozone concentration fields can be obtained.

5.4.3 Selection and calculation of the features

A large number of reaction correction coefficients have been obtained using the filtration

algorithm. Different filter boxes correspond to different coefficients and have different

characteristics, including filter sizes, flow fields, and ozone concentration fields. To

accurately select a coefficient for a cell in the case using a coarse mesh, it is necessary

to establish a relationship between the coefficients and these characteristics. Hence, the

selection of features to represent characteristics in the filter boxes is essential.

Solids holdups (𝜀s), slip velocities (𝑣slip), ozone mass fractions (𝑌O3
g ), and sizes of

filter boxes (Δfilter) are often used features in the filtered models (Huang et al., 2021; Igci

et al., 2008; Milioli et al., 2013; Sarkar et al., 2016). Equations (5.20) and (5.22) give

the expresses to calculate the filtered solids holdups and filtered ozone mass fractions.

The filtered slip velocities can be calculated using the norm of the difference between the
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Favre-averaged gas and solids velocities, as given by:

®̃𝒗s( ®𝒙, 𝑡) =
1

𝜀s( ®𝒙, 𝑡)

ˆ
𝑉

𝜀s( ®𝒚, 𝑡)𝐺 ( ®𝒙, ®𝒚) ®𝒗s( ®𝒚, 𝑡) d®𝒚, (5.25)

®̃𝒗g( ®𝒙, 𝑡) =
1

𝜀g( ®𝒙, 𝑡)

ˆ
𝑉

𝜀g( ®𝒚, 𝑡)𝐺 ( ®𝒙, ®𝒚) ®𝒗g( ®𝒚, 𝑡) d®𝒚, (5.26)

𝑣slip( ®𝒙, 𝑡) =



 ®̃𝒗g( ®𝒙, 𝑡) − ®̃𝒗s( ®𝒙, 𝑡)




 . (5.27)

Due to the complex meso-scale flow structures existing in the CFB riser reactors,

differentiating between various conditions in the filter boxes using only three features is

difficult. More features are needed. According to Figure 5.3, the flow field information is

largely eliminated after the filtration, making it impossible to recreate the characteristics

inside a filter box using only the data from within the filter box. To address this limitation,

Zhu et al. (2020) introduced two additional features: axial gradients of voidages and

axial gradients of gas pressures, resulting in a more accurate regression result. Therefore,

including gradient features would likely further improve the regression performance.

Taking Figure 5.3 (b) as an example, along the purple belts in the figure, both the

vertical and horizontal gradients of the solids holdup are decreasing. It is evident that

the left-bottom corner of the red filter box contains more particles than the right-top

corner. The inference results align with the contour of Figure 5.3 (a). Hence, adding

more gradient-related features, both vertical and horizontal, can significantly improve

the regression performance. In this work, gradients of pressures (𝜕®𝒙 𝑃), solids holdups

(𝜕®𝒙 𝜀s), slip velocities (𝜕®𝒙 𝑣slip), and ozone mass fractions (𝜕®𝒙 𝑌
O3
g ) in the all directions

are included to have a better regression between the characteristics in the filter boxes and

reaction correction coefficients.
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The calculation of the gradients is based on the filtered variables. Firstly, the filtered

coordinates and all the features mentioned above are computed. Due to the structured

grid used for the computational domain, it is easy to determine the variables at the same

horizontal and vertical positions. Therefore, interpolation functions at various horizontal

and vertical positions can be obtained. The third-order spline interpolation method is

used for these calculations. Finally, the gradients of different spatial coordinates can be

calculated by taking the derivatives of the interpolation functions.

After the data collection and processing, a dataset is established, containing more

than two million pieces of data. All calculations are implemented using Wolfram Engine

(Wolfram Research, Inc., 2022), and all source codes have been published on GitHub1.

5.4.4 Development and regression of the neural network model

The established dataset and the relationship between the reaction correction coefficients

and the features can be expressed as:

𝑓

(
𝜀s, 𝑣slip, 𝑌

O3
g , Δfilter,

𝜕𝑃

𝜕 ®𝒙
,
𝜕𝜀s

𝜕 ®𝒙
,
𝜕𝑣slip

𝜕 ®𝒙
,
𝜕𝑌

O3
g

𝜕 ®𝒙

)
= 𝐻r. (5.28)

Each data entry has 12 input features and 1 output, and the scale of the dataset is more than

two million. This poses a challenge for the application of conventional empirical fitting

techniques, such as polynomial regression. Therefore, in this work, a neural network

model will be used for the regression.

Figure 5.4 depicts the structure of the neural network model used in this work. The

neural network model comprises an input layer, several hidden layers, and an output layer.

Prior to entering the hidden layer, the raw data is normalized to balance the impact of
1GitHub repository website: https://github.com/DengZhengyuan/CFB-filter-model
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all features during training and to counteract the dominance of certain features based on

their scale. This improvement enhances numerical stability and computation accuracy.

Next, the normalized features serve as the inputs for the hidden layer. The outputs from

each layer serve as inputs for the subsequent layer until reaching the final output layer.

The output of the output layer represents the predicted result, which in this case is the

reaction correction coefficient. Within the hidden layer, the inputs from the preceding

layer undergoes linear combination and weighting by the units before passing through the

activation function to the next layer. Each layer is composed of a specific number of

units. The number of the units in the input layer is determined by the number of features,

while there is only one unit in the output layer. The inclusion of more hidden layers and

more units within each hidden layer enables the neural network to model more complex

conditions. However, this also escalates the training and computational costs.

... ...... ...... ...

input layer one layer hidden layer

Normalize Linear tanh tanh

output
layer

tanh

Linear

...

...

...

Figure 5.4: Neural network structure

In this study, TensorFlow (version 2.8.2) is used for constructing and training the

neural network model (Martín Abadi et al., 2015). The Z-score normalization is utilized

to address the situation that the raw data contains few outliers.

𝑧 =
𝑥 − 𝜇
𝜎

, (5.29)
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where 𝑥 is the raw data, 𝜇 is the mean of the raw data, and 𝜎 is the standard deviation of

the raw data. By the Z-score, each feature distribution has a mean of zero and a standard

deviation of one. The hyperbolic tangent,

𝑦 = tanh(𝑥), (5.30)

is employed as the activation function. The ADAM (ADAptive Moment estimation)

is used as the optimizer (Kingma & Ba, 2014). Four different loss functions, namely

mean absolute error (MAE), mean squared error (MSE), mean absolute percentage error

(MAPE), and Huber loss, will be tested to identify a better one.

𝐿MAE =
1
𝑛

𝑛∑︁
𝑖

|𝑦𝑖 − 𝑦̂𝑖 | (5.31)

𝐿MSE =
1
𝑛

𝑛∑︁
𝑖

(𝑦𝑖 − 𝑦̂𝑖)2 (5.32)

𝐿MAPE =
1
𝑛

𝑛∑︁
𝑖

���� 𝑦𝑖 − 𝑦̂𝑖𝑦𝑖

���� (5.33)

𝐿Huber(𝛿) =
1
𝑛

𝑛∑︁
𝑖


0.5 (𝑦𝑖 − 𝑦̂𝑖)2 , for |𝑦𝑖 − 𝑦̂𝑖 | ≤ 𝛿

𝛿 ( |𝑦𝑖 − 𝑦̂𝑖 | − 0.5 𝛿) otherwise
(5.34)

Additionally, various combinations of the number of hidden layers and the number of units

within each layer will be attempted and discussed later.

5.4.5 Summary of the development of the reaction correction model

The reaction correction model is a neural network that calculates the reaction correction

coefficient based on the flow fields and ozone concentration fields. The coefficient is
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obtained through the filtration and used to correct the reaction rate in the gas-solids

fluidization simulations using coarse meshes. The development of the model is divided

into 4 steps:

1. the simulations of the high-resolution cases using periodic boundary conditions

(Section 5.3),

2. the raw data collection from the high-resolution cases (Section 5.4.1),

3. the filtering process and the generation of the dataset (Section 5.4.2 and Sec-

tion 5.4.3),

4. and the training of the neural network model (Section 5.4.4).

5.5 Results and discussions

5.5.1 Comparison of flow structures at different operating conditions

Figure 5.5 depict contours of the solids holdup (green) and the ozone concentration

(orange) in the cases using the high-resolution mesh at four different superficial gas

velocities. The plotted domain ranges from 0.15 to 0.35 m longitudinally and the full

lateral range (0 to 0.048 m). The results for the four superficial gas velocities in the figure

are chosen at the time point when they have reached the fully developed stage. At this

stage, the particles have achieved full acceleration, and their slip velocities have reached

their minimums (about 0.5 m/s). As a result, these results can accurately depict the

variations in the flow and ozone concentration fields at different superficial gas velocities.

As evident from the contours of the solids holdup, the shapes of the clusters change

with the superficial gas velocity. In the flow field at a low superficial gas velocity,

the clusters are smaller and exhibit more fine structures. Even the clusters with lower

solids holdups retain clear demarcations from the surrounding gas bulk phase. These

clusters can exist in an vertical or horizontal orientation within the flow field. Under
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Figure 5.5: Contours of the solids holdup and the ozone concentration in the cases using
the high-resolution mesh

lower superficial gas velocities, the aggregation behaviour of the particles depends on

the combined influence of particle interactions and the airflow. The upward gas flow

does not wield a decisive impact on either the aggregation process or the shape of the

clusters. Nevertheless, as the superficial gas velocity increases, the size of individual

clusters enlarges, and the occurrence of fine structures of smaller sizes diminishes. The

clusters tend to aggregate in an upright manner, while the demarcations between the dilute

clusters and the gas bulk phase lose clarity. Under higher superficial gas velocities, the

aggregation process and the shape of the clusters are more influenced by the upward gas

flow.

Regarding the contours of the ozone concentration, under lower superficial gas ve-

locities, the ozone in the regions where many clusters appear will be completely reacted,

leading to a lower average reaction rate within the region. However, under higher super-

ficial gas velocities, even though the ozone concentration in the regions where clusters

appear is lower, there will not be a situation where ozone is completely reacted.
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Consequently, even if the results of the solids holdup and ozone concentration are

selected at the same stage and with the same slip velocity, different superficial gas velocities

result in different particle distributions and reaction behaviours. Therefore, collecting flow

and ozone concentration field data at different superficial gas velocities is necessary to

encompass the various conditions of the CFB riser reactor.

5.5.2 Range checking of the features

Although the neural network model can extrapolate to predict the reaction correction

coefficients for the conditions that are not included in the dataset, the model’s accuracy

is limited by the range of the dataset. Also, it is difficult for researchers to determine

whether the predicted results are reliable if the flow and reaction conditions are beyond the

range of the dataset. Therefore, it is better to have a wider dataset that encompass more

flow and reaction conditions in the CFB riser reactors. Section 5.4.1 and Section 5.4.3

have presented the strategy for generating the dataset, which encompass a wide range of

the flow and reaction conditions. In this section, the range checking is carried out by

comparing the distributions of the features from the cases using high-resolution mesh and

the case of the CFB riser simulation.

Figure 5.6 depicts the distributions of 11 features in the cases of high-resolution

simulations and the riser simulation. The features include solids holdup, slip velocity,

ozone concentration, and their gradients, along with pressure gradients. The orange and

blue bars represent the results from the riser and high-resolution simulations, while the red

dotted lines represent the probability of 0.1%. As shown in the figure, the distributions

of solids holdup, slip velocity, ozone concentration, gradient of ozone concentration, and

gradient of pressure in the high-resolution dataset have a sufficient range to encompass all

the flow and reaction conditions in the riser simulation. However, the data of the gradients
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of solids holdup and slip velocity encompass the majority of the flow field in the riser,

with fewer than 1% of extreme situations not being included in the dataset.
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Figure 5.6: Comparison of the probability density distributions of the features in the cases
of using the high-resolution mesh (results from this study) and the case of the
riser simulation (results from Chapter 3 and 4)

Therefore, the results of the comparison of the probability density distributions of the

features reveal that the high-resolution dataset can encompass the majority of conditions

present in the flow fields and ozone concentration fields within the riser reactor. Based on
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these results, the neural network model developed in this study is likely to have a higher

accuracy compared to models developed using smaller datasets. However, there is still a

noteworthy issue. The features characterizing the flow fields and ozone concentration fields

are not entirely independent in gas-solids fluidization systems. They are collected and

recorded simultaneously within a specific spatial range, exhibiting interrelated behaviour.

Nevertheless, in the range checking conducted in this section, they are independently

compared and discussed. As a result, this check can only indicate that the dataset includes

a wide range of features, but it cannot directly prove the comprehensiveness of the dataset

concerning all the flow and reaction conditions within the riser.

5.5.3 The structure and loss function of the neural network model

Structures of the neural network In order to ensure that the model is not overly

complicated, leading to heightened computational cost, and can effectively capture the

complex correlation between the inputs and output, different neural network structures are

tested.
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The relationship between the number of hidden layers and the validation loss of the

neural network model is shown in Figure 5.7. The tested numbers of hidden layers are

1, 2, 4, 6, and 9, each with 60 nodes in every hidden layer. The utilized loss function in
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this test is MAE. Until the number of hidden layers reaches 4 from 1, the validation loss

decrease rapidly. Then, the loss fluctuates and has a rising pattern.

Figure 5.8 shows the relationship between the number of nodes in each hidden layer

and the validation loss. The number of hidden layers is fixed at 4, while the numbers

of nodes tested in each hidden layer are set to 6, 12, 24, 36, 60, 96, and 180. The loss

decreases as the number of nodes decreases, until it reaches 36, beyond which the loss

stabilizes.

Therefore, the neural network model featuring 4 hidden layers with 36 nodes in each

layer strikes the optimal balance between computational cost and regression performance.

This configuration is chosen as the neural network model’s structure for this study.

Loss functions Four loss functions (Equations (5.31) to (5.34)) are evaluated. Figure 5.9

depicts the comparisons of actual and predicted reaction correction coefficients for the

regression results using the different loss functions. As shown in the figure, the regression

results obtained through different loss functions are close, with the results distributed

symmetrically around the 𝑦 = 𝑥 line. More than 90 % of the predictions have a relative

error of less than 10 %, while over 99 % of the predictions have a relative error within 20 %.

The distributions of MAE and MAPE distributions of the actual and predicted reaction

correction coefficients for the models using the different loss functions are depicted in

Figure 5.10 and Figure 5.11, respectively. From the results, it can be observed that

models trained using the MSE and Huber loss functions exhibit a more dispersed error

distribution with the central location deviating from 0. In contrast, the performance of

models employing the MAE and MAPE loss functions is better. In addition, the MAPE

loss function provides a more accurate regression for data with smaller values compared

to what MAE achieves. Therefore, the MAPE loss function is used as the neural network

model’s loss function in this study.
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5.5.4 Analysis of the feature importance

Despite the neural network model is powerful in the regression of complex systems, the

trained model resembles a “black box”. The lack of an intuitive understanding of the

internal mechanisms for models poses challenges in evaluating how input features affect

the outputs. SHAP (SHapley Additive exPlanations) is an explanation for the output of

a machine learning model based on game theory (Lundberg & Lee, 2017). It connects

optimal credit allocation with local explanations through the utilization of classic Shapley

values from game theory and their associated expansions.

Taking the result in Figure 5.12 as an example, the figure depicts each feature’s

Shapley value of one specific data entry. The horizontal bars represent the movement

and direction of each feature’s contribution. First, a sample group is composed of a

randomly selected subset of 100 data entries from the validation dataset. The output of

the sample group represents the average of the outputs from the sample group. Then,

one data entry from the validation dataset is selected as the target for analysis. Based

on the SHAP algorithm, each feature of the target data entry is compared to the sample

data entries to derive the Shapley values for each feature (depicted as bars in the figure).

The Shapley values for the features can be interpreted as the contributions to the final

output compared to the sample’s output, and the cumulative contribution of all features

results in the deviation of the final output from the sample group’s output. For example,

the solids holdup has the most substantial contribution to the final reaction correction

coefficient, amounting to +0.165. This feature positively shifts the final output by 0.165

in relation to the sample’s output. However, the impact of horizontal gradient of ozone

concentration essentially offsets the influence of the the solids holdup. With all features

taken into consideration, the final output has shifted by -0.2475 relative to the output of

the sample group. Accordingly, both the significance and the contribution of each feature
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can be quantitatively determined.

Figure 5.13 presents a summary of the Shapley values for 1000 randomly selected

data entries from the validation dataset. The output of the sample group is set as 0. The

horizontal positions of the points indicate the deviation from the output of the sample

group, while the colour of the points represents the magnitude of the features within their

respective distributions. The order of the features on the vertical axis, from top to bottom,

represents the importance of the contribution. The features labelled with underlines are

the non-gradient features; the remaining ones are the gradient features. The variable 𝑥

denotes the horizontal position, and 𝑦 denotes the vertical position. The sample space of

these 1000 data entries is assumed to have the same distribution as the validation dataset’s

space. Therefore, the feature importance analysis within this sample space can accurately

reflect the statistical characteristics of the features’ contributions to the reaction correction

coefficients in the developed model.

Influences of the non-gradient features As shown in Figure 5.13, the non-gradient

features contribute in the following importance order: filter size, ozone concentration,

solids holdup, and slip velocity.

In the flow field of a high-resolution periodic with fixed operating conditions, the

meso-scale structures, such as the size and shape of the clusters, remain consistent. During

the filtration process, using a larger filter box results in a higher quantity of meso-scale

structures contained within the box. Conversely, a smaller filter box contains fewer meso-

scale structures. When the filter box is sufficiently small, there may not even be enough

space to accommodate a complete meso-scale structure. As a result, a more evenly

distributed gas-solids mixture has more opportunities to appear in the smaller filter box.

In such situations, the contact efficiency between ozone and catalysts increases, leading

to a higher reaction rate. Consequently, the mean reaction rate within a smaller filter box
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normally has a larger reaction rate than that in a larger filter box, even though they have

the same solids holdup. Therefore, the size of the filter box has negative impacts on the

reaction correction coefficient.

As for the features of solids holdup and ozone concentration, more particles and

ozone appear in a filter box yields a larger reaction correction coefficient, according to

Figure 5.13. Assuming solids holdup and ozone concentration remain constant, let’s con-

sider two extreme scenarios. In the first scenario, both particles and ozone are uniformly

distributed within the space. Here, the efficiency of contact between reactants and catalysts

is at its highest, leading to the maximum reaction rate. In the second scenario, particles

and ozone are distributed in different, non-overlapping positions within the space. In this

case, reactants and catalysts do not come into contact, resulting in a reaction rate of zero.

While these two extreme scenarios are unlikely to occur in the gas-solids fluidizations, if

this space, encompassing both gas and solids, is considered as a system, its state tends

to lean towards one of these scenarios under different flow conditions. Therefore, the

solids holdup and ozone concentration have positive impacts on the reaction correction

coefficient.

As for actual flows field existed in the periodic domain. Due to particle aggregation,

the space is divided into two regions: a dense region and a dilute region, based on the

solids holdup. If the amount of particles or ozone within the system is reduced, the dilute

region will occupy more space in the system. In the dense region, catalyst concentration is

high, leading to the rapid consumption of ozone. In the dilute region, ozone consumption

is slower. Moreover, because particles create resistance against the airflow, the fresh gas

flow tends to traverse the dilute region, which results in the dense region not receiving

an ozone replenishment. Consequently, when lower amounts of particles and ozone are

present in the space, catalyst utilization becomes inefficient, resulting in low contact
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efficiency between reactants and catalysts. At this situation, the state of the system is

similar to the second scenario. Conversely, if the amount of particles or ozone is increased

in the system, the occupation of the dense region will increase. The reactants have more

opportunities to contact the catalysts, and the fresh air flow cannot easily escape via the

dilute region. The state of the system becomes more similar to the first scenario, leading

to higher contact efficiency.

Other non-gradient features have a limited influence on the reaction correction coef-

ficient in this neural network model.

Influences of the gradient features Before exploring the influences of the gradient

features, it is important to explain the processing of the gradient features in the step of

the generation of the dataset. In the periodic domain, there is no difference in the flow

field in the horizontal direction. Also, in the riser, the flow field is symmetric about the

central axis of the riser. Therefore, for horizontal gradients, there is no need to indicate

the direction with symbols; numerical values alone can represent their characteristics. In

the vertical direction, both gas and particles in the flow field are subjected to downward

gravitational forces, yet both gas and particles exhibit an overall upward movement. They

demonstrate differences in the vertical direction. Hence, the direction of the vertical

gradients is necessary. Therefore, the model uses the absolute values of the horizontal

gradients as inputs, while retaining the symbols for the vertical gradients.

As a result of the aforementioned processing, a clear monotonic relationship exists

between the horizontal gradient features and the reaction correction coefficients. The

gradients of solids holdup and ozone concentration in the horizontal direction have signif-

icant impacts on the coefficients. Smaller gradients imply a more uniform distribution of

particles and ozone in the horizontal direction. This also signifies higher efficiency in the

contact between reactants and catalysts. According to Figure 5.13, when the two gradients

156



CHAPTER 5. A MACHINE-LEARNING AIDED FILTERED REACTIVE ...

are smaller, the correction coefficient becomes larger, which benefits the occurrence of

the reaction. Therefore, the horizontal gradients of solids holdup and ozone concentration

have negative impacts on the reaction correction coefficient.

Other gradient features in the horizontal direction have a limited influence on the

reaction correction coefficient in this neural network model. Furthermore, due to the

processing method, the gradient features in the vertical direction are not analyzed in this

section.

In summary, SHAP offers a viable approach to explaining complicated neural network

models. It demonstrates the influence of the selected features on the reaction correction

coefficients in the filter model. Furthermore, it aids in understanding of how the flow fields

and ozone concentration fields influence reaction behaviours in the gas-solids fluidized

system. Table 5.3 summarized the importance and contribution of the features based on

the results of the SHAP analysis. Gradient-related features have the same or even stronger

importance for model result prediction compared to non-gradient features. This further

illustrates that incorporating gradient-related features during model development improves

overall model performance. It also indicates that gradient-related features have a better

ability to represent the flow and reaction fields caused by particle clustering.

Table 5.3: Importance and contribution of features

Feature Gradient Contribution Importance

𝜕®𝒙𝜀s
√ − 1, 4

𝜕®𝒙𝑌g
√ − 5, 6

Δfilter × − 2
𝑌g × + 3
𝜀s × + 7
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5.6 Conclusions

The present study using the filtration method to develop a reaction correction model that

quantifies the influence of meso-scale gas-solids flow structures on the ozone decomposi-

tion reaction in the gas-solids fluidization systems.

The differences in the flow field and ozone concentration field at various superficial

gas velocities, along with the comparison of the feature ranges between the numerical

results from periodic simulations and the CFB riser simulation, demonstrated the necessity

of collecting data across a wider range of operating conditions. This wide-range data

collection is essential to encompass a greater variety of flow structures present within the

CFB riser. The neural network is employed to correlate the features and reaction correction

coefficients obtained through filtration of the data from the high-resolution simulations.

During the training process, the structure with 4 layers and 36 nodes in each layer is the

most cost-effective.

The SHAP method is used to assess the importance of features. For the non-gradient

features, filter size, ozone concentration, and solids holdup had a greater impact. Smaller

filter size, higher ozone concentration, or higher solids holdup leading to better contact

efficiencies between reactants and catalysts, resulting in reaction rates approaching those of

a homogeneous state. For the gradient features, the reaction correction is most significantly

influenced by the gradient of solids holdup and ozone concentration. Greater gradients

indicated the presence of more heterogeneous flow structures, resulting in reduced gas-

solids contact and reaction rate.

In the next step, this model will be applied in a CFB riser simulation to explore its

performance in real scenarios.
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Chapter 6

Investigating the impact of particle clustering phe-
nomenon on reaction behaviours in a CFB riser
reactor

6.1 Introduction

In Chapter 3, a pseudo-homogeneous reactive transport model (PHRTM) was developed

to describe the ozone decomposition reaction in the gas-solids fluidization system for CFD

simulations. However, the results exhibited deviations from the experimental results. In

Chapter 5, a filtered correction model was developed to modify the reaction term in the

pseudo-homogeneous reactive transport model. This model incorporates the influence of

meso-scale flow structures in gas-solids fluidizations, thereby adjusting the reaction rate

of ozone decomposition for improved accuracy. Therefore, in this chapter, the filtered

reactive transport model (FRTM) will be used for simulations of the CFB riser reactor.

The numerical results from both the pseudo-homogeneous model and the filtered model

will be compared with the experimental results. Additionally, the differences of the two

numerical results arising from the filtered model will be analyzed.
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6.2 Numerical models

6.2.1 Two-fluid model

The Eulerian-Eulerian two-fluid model coupling with the kinetic theory for granular flow

(KTGF) is used in this study to simulate the gas-solids fluidization system.

Governing equations The mass conservation equations of gas and solids phases are

given as:

𝜕𝑡
(
𝜀g 𝜌g

)
+ ∇ ·

(
𝜀g 𝜌g ®𝒖g

)
= 0, (6.1)

𝜕𝑡 (𝜀s 𝜌s) + ∇ ·
(
𝜀s 𝜌s ®𝒖s

)
= 0, (6.2)

𝜀g + 𝜀s = 1, (6.3)

where 𝜀 is the volume fraction, 𝜌 is the density, and ®𝒖 is the velocity of certain phase.

The momentum conservation equations of gas and solids phases are given as:.

𝜕

𝜕𝑡

(
𝜀g 𝜌g ®𝒖g

)
+ ∇ ·

(
𝜀g 𝜌g ®𝒖g ⊗ ®𝒖g

)
= −𝜀g ∇𝑃 + ¯̄𝝉g + 𝜀g 𝜌g ®𝒈 + 𝐾sg

(
®𝒖s − ®𝒖g

)
,

¯̄𝝉g = 𝜀g 𝜇g

(
∇®𝒖g + ∇®𝒖T

g

)
+ 𝜀g

(
𝜆g − 2

3
𝜇g

)
∇ · ®𝒖g

¯̄𝑰,

(6.4)

𝜕

𝜕𝑡

(
𝜀s 𝜌s ®𝒖s

)
+ ∇ ·

(
𝜀s 𝜌s ®𝒖s ⊗ ®𝒖s

)
= −𝜀s ∇𝑃 + ¯̄𝝉s + 𝜀s 𝜌s ®𝒈 + 𝐾sg

(
®𝒖g − ®𝒖s

)
,

¯̄𝝉s = 𝜀s 𝜇s

(
∇®𝒖s + ∇®𝒖T

s

)
+ 𝜀s

(
𝜆s − 2

3
𝜇s

)
∇ · ®𝒖s

¯̄𝑰,

(6.5)

where ¯̄𝝉 is the stress-strain tensor, 𝜇 and 𝜆 are the shear and bulk viscosity, ¯̄𝑰 is the unit
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tensor. 𝐾sg is the interphase momentum exchange coefficient between the gas phase and

solids phase. As for the solids phase, the solids pressure, 𝑝s, solids shear viscosity, 𝜇s,

and solids bulk viscosity, 𝜆s, are related to the granular temperature, which is obtained

from the kinetic theory of granular flow (Gidaspow, 1994).

Kinetic theory of granular flow The granular temperature of the particles, Θs, is

related to the kinetic energy of the random motion of the particles (Sinclair & Jackson,

1989) and calculated by

Θs =
1
3
𝑣′s𝜏 𝑣

′
s𝜏, (6.6)

where 𝑣′s𝜏 is the fluctuating solids velocity, which related to the collisions among particles.

The equation for the granular temperature derived from the kinetic theory (Gidaspow,

1994) is shown as

3
2

[
𝜕

𝜕𝑡
(𝜀s 𝜌s Θs) + ∇ ·

(
𝜀s 𝜌s ®𝒖s Θs

) ]
=

(
−𝑝s

¯̄𝑰 + ¯̄𝝉s

)
: ∇®𝒗s+

+ ∇ ·
(
𝑘Θs ∇Θs

)
− 𝛾Θs + 𝜙gs,

(6.7)

where
(
−𝑝s

¯̄𝑰 + ¯̄𝝉s

)
: ∇®𝒗s is the energy generation by the solids stress tensor,

(
𝑘Θs ∇Θs

)
is

the diffusion energy,
(
𝛾Θs

)
is the collisional dissipation of energy, and

(
𝜙gs

)
is the energy

exchange between the gas and solids phases. The collisional dissipation of energy is given

by Lun et al. (1984), which can be expressed as

𝛾Θs =
12 (1 − 𝑒2

ss) 𝑔0,ss

𝑑p
√
𝜋

𝜌s 𝜀s Θ
1.5
s , (6.8)

where the 𝑒ss is the particle-particle restitution coefficient and 𝑔0,ss is the radial distribution

function of particles. The diffusion coefficient for granular energy, 𝑘Θs , is given by
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Gidaspow (1994):

𝑘Θs =
150 𝜌s 𝑑p

√
Θs 𝜋

384 (1 + 𝑒ss) 𝑔0,ss

(
1 + 6

5
𝜀ss 𝑔0,ss (1 + 𝑒ss)

)2
+

+ 2 𝜌s 𝜀
2
s 𝑑p (1 + 𝑒ss) 𝑔0,ss

√︁
Θs/𝜋.

(6.9)

The solids pressure in the solids-phase momentum equation composes of a kinetic

term and a particle collision term:

𝑝s = 𝜀s 𝜌s Θs + 2 𝜌s (1 + 𝑒ss) 𝜀2
s 𝑔0,ss Θs, (6.10)

where 𝑒ss is the restitution coefficient for particle collisions and 𝑔0,ss is the radial distri-

bution function.

The solids shear stresses in the solids-phase momentum equation are related to the

shear and bulk viscosities. The bulk viscosity (Lun et al., 1984) is calculated by:

𝜆s =
4
3
𝜀2

s 𝜌s 𝑑p 𝑔0,ss (1 + 𝑒ss)
(
Θs
𝜋

)0.5
. (6.11)

The shear viscosity contains collisional, kinetic (Gidaspow, 1994), and fractional viscosity

(Schaeffer, 1987) are calculated by:

𝜇s,col =
4
5
𝜀s 𝜌s 𝑑p 𝑔0,ss (1 + 𝑒ss) (Θs/𝜋)0.5, (6.12)

𝜇s,kin =
10 𝜌s 𝑑p

√
Θs 𝜋

96 𝜀s (1 + 𝑒ss) 𝑔0,ss

(
1 + 4

5
𝑔0,ss 𝜀s (1 + 𝑒ss)

)2
, (6.13)

𝜇s,fr =
𝑝fr sin 𝜙
2
√
𝐼2𝐷

. (6.14)

165



CHAPTER 6. INVESTIGATING THE IMPACT OF PARTICLE ...

Gidaspow drag model Combining the Wen and Yu model (Wen & Yu, 1966) and the

Ergun equation (Ergun, 1952) results in the Gidaspow drag model (Gidaspow et al., 1991).

𝐾sg =



3
4
𝐶𝐷

𝜀s 𝜀g 𝜌g |®𝒗s − ®𝒗g |
𝑑p

𝜀−2.65
g , 𝜀g > 0.8

150
𝜀2

s 𝜇g

𝜀g 𝑑
2
p
+ 1.75

𝜌g 𝜀s |®𝒗s − ®𝒗g |
𝑑p

, 𝜀g ≤ 0.8

(6.15)

where

𝐶𝐷 =
24

𝜀g Res

(
1 + 0.15 (𝜀g Res)0.687

)
. (6.16)

6.2.2 Reactive transport model for the ozone decomposition reaction

The pseudo-homogeneous reactive transport model (PHRTM) for the ozone decomposition

that developed in Chapter 3 is used in this simulation, which is described as:

𝜕

𝜕𝑡

(
𝜀g 𝜌g𝑌

O3
g

)
+ ∇ ·

(
𝜀g 𝜌g ®𝒖g𝑌

O3
g − 𝜀g Γ

O3
g ∇𝑌

O3
g

)
= −𝑘r 𝜌g 𝜀s𝑌

O3
g . (6.17)

where 𝑌O3
g is the mass fraction of ozone in the gas phase.

Γ
O3
g = 𝜌g DO3,m (6.18)

is the diffusivity of ozone in the air. DO3,m is the effective mass diffusion coefficient of

ozone in the air (Zehner & Schlünder, 1970),

DO3,m = DO3-air
1 − 𝜀1/2

s
𝜀g

, (6.19)

where DO3-air represents the mass diffusion coefficient of ozone in air. The apparent

reaction constant, 𝑘r, is based on the volume of catalysts and measured by Wang (2013).
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The above parameters are listed in Table 6.1.

Table 6.1: Parameters used for the CFB riser simulation

Physical parameters

Gas Air
Inlet ozone mass fraction 1.6653 × 10−4

Diffusion coefficient of ozone 1.48535 × 10−5 m2/s
Particle FCC
Particle density 1780 kg/m3

Particle diameter 70 µm
Friction packing limit 0.54
Packing limit 0.56
Particle-particle restitution coefficient 0.9
Apparent reaction constant 49.2 s−1

Gravitational acceleration -9.81 m/s2

Mesh information

Domain size 76.2 × 10,200 mm
Max cell length 1.89 mm
Cell number 271,884

Operating conditions

Gas velocity profile 5 m/s
Solids circulation rate 300 kg/m2/s
Pre-patched solids holdup 0.205

Wall boundary conditions

Gas no-slip
Solids

Specularity coefficient 0.01
Particle-wall restitution coefficient 0.9

The filtered reactive transport model (FRTM) for the ozone decomposition, which

incorporates the filtered correction model and PHRTM, is expressed as following:

𝜕

𝜕𝑡

(
𝜀g 𝜌g𝑌

O3
g

)
+ ∇ ·

(
𝜀g 𝜌g ®𝒖g𝑌

O3
g − 𝜀g Γ

O3
g ∇𝑌

O3
g

)
= −𝐻r 𝑘r 𝜌g 𝜀s𝑌

O3
g , (6.20)

where 𝐻r is the reaction correction coefficient, which is calculated by the filtered correction
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model:

𝐻r = 𝑓

(
𝜀s, 𝑣slip, 𝑌

O3
g , Δfilter,

𝜕𝑃

𝜕 ®𝒙
,
𝜕𝜀s

𝜕 ®𝒙
,
𝜕𝑣slip

𝜕 ®𝒙
,
𝜕𝑌

O3
g

𝜕 ®𝒙

)
. (6.21)

6.3 CFB riser simulation

6.3.1 Configuration of the CFB riser system

The CFB system depicted in Figure 6.1 (a) is used by Wang et al. (2014) to carry out the

study on the ozone decomposition reaction. It contains a riser, a downer/downcomer, a

returning pipe, separations, and other accessories. The riser is a vertical column with a

height of 10.2 m and a diameter of 7.62 cm. In the CFB system, gas enters the riser from

the bottom of the riser through a gas distributor with an 18 % opening region ratio (𝛾g).

Particles are introduced into the riser through the return pipe (5 cm i.d.) at the bottom of

the riser. The gas conveys the particles upward along the riser. These particles are trapped

at the top of the riser by the cyclones, stored in the storage tank, and then returned to the

bottom of the riser through the returning pipe.

6.3.2 Computational domain, mesh, and solver

The computational domain for CFB riser simulations is depicted in Figure 6.1 (b). The

downcomer, storage tank and cyclones are not included in the simulation. The exit elbow

at the top of the riser and the return pipe are maintained. At the junction of the riser

column and the return pipe, plates are installed to prevent the high-speed gas in the riser

from flowing into the return pipe (Wang et al., 2014).

An unstructured quadrilateral mesh is used, with a maximum cell size of 27 𝑑p and

a total of 271,844 cells. Near the wall, a five-layer mesh is utilized, with the first layer
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Figure 6.1: Schematic and mesh of the circulating fluidized bed system

having a thickness of 3 𝑑p. According to the grid independence test conducted by Sun et al.

(2022), a comparison with a finer mesh (total cell number of around 480,000) revealed

deviations in key hydrodynamic characteristics of less than 2 %. The simulation of this

CFB riser reactor is performed using ANSYS Fluent (ANSYS, Inc., 2022). Additional

information about the model and solver can be found in Table 6.2.

6.3.3 Boundary conditions and operating conditions

In this study, two simulation methods are used to simulate the CFB riser system.
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Table 6.2: Information on CFD model for the CFB riser simulation

Software & Solver

Software ANSYS fluent 2022R1
Solver Two-dimensional, transient

Models

Multiphase model Eulerian-Eulerian
Granular temperature model Ding and Gidaspow (1990)
Granular viscosity & Granular conductivity Gidaspow (1994)
Granular bulk viscosity & Solids pressure Lun et al. (1984)
Frictional viscosity Schaeffer (1987)
Frictional pressure KTGF
Radial distribution Lun et al. (1984)
Drag coefficient Huilin and Gidaspow (2003)
Viscous model Laminar

Solvers

Scheme Phase coupled SIMPLE
Gradient discretization Least squares cell based
Pressure discretization PRESTO!
Momentum discretization Second order upwind
Volume fraction discretization Second order upwind
Granular temperature discretization Second order upwind
Turbulent kinetic energy Second order upwind
Specific dissipation rate Second order upwind
UDS discretization Second order upwind
Residual 5 × 10−5

Time step [s] 5 × 10−5

Method 1 The first method (referred to as Method 1) is an approach to strictly imple-

menting experimental operating conditions. The velocity profiles based on the superficial

gas velocity (𝑈g) and the solids circulation rate (𝐺s) are used as the inlet conditions for

simulations of CFB riser. As shown in Figure 6.1 (b), the gas inlet boundary condition

is defined as a jet velocity profile to consider the effects of the gas distributor in the riser
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(Peng et al., 2010). Each jet have the same gas velocity, which is given by

𝑣g =
𝑈g

𝛾g
, (6.22)

where 𝑈g donates the superficial gas velocity and 𝛾g = 0.18 is the opening region ratio of

the gas distributor. Solids enter the riser via the returning pipe on the lower-right side of

the computational domain. The value of inlet solids velocity is derived from the following

equation:

𝑣s =
𝐺s 𝐴r

𝜌𝑝 𝜀s,0 𝐴p
, (6.23)

where 𝐺s is the solids circulation rate, 𝜀s,0 = 0.5 is the inlet solids holdup, 𝐴r and 𝐴p are

the cross-sectional region of the riser and the returning pipe, respectively. The outlet on

the upper left side of the computational domain is set as the outflow.

Method 2 The objective of the second method (referred to as Method 2) is to simulate

the circulation operation in the riser reactor. It uses the same gas inlet boundary conditions

as Method 1. However, the solids flux at the solids inlet is set to be equal to the solids

flux at the riser outlet. Consequently, the solids velocity at the solids inlet is defined as

follow equation:

𝑣s,inlet(𝑡) =
¤𝑉s,outlet(𝑡)
𝐴p

, (6.24)

where ¤𝑉s,outlet(𝑡) is the volume flow rate of the solids at the outlet. As this flow rate varies

over time, the inlet velocity of solids also changes accordingly. Since no external source

introduces particles into the computational domain, the particles are initially packed within

the riser. The pre-packed particles have an averaged solids holdup of 0.105 for the case

of 𝑈g = 5 m/s and 𝐺s = 300 kg/m2/s according to Wang (2013).

Therefore, simulations for four cases are conducted in the study, as shown in Table 6.3.

Other parameters used in the simulation is listed in Table 6.1.
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Table 6.3: CFB riser case information

Case Model Equation Method

Case 1 PHRTM (6.17) 1
Case 2 FRTM (6.20) 1
Case 3 PHRTM (6.17) 2
Case 4 FRTM (6.20) 2

6.4 Results and discussions

6.4.1 Time-averaged flow fields and reaction fields

Figures 6.2 (a), (b), and (c) show the cross-sectional averaged profiles of solids holdup,

solids flux, and ozone concentration along the axial direction of the CFB riser reactor.

The red open-markers represents experimental data by Wang et al. (2014), and the solid

lines represent the numerical results of Case 1 and Case 2. Figures 6.2 (d) and (e) show

the deviations in solids holdup and ozone concentration between the numerical results

and experimental data. Figure 6.3 shows the comparisons for Case 3 and Case 4. The

numerical results of the cross-sectional profiles are calculated by following equations:

𝜀s,ℎ (ℎ) =
1

𝑡1 − 𝑡0

ˆ 𝑡1

𝑡0

(
1
𝑑rs

ˆ 𝑑rs

0
𝜀s(𝑡, 𝑥, ℎ) d𝑥

)
d𝑡, (6.25)

𝐹s,ℎ (ℎ) =
𝜌s

𝑡1 − 𝑡0

ˆ 𝑡1

𝑡0

(
1
𝑑rs

ˆ 𝑑rs

0
(𝜀s(𝑡, 𝑥, ℎ) 𝑣s(𝑡, 𝑥, ℎ)) d𝑥

)
d𝑡, (6.26)

𝑌
∗
g,ℎ (ℎ) =

1
𝑡1 − 𝑡0

ˆ 𝑡1

𝑡0

(
1
𝑑rs

1
𝜀g,ℎ𝑖 (𝑡, ℎ)

ˆ 𝑑rs

0

(
𝜀g(𝑡, 𝑥, ℎ)𝑌 ∗

g (𝑡, 𝑥, ℎ)
)

d𝑥
)

d𝑡, (6.27)

where 𝑑rs is the diameter/width of the riser, 𝑥 is the radial/horizontal direction posi-

tions, and ℎ is the axial/vertical direction positions. The ozone concentration used in

172



CHAPTER 6. INVESTIGATING THE IMPACT OF PARTICLE ...

Equation (6.27) is reduced by the inlet ozone concentration:

𝑌 ∗
g =

𝑌g

𝑌g,0
, (6.28)

where the 𝑌g,0 is the ozone concentration at the inlet.

Figure 6.4 illustrates radial profiles of time-averaged solids holdup, particle velocity,

and ozone concentration, at two axial locations, representing the flow developing region

(ℎ = 0.57 m) and flow developed region (ℎ = 4.78 m). Similarly, Figure 6.5 shows axial

profiles of the same parameters for the flow and reaction fields at two radial locations,

representing the central (𝑥/𝑅 = 0) and wall (𝑥/𝑅 = 0.95) regions.

Flow fields and reaction fields in the cases using Method 1 When Method 1 is used,

the simulation results show that in the bottom region of the riser (0 to 2 m), the particle

quantity is approximately 50 % less than to the experimental results. In the region of

2 to 10 m, there is a good agreement between numerical and experimental results, as

shown in Figure 6.2 (a). In the radial direction, in the bottom region, the solids holdup

from the numerical results is lower near the wall compared to the experimental results, as

shown in Figure 6.4 (b). In the flow developed region, the numerical results are in good

agreement with the experimental results, as shown in Figure 6.4 (a). Throughout the entire

reactor, the numerical results exhibit a noticeable core-annulus structure, characterized by

high solids holdup in the annulus region and low solids holdup in the core region. In the

axial direction, the solids holdup profile in the central region is in good agreement with

the experimental data, as shown in Figure 6.5 (a). However, in the wall region, the profile

of simulation results remains constant at 0.2, which is different from the experiment where

it varies from 0.4 to 0.1, as shown in Figure 6.5 (b).

Regarding the solids velocity and flux, due to the solids inlet boundary condition
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Figure 6.2: Comparison of numerical results and experimental data for cross-sectionally
averaged time-averaged profiles along the axial direction for Case 1 (PHRTM)
and Case 2 (FRTM)
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Figure 6.3: Comparison of numerical results and experimental data for cross-sectionally
averaged time-averaged profiles along the axial direction for Case 3 (PHRTM)
and Case 4 (FRTM)
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of Method 1 being set based on the 𝐺s, the solids flux is in complete accordance with

the experimental data in Figure 6.2 (b). Radially, within the bottom region, the particle

velocity profile remains relatively constant at the center of the riser, equal to the superficial

gas velocity, and gradually decreases to zero near the wall, as shown in Figure 6.4 (d). In

the flow developed region, the velocity profile assumes a parabolic shape. The velocity

is slightly below 0 in the wall region and reaches up to 12 m/s in the central region.

Axially, the profiles of particle velocity in the numerical results have the same shape as

the experimental results, as shown in Figure 6.5 (c). However, in the central region of the

riser, the velocity is approximately 5 m/s lower than that in the experimental data.

In terms of the ozone concentration, distinct differences appear in the ozone con-

centration profiles between the cases using the PHRTM and FRTM. In the inlet region

(0 to 1 m), the filtered model does not bring significant differences to the ozone concentra-

tion profiles. In this region, in contrast to the experimental results, the ozone concentration

is higher in the wall region because fewer particles appear in this region, as shown in Fig-

ure 6.4 (f). In the region of 1 to 2 m, the ozone reaction in Case 2, which uses the filtered

model, is lower compared to Case 1 by approximately 0.05𝑌g,0, as shown in Figure 6.2 (c)

and (e). Figure 6.5 indicates that this difference primarily originates from the difference

of ozone concentration in the wall region. In the region from 2 to 10 m, the differences

in ozone concentration between Cases 1 and 2 gradually increase to 0.1𝑌g,0 and remain

almost constant along the axial direction, as shown in Figure 6.2 (e). At the outlet of

the riser, there are 0.19𝑌g,0 remains in the gas phase in Case 1, whereas only 0.07𝑌g,0

remains in Case 2. Compared to the remaining 0.15𝑌g,0 of ozone in the experimental re-

sults, the introduction of the filtered correction model has improved on the PHRTM. From

Figure 6.4, the radial distribution trend of the ozone concentration in Case 1 and Case 2

is essentially the same, but the profile of Case 2 is lower and corresponds more closely

to the experimental results. From the axial profiles, the reaction rate in the central region
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of the riser in Case 2 gradually slows down. In the wall region, the ozone concentration

remains a constant, unlike in Case 1 whose ozone is fully reacted. These phenomena align

more closely with the experimental results.

In short, when using Method 1, good agreement is observed between the hydrody-

namic characteristics in the numerical results and the experimental results for the region

above 2 m in the riser. When using the PHRTM, the reaction is too fast, whereas the

FRTM decreases the reaction rate, resulting in an ozone concentration profile that better

matches the experimental results. Therefore, the introduction of the reaction correction

coefficient in the PHRTM has provided a good correction to the reaction behaviour in the

CFB riser reactor.

Flow fields and reaction fields in the cases using Method 2 When using Method 2

for simulation, the total quantity of particles in the riser is initially established based on

experimental results and remains constant throughout the simulation. Under the combined

influence of airflow and gravity, particles within the riser assume a new distribution

from the initial uniform distribution. According to Figure 6.3 (a), the time-averaged

cross-sectional solids holdup has an S-shaped distribution along the axial direction of

the riser and exhibits a typical core-annulus structure in the radial direction, as shown in

Figure 6.4 (a) and (b). This distribution demonstrates an excellent agreement in the axial,

radial, and cross-sectional profiles when compared with the experimental results.

Nonetheless, notable differences arise between the numerical results and experimental

data for particle velocity profiles and solids flux within the riser. Figure 6.3 (b) shows the

solids flux from the numerical results exceeds the𝐺s by approximately 50 %. Figure 6.5 (d)

show that particles exhibit rapid downward flow near the wall, reaching a maximum

velocity of 5 m/s at a height between 2 to 3 m. To maintain a consistent solids flux in the

riser, the particles move upward at the centre of the riser with a velocity of up to 15 m/s
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at this particular height. Then, along the axial direction of the riser, both upward and

downward particle velocities decrease. These particle velocity profiles deviate from the

numerical results of cases using Method 1 as well as the experimental data, consequently

giving rise to distinctive ozone concentration profiles.

In the bottom region (0 to 1 m), according to Figure 6.3 (c), the ozone concentration

profiles of Cases 3 and 4 are almost the same. Compared to Cases 1 and 2, more ozone

is reacted in Cases 3 and 4 due to the presence of more particles in the bottom region.

Therefore, the ozone concentration profiles of Cases 3 and 4 exhibit better agreements with

the experimental results than those of Case 1 and 2. The profiles in the radial direction

at the bottom region also matches well, as shown in Figure 6.4 (f). On the other hand,

in the region from 2 to 10 m in the riser, the influence of the filtered reactive transport

model results in less ozone being reacted in Case 4. As shown in Figure 6.5 (e), in the

central region of the riser, results of Case 3 exhibits a higher reaction rate and more ozone

is reacted compared to both the results of Case 4 and the experimental data. The trend

of the ozone concentration profile of Case 4 agrees well with the experimental results,

although the values are higher. In the wall region, as shown in Figure 6.5 (f), the ozone

concentration profile in Case 4 slightly increases with height. This phenomenon can be

attributed to multiple factors at play. Firstly, at the bottom of the wall region, significant

amount of particles blockages there, which leads to an increase in gas flow velocity in the

central region. This fast gas flow carries a substantial amount of unreacted ozone into the

region above 2 m. Conversely, in the wall region above 2 m, particle blockage is no longer

present, resulting in a decrease in gas flow velocity and allowing ozone to flow and diffuse

into the wall region. Additionally, the influence of the filtered reactive transport model

reduces the reaction rate within the wall region. All these factors collectively contribute

to the observed phenomenon of higher ozone concentration in the annulus region above

2 m compared to below 2 m.
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In short, by using Method 2, the distribution of solids and ozone in the riser is in

good agreement with the experimental data, except for the particle velocity and solids

flux. The correction made by the FRTM reduces the reaction rate and leads to the ozone

concentration profiles in the core region agree well with the experimental data. However,

there is an excessive reduction of the reaction rate in the wall region. Ultimately, after

correction by the FRTM, the ozone concentration at the outlet is 0.22𝑌g,0, compared to

the value of 0.09𝑌g,0 from the case with the PHRTM. In comparison to the remaining

0.15𝑌g,0 of ozone in the experimental results, the introduction of the FRTM in the cases

using Method 2 has slightly over-reduced the reaction rate in the riser.

In summary of this section, under different methods, the filtered reactive transport

model has consistently corrected the reaction rate in the gas-solids CFB riser reactor,

resulting in an overall reduction in the reaction rate. The model has a limited impact on

the bottom region but exerts a significant influence between 2 to 10 m in the riser. In the

core region, the model has improved the consistency of the ozone concentration profile

with the experimental results.

6.4.2 Effects of the reaction correction coefficients in the riser

Figure 6.6 shows the cross-sectional profiles of the reaction rate and reaction correction

coefficient along the axial direction of the riser. The numerical results of the cross-

sectional profiles for reaction rates and reaction correction coefficient are calculated by

following equations:

𝑟ℎ (ℎ) =
1

𝑡1 − 𝑡0

ˆ 𝑡1

𝑡0

(
1
𝑑rs

ˆ 𝑑rs

0

(
𝐻r 𝑘r 𝜌g 𝜀s𝑌

O3
g

)
d𝑥

)
d𝑡, (6.29)

𝐻r,ℎ (ℎ) =
1

𝑡1 − 𝑡0

ˆ 𝑡1

𝑡0

(
1
𝑑rs

ˆ 𝑑rs

0
𝐻r(𝑡, 𝑥, ℎ) d𝑥

)
d𝑡. (6.30)
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Figure 6.6: Comparison of reaction rates in the cases using the PHRTM and FRTM: (a)
time-averaged cross-sectional profiles of the reaction rate and (b) reaction
correction coefficient along the axial direction of the riser

Figure 6.7 (a) shows the amount of ozone reacted in 1 s within different longitudinal

intervals. The entire riser is divided into five intervals, with each section having a height

of 2 m. Figure 6.7 (b) illustrates the distribution of the reaction correction coefficient for

each interval.

Figure 6.8 displays the time-averaged results of the reaction correction coefficient in

the riser of Case 2, consisting of three plots: the (a) contour of the riser, (b) axial profiles,

and (c) radial profiles. Figure 6.8 (b) depicts the axial profiles at three radial positions

from the center to the wall of the riser. Figure 6.8 (c) illustrates the radial profiles at three

axial positions from the bottom to the top of the riser.

Figure 6.9 reveals the instantaneous flow fields and reaction fields of Case 2 at the (a)

top and (b) bottom of the riser. The contours depict two sections of the riser: the region

from 0.3 to 0.8 m and the region from 9.5 to 10.0 m. The variables of the fields include

(1) solids holdup, (2) ozone concentration, (3) reaction correction coefficient, and three
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reaction rates. The three reaction rates are:

𝑟 = 𝑟0 𝐻r = 𝐻r 𝑘r 𝜌g 𝜀s𝑌
O3
g , (6.31)

Δ𝑟 = 𝑟 − 𝑟0 = 𝑟 − 𝑟

𝐻r
, (6.32)

𝑟0 =
𝑟

𝐻r
= 𝑘r 𝜌g 𝜀s𝑌

O3
g , (6.33)

where 𝑟0 is (6) the reaction rate of the PHRTM, (4) 𝑟 is the reaction rate of the FRTM,

and (5) Δ𝑟 is the difference between the two reaction rates.

Flow deveploping region (bottom region) Section 6.4.1 mentioned that the ozone

concentration profiles in the bottom region does not change significantly between Case 1

(PHRTM) and Case 2 (FRTM). As shown in Figure 6.6 (a), the fluctuation in the reaction

rate is significant in the bottom region. However, when compared to the case using the

PHRTM, the FRTM does not bring a noticeable change in the reaction rate. In the bottom

region, the overall correction coefficients decrease from 0.9 to 0.7 along the riser from

0 to 1 m, as shown in Figure 6.6 (b). In the radial direction, as shown in Figure 6.8 (c),

the correction coefficients are relatively uniform, with values of approximately 0.8. In

Figure 6.7 (b), the orange distribution represents the correction coefficient distribution in

the 0 to 2 m region. Most 𝐻r in this region are around 0.95, with some ranging from 0.5

to 0.8. These results regarding reaction rates and 𝐻r can account for the results in the

previous section, indicating that the impact of FRTM on the ozone concentration profile in

the bottom region is not significant. However, as depicted in Figure 6.7 (a), only 24.4 mg

of ozone reacts within the 0 to 2 m region in 1 second when using the FRTM, which is

3.4 mg less than when using the PHRTM.

Figure 6.9 (b) displays the instantaneous results in the bottom region of the riser.
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Within the core region of the riser, large and dense clusters have emerged, occupying

regions with an ozone concentration close to 0. In contrast, outside these clusters, ozone

concentrations are near 𝑌g,0. The regions with higher reaction rates are primarily located

at the edges of these clusters. The FRTM provides reaction correction coefficients close

to 0 in regions with very low ozone concentrations and close to 1.0 in regions with high

ozone concentrations. However, in both types of regions, the reaction rates are too low

to impact the overall reaction rate and the ozone concentration in the bottom region. As

shown in Figure 6.9 (b5), the FRTM significantly corrects reactions in the regions near

the edges of clusters and close to the wall. After the corrections, the reaction zones in the

bottom region do not decrease, but the overall reaction rate decreases.

Therefore, the majority of 𝐻r in the distribution near 0.95 is more concentrated in

the region where the reaction rates are low. In the regions at the edges of the clusters,

where the reaction rates are high, there is a reduction in reaction rates under the influence

of the FRTM. This results in a decrease in the amount of ozone reacted, as observed in

Figure 6.7 (a). However, the overall profiles of the reaction rate and ozone concentration

at the bottom do not exhibit a significant decrease when compared to Case 1. These

results contradict the analysis presented above.

Flow developed region Under the influence of the FRTM, distinct differences appear in

ozone concentration profiles between Case 1 and 2, as depicted in Figure 6.2 (c), 6.4 (e),

6.5 (e) and 6.5 (f). Firstly, there is a notable decreasing in the overall 𝐻r from 0.65 to 0.15

within the 2 to 10 m range, leading to a lower reaction rate in Case 2 compared to Case 1,

as illustrated in Figure 6.6. Secondly, during the particle flow’s development process,

changes occur in the radial distributions as follows: In the core region, 𝐻r decreases

linearly from 1 to 0.2 with increasing height; in the region of 𝑥/𝑅 = 0.7, 𝐻r sharply drops

to 0.2 within the 0 to 4 m range, followed by a slowly decline in the rest of the riser. The
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wall region follows a similar trend to the region of 𝑥/𝑅 = 0.7 but maintains a higher 𝐻r

value of 0.5 at the end.

These characteristics of 𝐻r distribution in the developed region result in distinct reac-

tion behaviour compared to the bottom region. In the developed region, the distributions of

solids holdup and ozone concentration are more uniform, as shown in Figure 6.9 (a1) and

(a2), providing reactants with increased opportunities to interact with catalysts. However,

Figure 6.9 (a3) reveals that the FRTM yields low 𝐻r values (less than 0.1) in most regions

of the developed region, except for the wall and dense streamer regions. Consequently, a

significant reduction in the reaction rate within the core region is observed when compar-

ing the results of Figure 6.9 (a4) and (a6). Unlike the FRTM’s influence in the bottom

region, not only do local reaction rates decrease, but the region where reactions occur

also contracts. Hence, in each section above 2 m of the riser, there is a more substantial

decrease in reacted ozone under the FRTM’s influence. The distribution of 𝐻r in each

section in the region of 2 to 10 m of the riser indicates a prevalence of 𝐻r values in the

range of 0 to 0.1, effectively diminishing the overall reaction rate in this region.

In this section, by examining the effective reduction of the reaction rate within the

reactor, the differing effects of the FRTM on the bottom region and the developed region

are discovered. In the bottom region, the FRTM primarily decreases the reaction rate of

regions with high reaction rates. However, in the developed region, it not only decreases

the local reaction rate but also diminishes the region where reactions take place. This

partially explains the phenomenon observed in the ozone concentration profiles, where

there is minimal difference in the bottom region but a more significant difference in the

developed region.
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6.5 Conclusions

The machine learning-aided FRTM has been successfully integrated with gas-solids CFB

riser simulations. Two simulation methods were used for simulations of the riser reactor

to explore the performance of the FRTM. The introduction of the FRTM led to an overall

reduction in the reaction rate and an improved agreement between experimental data and

numerical results. In the bottom region, ozone concentration profiles are similar in both

cases, whether or not the FRTM is used. In this region, the model primarily decreased the

reaction rate in regions with very high reaction rates. However, in the developed region,

more ozone remains in the reactor along the axial direction of the riser when the filtered

model is utilized. In this region, the model reduced the region where reactions occurred

in the core region of the riser.
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Chapter 7

Conclusions and Recommendations

7.1 Thesis summary and conclusions

This thesis work comprehensively investigates reaction behaviours of the catalytic ozone

decomposition reaction in a gas-solids CFB reactor using numerical methods. The hydro-

dynamic characteristics within CFB predominantly influence the reaction behaviours.

Figure 7.1 depicts a schematic of the simplified steps of the ozone decomposition

reaction occurring in a gas-solids fluidization system. The journey of ozone from the air

Gas flow with ozone

Clusters Boundary layer

(1a)

(1b)

(2)
(3)

Figure 7.1: Steps of the ozone decomposition reaction occurring in a gas-solids fluidiza-
tion system

stream to the catalyst particles, and its subsequent reaction process, emphasizes that the

reaction is affected by many factors, which include the hydrodynamic characteristics, mass

transfer, and reaction kinetics. The hydrodynamic characteristics of a CFB reactor are
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influenced by factors such as the direction of particle flow, inlet structure, and operating

conditions. The key characteristic of the flow is the heterogeneous gas-solids distribution,

which arises from two main causes: macro-segregation due to the core-annulus struc-

ture and micro-segregation resulting from particle clustering. This heterogeneity makes

the reaction behaviours in the CFB reactor complex and difficult to predict. This study

methodically explores the effects of the hydrodynamic characteristics on the ozone de-

composition reaction behaviours in a CFB reactor, highlighting their collective impact on

the reaction process.

Initially, a pseudo-homogeneous reactive transport model for the ozone decomposition

reaction was developed based on experimental data. The validation of this model in a

micro fixed-bed reactor demonstrates its robustness and applicability in describing ozone

behaviours in a gas-solids fluidization system.

Building on this foundation, the study then explores the effects of turbulence models,

specularity coefficients, and simulation methods on hydrodynamic characteristics and

reaction behaviours within a 10.2-meter CFB riser reactor. Employing the 𝑘-𝜖 turbulence

model, as opposed to a laminar model, results in more uniform flow and reaction fields.

This model also reduces gas-solids segregation within the riser reactor, thereby enhancing

contact efficiency. However, it is noted that the 𝑘-𝜖 turbulence model has a tendency to

overestimate the intensity of turbulence, leading to flow structures that significantly deviate

from experimental observations. Adopting a smaller specularity coefficient increases the

tendency of particles near the wall to flow downwards, causing a denser bottom region

and a more dilute upper region in the riser. The extra particles accumulating at the bottom

thickens the annulus region, allowing more ozone reactions in the bottom region, but also

reduces contact efficiency there.

The comparative analysis of riser and downer reactors under various operating con-
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ditions unveils the profound impact of gravitational orientation on hydrodynamic char-

acteristics and reaction behaviours of the CFB reactors. Within the riser, clusters are

upright and elongated, with a clear phase interface between the gas and solids. The radial

distributions of solids holdup, particle velocity, and ozone concentration in the riser all

exhibit significant gradients. Conversely, in the downer, particle aggregates are freer and

less compact. The distributions of the reactants and catalysts are more uniform, along with

more stable and synchronized gas-solid flows, leading to higher efficiency of gas-solids

contact and reaction compared to the riser. Undoubtedly, the downer is a more superior

reactor. However, under the same operating conditions, the lower particle holdup in the

downer remains a significant drawback that cannot be overlooked.

Tracking the flow of gas and solids in the riser and downer revealed distinctly different

flow structures in these two reactors. The analysis of RTD results and instantaneous

contours indicated that the downer exhibits characteristics similar to a PFR, whereas the

riser displays strong backmixing in the axial direction. Consequently, an internal particle

circulation mechanism was proposed to account for the observed backmixing in the riser.

In addition, the exponential shape of the axial profile of ozone concentration in the riser

can be attributed not only to high solids holdup and high reactant concentration at the

bottom, as well as the intense interaction and mixing of reactants and catalysts, but also

to the substantial axial backmixing, which leads to enhanced ozone mixing.

To further explore the impact of meso-scale flow structures on reaction behaviours, a

sub-grid reactive transport model was developed using the filtering method and artificial

neural network model (ANN). Expanding the dataset with a wider range of filtered data

and incorporating more gradient features allowed the model to adapt to a greater variety of

flow structures within CFB riser reactors and more accurately determine the appropriate

reaction correction coefficient. ANN became indispensable for regression tasks with
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such large data volumes and complex relationships. The feature importance analysis

using the SHAP method revealed that the reaction correction coefficient is significantly

influenced by factors like filter size, ozone concentration, solids holdup, and the gradients

of solids holdup and ozone concentration, demonstrating clear monotonic relationships

between these features and the coefficient. Different distributions of 𝐻𝑟 in the regions of

developing and developed flow highlighted the varying roles meso-scale structures play in

reaction behaviours. In the developing flow region, rapid changes in meso-scale structures

do not lead to noticeable micro-segregation of the two phases, so the reaction rate remains

unaffected. However, in the developed flow region, the stability of meso-scale structures

results in segregation of reactants and catalysts, subsequently decreasing the reaction rate.

7.2 Limitations and recommendations

This work has studied the impact of many factors on hydrodynamic characteristics, as well

as the subsequent discussion on the influence of these characteristics on reaction behaviors.

However, the reaction behaviors in a CFB reactor remain a complex issue affected by

multiple factors, and the research in this thesis is far from sufficient to understand it. The

following points outline some of the shortcomings of this work and perspectives for future

research in this field.

The necessity of three-dimensional simulations Due to limitations in computational

resources, all the modelling work in this thesis is conducted in two dimensions, which is

an obviously shortcoming. Although in many scenarios, two-dimensional simulations can

substitute for three-dimensional simulations, two-dimensional cases can never perfectly

replicate real three-dimensional environments. For example, differences in cross-sectional

averaged profiles caused by cylindrical and square columns, as well as potential changes

in internal solids circulation, can lead to variances in quantitative analysis of the reaction.
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Therefore, when conditions permit, the use of three-dimensional simulation is undoubtedly

preferable.

Currently, the introduction of sub-grid models for TFM has made three-dimensional

simulation of industrial-scale CFB reactors possible, and a considerable number of articles

have reported on such work. However, when applying sub-grid models to TFM, there are

two issues that cannot be overlooked:

1. In CFB riser reactors, features such as solids holdup, particle velocity, and ozone

concentration exhibit significant gradients in their radial distribution, particularly

near the walls where changes are especially drastic. Therefore, a sufficient number

of grids is needed for discretization in the radial direction. According to findings

in this study, 40 grids are necessary in two-dimensional cases. When there are 60

or even 80 grids in the radial direction, radial profiles show further improvement.

Reducing the number of grids in the radial direction leads to flattened radial profiles

due to the inability to give larger gradients.

Sub-grid models are typically applicable to mesh sizes ranging from a few tens to

a couple of hundred 𝑑𝑝, but in some cases, this may conflict with the number of

grids needed in the radial direction. For the CFB riser reactor studied in this work,

with a diameter of 0.0762 m, if the filter size is set at 50, only 22 grids can be

placed in the radial direction, and if the filter size is 25, then 44 grids can be placed.

However, considering the height of 10.2 m for this CFB riser reactor, about 6000

grids are needed in the axial direction. If it’s a two-dimensional case, a total of

250,000 grids is acceptable, but in a three-dimensional case, it would require close

to 10 million grids, which is unfeasible. Even with an effective sub-grid model, due

to the limitations on the number of grids in the radial direction, it cannot effectively

reduce computational costs. Using grids with a larger aspect ratio and developing
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corresponding sub-grid models is a possible solution. Fortunately, most industrial

fluidized bed reactors do not have such extreme aspect ratios, but this potential

limitation of sub-grid models does exist.

2. Another issue is that if one intends to develop sub-grid models for mass transfer,

heat transfer, and reaction, it is necessary to conduct the development in the same

systems and scenarios as those used for developing hydrodynamic sub-grid models.

It may be risky and unreasonable to develop models for reactions and others directly

based on a hydrodynamic sub-grid model developed by others.

Therefore, in future research, focusing more efforts on DEM may be reasonable, espe-

cially in studying particle interactions and reactions, where DEM has greater advantages.

Notably, some studies have successfully deployed DEM on GPUs, which has significantly

reduced computational costs (Lu, 2022; Musser et al., 2022). This makes it feasible to

use DEM for simulating industrial-scale fluidized bed reactors in the future.

More complicated chemical reactions in CFB reactors should be studied It’s worth

noting that due to the simplicity of ozone decomposition, the reaction does not cause

temperature and gas volume changes when occurring in the reactor. Additionally, when

this reaction occurs on FCC catalysts, it is controlled by the reaction rate rather than

by mass transfer. Therefore, the impact of external mass transfer is not considered in

the modelling process. However, for industrial reactions, such as FCC, temperature and

volume change during the reaction process, especially the significant increase in volume,

greatly affects the motion, distribution, and clustering behavior of particles. These effects

cannot be reflected in cold state experiments, ozone decomposition experiments, or current

simulations.
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Turbulence models and drag models in fluidization systems Although, after com-

paring with experimental results, this thesis prefers to use the laminar flow model for the

gas phase, using this model in gas-solids fast fluidization simulations is not reasonable.

However, using classic turbulence models like 𝑘-𝜖 model or 𝑘-𝜔 model in multiphase

simulations is also unreasonable. Reported experiments have also shown that the presence

of particles significantly weakens the turbulence intensity of the gas fluid. Therefore, it is

necessary to specifically develop turbulence models for multiphase systems.

Regarding drag models, the field is still commonly using experiment-based models,

such as Wen-Yu model. These models are cleverly constructed and can give good results

in many cases. However, most of these models are based on experimental results from

liquid-solids fluidization systems and seem inadequate for modern research that demands

increasingly higher precision.

Currently, DNS and LBM have shown great capability in developing new turbulence

models and drag models, but they are still in the early stages of development and require

more researchers to invest more effort in their advancement.

Effects of factors on the CFB reactor performance should be considered compre-

hensively Studying the performance of a reactor by numerical methods should be a

comprehensive consideration of the reactor. Due to the significant impact of hetero-

geneous meso-scale flow structures on various aspects of fluidized bed reactors, which

also represent a focus and difficulty in fluidized bed research, researchers often invest

considerable effort into studying meso-scale structures and their effects, attributing many

phenomena in reactors to them. However, there are other influencing factors that also play

a significant role, and these factors, along with meso-scale structures, affect the overall

performance of the reactor.
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When researchers conduct experiments, all the factors mentioned above that can

affect reactor performance are at play, contributing to the final data results. However, in

current modelling work, researchers often simplify and omit some of the factors, either

necessarily or unnecessarily. For example, omitting almost all inlet structures, omitting

the other half of the equipment in CFB that is not the target of the study, simplifying

particle size distribution to mean diameter, etc. Some simplifications and omissions are

due to limitations of computational cost, while others are avoidable. As a result, some

modelling works, having neglected certain factors, may overemphasize the impact of

the factors they have considered, especially when comparing and validating their models

with experimental results. However, it is also highly likely that the factors ignored in

simulations have caused discrepancies between numerical results and experimental data,

especially when simulating large-scale equipment.

In summary, modelling a CFB reactor should involve a more comprehensive consid-

eration of all factors that affect reactor performance. This entails considering as many of

these factors as possible into the simulations. For factors that cannot be integrated due to

certain limitations, their impact should be acknowledged and considered in the subsequent

analysis or discussion. Consequently, this approach places higher demands on modellers:

modelling work should not be seen as separate from experimental work. Researchers need

to be sufficiently familiar with the structure and operation of reactors, rather than relying

solely on descriptions from academic papers.
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Appendix A

Codes used in the thesis

All the codes related to the works in this thesis have been published on Github:

https://github.com/DengZhengyuan/Codes-of-my-thesis

This code repository compresses three folders and is organized in the following structure:

1. Folder, “Reaction model & tracer process”, contains the codes for the pseudo-

homogeneous reactive transport model for the ozone decomposition reaction used

in Chapters 3 to 6 and the tracer process in Chapter 4.

(a) “homogeneous_reaction_model.c” is a user-defined function (UDF) code

for ANSYS Fluent, written in C Language. The code supports a source term

and a diffusion term for a user-defined scalar (UDS) equation, which is used for

the catalytic ozone decomposition reaction in CFB reactors. The UDS applies

solely to the gas phase and describes the changes in ozone mass fraction within

the computational domain. The UDS occupied the first scalar position (UDS-

0) in the scalar transport equation panel of ANSYS Fluent. The code utilized

three user-defined memory (UDM) positions (UDM-0 to UDM-2) for recording

slip velocity, reaction rate, and reduced ozone concentration, respectively.

(b) “export_data_of_tracers.c” is a UDF code for ANSYS Fluent, written
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in C Language. The code records data at 2 m, 5 m, and 10 m in the riser

and writes them to the file “tracer_out.csv”. Each data entry includes:

current time (𝑡), 𝑥-coordinate (𝑥), 𝑦-coordinate (𝑦), solids holdup (𝜀s), gas

velocity (𝑣g), solids velocity (𝑣s), gas tracer concentration (𝑌 tr
g ), and solids

tracer concentration (𝑌 tr
s ). The code runs once after every 10 time steps at the

end of the current time step iteration. It can also used in downer cases.

(c) “calculate_time_series_of_tracer.wl” is written in Wolfram Language.

The code reads the data file “tracer_out.csv” outputted by the last code

and spatially averages the tracer concentration of gas and solids at the same

height for each time point. This process yields the average tracer concentration

at each height for each time point. In calculating the spatial average, the local

volume flow rate of the gas and solids phases is considered. Finally, the code

will output a data file named “data-tc.csv”, each entry of which comprises

a time point, gas tracer concentration at different heights, and solids tracer con-

centration at different heights. The time series data of tracer concentrations at

different heights can be further processed or plotted.

(d) “other_UDF_codes.c” is a UDF code for ANSYS Fluent, written in C Lan-

guage. The code includes three models: (I) implements a external mass

transfer model that developed by Scala (2013). (II) implements the Gidaspow

drag model, which is used to conveniently introduce a sub-grid drag model or

to make other modifications. (III) monitors the mass flow rate of the solids

phase at the outlet and set the mass flow rate of the solids phase at the inlet to

the same value.

2. Folder, “Filtered model”, contains the codes for the filtration process in Chap-

ter 5. The order of code usage is shown in Figure A.1.

(a) “cal_filter_2D.wl” is written in Wolfram Language. The code is used to
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Fluent cal_filter_2D.wl

Gathering and 
normalization

Training_by_TF.ipynbSHAP.ipynb

cal_grad_2D.wlHigh-
resolution

data
Filtered data Filtered data + 

filtered gradient data

Normalized data
Neural 

network 
model

Shapley values

Figure A.1: Order of code usage in the filtering process

filter data that exported from Fluent. The data files should be stored in the

folder “data” in the same directory. Each file containing data for the entire

periodic domain and corresponds to one initial solids holdup and one time

point. The data collection process is described in Section 5.4.1. Each entry

of data includes: node number, 𝑥, 𝑦, 𝑌O3
g , 𝑃, 𝑣g,𝑥 , 𝑣g,𝑦, 𝑣s,𝑥 , 𝑣s,𝑦, and 𝜀s. In

the code, the variable “range” should be given and represents the size of the

filter box, which is a multiple of 𝑑𝑝. The filtered data will be saved in the

folder “table” in the same directory. Each piece of data in every file, in order,

includes 17 variables: Δfilter, 𝑥, 𝑦, 𝜀s, 𝑃, 𝑣g,𝑥 , 𝑣s,𝑥 , 𝑣g,𝑦, 𝑣s,𝑦, 𝑣slip,𝑦, 𝑣slip, 𝑌O3
g ,

external mass transfer coefficient (𝑘m), drag coefficient in the 𝑦-direction (𝛽𝑦),

drag force correction coefficient (𝐻d), reaction correction coefficient (𝐻r), and

external mass transfer correction coefficient (𝐻m). All the exported variables,

include the coordinates, are filtered data.

(b) “cal_filter_3D.wl” is written in Wolfram Language. It can do the filtering

process for data obtained from three-dimensional periodic simulations. The

inputs and outputs are the same as those for the code “cal_filter_2D.wl”,

with the addition of the 𝑧-coordinate and related variables.

(c) “cal_grad_2D.wl” is written in Wolfram Language. This codes calcu-

lates the gradients and generates table contain the gradients and other pa-
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rameter in the raw dataset. The input data are generated from the code

“cal_filter_2D.wl”. The parameter “precision” is the only parameter

need to be set. It specifies the precision for processing filtered coordinates, en-

suring that all filtered data are positioned on a structured mesh. The exported

data files will be stored in the folder “tableGrad” in the same directory.

Each data entry in each data file contains 27 variables, including gradients of

solids holdup in 𝑥- and 𝑦-direction (𝜕𝜀s/𝜕𝑥 , 𝜕𝜀s/𝜕𝑦 ), gradients of pressure

in 𝑥- and 𝑦-direction (𝜕𝑃/𝜕𝑥 , 𝜕𝑃/𝜕𝑦 ), gradients of 𝑦-direction slip velocity

in 𝑥- and 𝑦-direction (𝜕𝑣slip, 𝑦
/
𝜕𝑥 , 𝜕𝑣slip, 𝑦

/
𝜕𝑦 ), gradients of slip velocity

in 𝑥- and 𝑦-direction (𝜕𝑣slip
/
𝜕𝑥 , 𝜕𝑣slip

/
𝜕𝑦 ), and gradients of reduced ozone

concentration in 𝑥- and 𝑦-direction (𝜕𝑌O3
g

/
𝜕𝑥 , 𝜕𝑌

O3
g

/
𝜕𝑦 ), as well as the 17

input variables. These data are prepared for training the neural network.

(d) “Training_by_TF.ipynb” is written in Python. The code adopts Tensor-

Flow to build an ANN and uses the data output by “cal_filter_2D.wl” for

training. Data needs to be reordered and normalized before input. For two-

dimensional reaction data, each data entry is sequenced as follows: Δfilter,

𝜀s, 𝜕𝜀s/𝜕𝑥 , 𝜕𝜀s/𝜕𝑦 , 𝜕𝑝/𝜕𝑥 , 𝜕𝑝/𝜕𝑦 , 𝑣slip, 𝜕𝑣slip
/
𝜕𝑥 , 𝜕𝑣slip

/
𝜕𝑦 , 𝑌O3

g ,

𝜕𝑌
O3
g

/
𝜕𝑥 , 𝜕𝑌

O3
g

/
𝜕𝑦 , 𝐻r. The code also supports the training of two-

dimensional drag force data and three-dimensional data.

(e) “SHAP.ipynb” is written in Python. The code uses the package "shap" to

calculate the Shapley values of the trained ANN model. It requires the trained

model and the training or validation data as inputs.

3. Folder, “Others”, contains the other codes that are related to the works in this

thesis.

(a) “exp.wl” is written in Wolfram Language. It support a package “exp” for Wol-

fram programs to calculate cross-sectional averaged values of solids holdup,
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particle velocity, and ozone concentration from the experimental data.

(b) “set_position-L.jou” is a journal file for ANSYS Fluent and is written in

Scheme Language. The code sets monitor lines for the CFB riser according to

Li (2010)’s experiments.

(c) “set_position-W.jou” is a journal file for ANSYS Fluent and is written in

Scheme Language. The code sets monitor lines for the CFB riser according to

Wang (2013)’s experiments.

(d) “set_position-D-W.jou” is a journal file for ANSYS Fluent and is written in

Scheme Language. The code sets monitor lines for the CFB downer according

to Wang (2013)’s experiments.

(e) “export_data_for_downer.py” is written in Python. The code uses pack-

age “pyfluent” to read the data files at different time points that exported by

Fluent. Then, find the variables at the monitor lines that set by the journal

files listed above. Finally, the code will output three data files for each time

point, which include axial data, radial data, and overall data respectively. Each

entry of each data file comprises 𝑥, 𝑦, 𝑣slip, reaction rate (𝑟), 𝑌O3
g , 𝑣g,𝑦, 𝑣s,𝑦,

and 𝜀s. The case and data files of CFB riser reactors can also be processed by

this code with some modifications.

(f) “intDowner.wl” is written in Wolfram Language. It support a package

“intDowner” for Wolfram programs to calculate cross-sectional averaged val-

ues of solids holdup, particle velocity, and ozone concentration from the nu-

merical results. The numerical results are generated by the last code. At the

end of the code, an example is given to show how to use these functions to cal-

culate the time-averaged profiles alone the axial direction of the cross-sectional

averaged numerical results, as shown in Figure 4.4. The calculation expresses

as Equations (4.26), (4.27), and (4.28) in Section 4.4.1. The results of CFB
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riser reactors can also be processed by this code with some modifications.
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