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Abstract

Previous studies of cerebellar function in humans have shown that it is activated by a myriad
of tasks ranging from motor learning and language to working memory and more. These
studies have prompted a deviation from the traditional view of the cerebellum as a purely
motor structure. However, the precise contribution of the cerebellum to these tasks remains

ambiguous.

A prevalent assumption in fMRI studies is interpreting BOLD activation as evidence
of the cerebellum’s involvement in specific tasks. However, this interpretation is potentially
misleading, especially considering that the BOLD signal predominantly represents cere-
bellar input, with output activity largely absent. Consequently, observed activations in the
cerebellum may merely reflect the transmission of signals via fixed anatomical connections

with the neocortex, independent of any requisite cerebellar computations.

To circumvent this interpretative limitation, we present a novel framework. First,
we take advantage of the diversity of tasks in a multi-domain task battery, proposing a
task-invariant model of cortico-cerebellar connectivity. This model predicts cerebellar
activation levels based on neocortical inputs. Building on this, we introduce the concept
of "selective recruitment" to examine cerebellar-specific processes via functional MRI.
Drawing insights from cerebellar patient studies, we validate this framework in the motor
domain, demonstrating that the cerebellum’s input is gated based on task requirements,

with intensified activation at higher speeds.

Venturing into a more complex domain, we test the framework in a working memory
task; A task with subtler deficits and inconclusive cerebellar patient study outcomes. We
reveal that the cerebellum becomes selectively engaged during the encoding of substantial

information loads, as demonstrated with six items in our task.

In sum, our approach of investigating selective cerebellar recruitment, particularly in



areas where patient studies offer limited clarity, paves the way for a more holistic compre-
hension of the cerebellum’s nuanced roles, enriching our appreciation of this intricate "little

brain."

Keywords: Cerebellum, cortico-cerebellar connectivity model, BOLD fMRI, selective re-

cruitment, task-dependent gating



Summary for Lay Audience

Many think of the cerebellum, the so-called "little brain", as merely helping us move
in a coordinated manner. But new studies suggest it is more versatile than we believed it
to be, playing a role in understanding language, making decisions, social interactions, and
even handling emotions. This revelation pushes us to rethink the myriad roles this small
brain structure might hold in our daily lives. Yet, pinning down the exact role of cerebellum

in these tasks has been a challenge.

In pursuit of finding cerebellar function, fMRl—a non-invasive imaging method to
study brain activity—has shown that the cerebellum "lights up" in almost any tasks. However,
the bright spots we see on fMRI images of the cerebellum might not always mean that the
cerebellum is actively working on the task. It might light up simply because its connected
neocortical areas are working. But does this mean that we had better abandon cerebellar
imaging altogether? Are there tasks in which cerebellum specifically lights up, not reflecting

activity in its connected neocortical regions?

In this thesis, we attempted to address these questions by reconsidering how we
study cerebellar function using fMRI and see how it works in tandem with other brain regions,
particularly the neocortex. To do this, we developed a tool to identify the neocortical regions
that are sending input to the cerebellum. With this tool we can then investigate cerebellar
activity in the context of its corresponding neocortical regions and ask which tasks engage
the cerebellum specifically. We coined the term "selective recruitment” to discern when the

cerebellum is uniquely involved.

Our results indicate distinct scenarios where the cerebellum takes the lead: like rapid
alternating movements or encoding extensive information in memory. In essence, our work

offers a fresh lens to understand the roles of this seemingly small brain structure.
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Chapter 1

Introduction

Throughout evolution, the cerebellum has undergone significant transformations. The
presence of cerebellar-like structures can be traced back to early aquatic organisms, in
which they played a role in coordinating movement as part of the vestibular system (Bell et al.,
2008). As vertebrates evolved and became more complex, the cerebellum experienced
a notable increase in size and peaked in humans and primates with an expansion rate

estimated to surpass even that of the neocortex(Barton and Venditti, 2014).

Despite its relatively small size, the human cerebellum houses a remarkable number
of neurons, approximately four times more than what is found in the neocortex (Azevedo
et al., 2009; Herculano-Houzel, 2009). Most of these are densely packed granule cells. The
cerebellum is a highly folded. In fact, the unfolded cerebellum occupies an area that is

roughly equal to 80% of the entire neocortical surface (Sereno et al., 2020).

Based on the deficits observed after cerebellar damage (Holmes| [1939), the cerebel-
lum has historically been associated with motor function. However, in recent decades, it has
become evident that the cerebellum also plays a role in cognition. In humans, our under-
standing of cerebellar function comes from imaging studies. Functional magnetic resonance

imaging (fMRI), in particular, has shown cerebellar activation in nearly all the tasks (King
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et al., [2019). What the cerebellum contributes to different domains of cognition specifically,
nevertheless, remains to be determined. But what has hindered our understanding of its

specific function?

We posit that our failure to ascertain cerebellar function is tied to the way we currently
study it. Traditionally, we have interpreted fMRI activation within brain structures, including
the cerebellum, as an indication of their functional involvement. Nevertheless, two critical
factors cast doubt on this interpretation. Firstly, fMRI activation observed in the cerebellum
predominantly reflects its input (Gagliano et al.,[2022; Mathiesen et al., 2000j; Alahmadi et al.,
2015, 2016). Secondly, the cerebellum and neocortex exhibit extensive interconnections
(Kelly and Strick, |2003) and most of the input to the cerebellar cortex is provided by the
neocortex. These factors raise the question of whether cerebellar activations merely reflect
the activity within corresponding cortical regions. In light of these considerations, we argue
in this thesis that we need to reconsider how we interpret cerebellar fMRI activations, and

we propose a novel approach to investigate cerebellar function using fMRI.

To set the stage, this introductory chapter will cover the required background to
understand our novel approach. First, we will focus on the micro-circuitry present within
the cerebellar cortex and introduce one of the dominant models of cerebellar function
based on this local circuitry. Secondly, to place cerebellar function within a broader context,
we will examine findings from studies that examine the interconnections between the
cerebellum and neocortex. Then, we will explore evidence from research conducted on
healthy individuals and cerebellar patients, highlighting the role of the cerebellum in cognition.
Furthermore, we will discuss the widely accepted concept of the universal cerebellar
transform (UCT), which has implications for understanding cerebellar functionality across
diverse tasks. Lastly, we will address challenges in the study of cerebellar function using

magnetic resonance imaging (fMRI) and outline our attempt to overcome this challenge.
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1.1  Functional neuroanatomy of the cerebellum

In this section, we will explore the fundamental components of the local circuitry in the
cerebellum. Unlike the neocortex, this local circuitry is remarkably uniform throughout
the entire cerebellar cortex. Following this, we will explore the connections between the
cerebellum and the neocortex, which serve as the backbone for the cortico-cerebellar

communication that underlies cognition.

1.1.1 Local circuitry of the cerebellum

Mossy fibers are one of two inputs to the cerebellum. Their primary targets in the cerebellar
cortex are granular cells located in the granular layer. Upon entering the granular layer
they excite multiple granular cells through a diffuse branching pattern. The synaptic sites
where they connect with the granular cells are called mossy rosettes. On average, each

mossy fiber can have 20-50 mossy rosettes (Marr, 1969).

Mossy fibers arise from various sources including the vestibular system, spinal cord,
and Pontine nuclei. The Pontine nuclei, situated within the pons region of the brainstem,
serve as the primary route for transmitting information from motor and associative regions of
the neocortex to the cerebellum (Kelly and Strick, 2003). Unlike mossy fiber projections from
the vestibular system or spinal cord, Pontine mossy fiber projections appear to be part of a
closed loop network connecting the cerebellum and neocortex. Based on their physiological
properties and their evolutionary development, |[Schwarz et al.| (1997) suggested that the
Pontine nuclei are not mere relay stations; rather, they modulate and gate the incoming
neocortical information to ensure its appropriate representation in the cerebellum (Schwarz

et al.,|[1997; Schwarz and Thier, [1999).

Granular cells are the most abundant type of neurons in the brain. A single granular
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cell receives input from 4-5 mossy fibers (D’Angelo, 2018). Axons of a granular cell traverses
the cerebellar folia and form a T-shape branch that travels longitudinally across folia called
parallel fiber. Parallel fibers make excitatory synapses with Purkinje, Basket, Golgi, and

Stellate cells(Figure [1.1]a).

Purkinje cells, characterized by their distinct flat dendritic tree, are the output cells
of the cerebellar cortex. They are aligned with each other, and the parallel fibers run
perpendicular to the plane formed by their dendritic trees. These trees are arranged in a
way such that there is minimum overlap among them. Axons of the Purkinje cells form the

output of the cerebellar cortex, inhibiting cells within deep cerebellar nuclei(Figure [1.ja).

In addition to mossy fibers, climbing fibers also enter the cerebellar cortex. They
originate in inferior olive and make contact with the Purkinje cells right at the base of
the tree. They then ascend the dendritic tree, forming multiple synapses along the way.
This unique synaptic pattern gives rise to what is known as a complex spike. Complex
spikes are characterized by a single initial spike, followed by a series of spikes propagating
through the dendritic tree, accompanied by intense depolarization. This sequence of events
temporarily inhibits the activity of the Purkinje cell. Notably, each Purkinje cell receives
input from a single climbing fiber. These fibers convey information from various sources,
including the proprioceptive system and neocortical regions. Furthermore, the collaterals
of climbing fibers target basket, stellate, and Golgi cells, contributing to the regulation of

activity in granule cells as well(Figure [1.1j).

Output from the cerebellar cortex is projected to the deep cerebellar nuclei (DCN).
DCN comprises of 4 pairs of nuclei: Dentate, Fastigial, Emboliform, and Globose. Informa-
tion from these nuclei is transmitted to neocortex through the thalamus. In humans, the
most distinct Deep cerebellar nucleus is the Dentate nucleus with a tooth-shape structure

visible in the middle of the cerebellar white matter(Figure [T.1pb)

At least three different types of inter-neurons have been identified in the cerebellar
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cortex. Golgi cells are inter-neurons with a wide dendritic tree that is excited by both
mossy fibers in the granular layer and parallel fibers in the Purkinje layer. Golgi cells exhibit
widespread axon branching and inhibit numerous granular cells. The axons of these cells
exhibit significant overlap, indicating extensive connectivity and potential for synchronized
inhibitory influence. Activity of Golgi cells is indispensable as they suppress the activity of

granular cells and prevent excessive activity at the parallel fibers (Figure [1.1h).

Basket cells, like Purkinje cells, possess a flat dendritic structure, although it is less
dense compared to Purkinje cells. In the molecular layer, parallel fibers exert inhibitory
effects on basket cells. The axons of basket cells run perpendicular to the parallel fibers and
inhibit Purkinje cells. Interestingly, the inhibitory influence of a basket cell does not directly
affect the neighboring Purkinje cell, but rather extends to those that are two or three cells

away. As a result, parallel fibers that excite a Purkinje cell are unlikely to inhibit it through a

basket cell (Figure[1.1h).

Stellate cells exhibit a dendritic structure resembling that of basket cells. These
cells can be classified into two types based on the pattern of their axon distribution. Stellate
type A cells project their axons to neighboring Purkinje cells, while stellate type B cells
target Purkinje cells that are not in immediate proximity. Similar to basket cells, stellate
cells receive excitatory input from parallel fibers and play a role in regulating the activity of

Purkinje cells by exerting inhibitory control over them(Figure [1.1).
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a) Local Circuitry b} Cortico-cerabellar circuits

Muched
Brainsiom nucki

Figure 1.1: Cerebellar circuitry. a) An overview of cerebellar microcircuit. This circuitry is
homogeneous across the cerebellar cortex. b) A schematic of cortico-cerebellar connections
on top of a high resolution image. There are multiple closed-loop circuits between the
cerebellum and neocortex. The intricate folding of the cerebellar cortex alongside the
Dentate nucleus is also evident in the image

Marr-Albus-Ito theory of cerebellar function

What is the function of this microcircuit? David Marr (Marr, [1969), James Albus (Albus|,
1971), and Masao lto (Ito, 1989) introduced a model, which still forms - 54 years later -
the basis of our understanding of how the cerebellum work, albeit with minor refinements

(Diedrichsen et al., 2019).

The model is based on the idea that the cerebellum functions as a powerful pattern
recognition and error correction system. According to this model, the incoming information

through mossy fibers undergoes significant expansion due to the abundance of granular
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cells in the cerebellar cortex. This information expansion makes the cerebellum an effective

pattern recognition machine enabling the precise representation of contextual details.

The granular cells then send information to Purkinje cells through activity through
parallel fibers. The input from climbing fibers serves as a teaching signal for supervised
learning. A complex spike causes long term depression (LTD) in the synapses between
parallel fibers and Purkinje cells (lto, [1989). Through this learning process, an association
is formed between a specific pattern of parallel fiber input and a subsequent climbing fiber

activity .

As learning progresses, even in the absence of the teaching signal, the corresponding
parallel fiber activity elicits a reduction in Purkinje cell activity, thereby disinhibiting the deep
cerebellar nuclei. Conceptually, the Marr-Albus-Ito model asserts that a Purkinje cell predicts

its climbing fiber input corresponding to the context provided in parallel fiber.

1.1.2 Closed-loop cortico-cerebellar circuits

The cerebellum-neocortical connections have been a subject of interest since the early
1970s, with early investigations by Brodal in cats (Brodal, |1971) and rhesus monkeys
(Brodall, [1978)). Originally, the prevailing view was that the cerebellum exclusively played a
role in motor function leading to the belief that multiple neocortical regions sent projections
to the cerebellum, while the cerebellum primarily sent projections back only to the motor
areas. However, this perspective underwent a significant shift when Kelly and Strick’s
work demonstrated that the cerebellum also projects to associative areas of the neocortex,

challenging the notion that its connections were solely motor-centric (Kelly and Strick, [2003).

Kelly and Strick (2003) focused on bi-directional projections from the neocortex to
the cerebellum and back. They utilized rabies virus, a neurotropic virus capable of tracing

synaptic connections across multiple neurons. This innovative method allowed them to map
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the anatomical connections spanning multiple synapses in both directions. Using rabies
virus, they discovered that the connectivity between the cerebellar cortex and neocortex
exhibits a topography characterized by numerous parallel closed-loop circuits, wherein A
projects to B and B reciprocates to A (Figure b). Importantly, these circuits extended
beyond motor areas, encompassing higher-order cognitive regions such as the prefrontal

and parietal cortex (Kelly and Strick, 2003).

These findings provided compelling evidence that the cortico-cerebellar commu-
nication network possesses an anatomical foundation extending beyond motor control.
Additionally, it dispelled the notion of a singular, extensive open-loop circuit, instead high-
lighting the presence of multiple parallel closed-loop circuits sub-serving cognitive and
motor function. Nonetheless, the precise contribution of the cerebellum within these circuits
remains elusive. In the following section, we will overview the large body of work that has

led scientists to reconsider how they think about, and investigate cerebellar function.

1.2 Cerebellum and cognition

The evolutionary trajectory of the cerebellum across different species provides valuable
insights into its role in cognition. In primates, the posterior cerebellum, also known as
the neocerebellum, has undergone remarkable expansion at a rate comparable to that
of prefrontal cortex. This unusual enlargement has been suggested to contribute to the

cognitive abilities that sets primates apart from other vertebrates (Barton and Venditti, 2014).

In humans, computational neuroanatomy has revealed that compared to Nean-
derthals, early homo sapiens exhibited relatively larger cerebellar hemispheres but com-
parable parietal lobes, suggesting that it has led to significant differences in cognitive and

social abilities between Neanderthals and early homo sapiens (Kochiyama et al., [2018).

Trans-neuronal viral tracing studies have provided compelling evidence supporting
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the presence of an anatomical foundation for cortico-cerebellar communication that extends
beyond the motor domain (Kelly and Strick, [2003). The existence of these anatomical
connections certainly argues for a cerebellar role in cognition. In humans, resting state
functional connectivity, as a non-invasive indirect measure of structural connectivity has
been used to map the connections between the cerebellum and neocortex. These studies
have demonstrated that the larger portions of the neocerebellum exhibit strong connectivity

with associative regions of the neocortex (Buckner et al., 2011}, Marek et al., |2018).

1.2.1 Insights from neuroimaging and patient studies

Studies of cerebellar patients have contributed substantially to our knowledge of cerebellar
function. These patients typically exhibit prominent motor deficits, such as uncoordinated
limb and eye movements (Bodranghien et al., 2016; Schmahmann, 2004). However, since
the cerebellum is also connected to cognitive regions of the neocortex, it is reasonable to
expect cognitive impairments as well. Several reports have documented various cognitive
deficits, although they are generally milder compared to motor deficits (Schmahmann,
2004). While studies involving cerebellar patients are valuable in confirming the existence of
cognitive deficits, the location of lesions can vary widely among patients, and these lesions
can sometimes co-occur with lesions in other parts of the brain. Consequently, attempts
to replicate previously reported deficits in different patients are occasionally unsuccessful.

This necessitates the use of functional imaging techniques to investigate cerebellar function.

Perhaps the first evidence from neuroimaging indicating the involvement of the
cerebellum in cognitive processes was a study conducted by Petersen et al.| (1989), which
utilized Positron Emission Tomography (PET) to identify activated regions during a language
task. Their results revealed that the cerebellum was engaged in the word generation even if

motoric aspects of the task were controlled for.

Functional magnetic resonance imaging (fMRI) has brought about a paradigm shift
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in understanding the human brain and its operations. fMRI allows for the non-invasive
examination of brain activity with remarkable spatial resolution. By using alterations in blood
oxygenation level as an indirect measure of brain activity, it has played a crucial role in

studies of various brain structures, including the cerebellum.

FMRI studies have demonstrated that the cerebellum is activated by a wide range of
tasks (for a comprehensive overview and meta-analytic approaches, see (Strick et al., 2009
Stoodley et al., 2012; Buckner, 2013} |Stoodley, 2012). In a pivotal study, |King et al. (2019)
explored the richness of cerebellar function utilizing a multi-domain task battery (MDTB)
and showed that for almost any conceivable task, there is discernible activation within the
cerebellum. This led to the identification and mapping of functional territories within the
cerebellum. Subsequently, using a cognitive atlas, they assigned distinct cognitive and motor
functionalities to specific cerebellar regions, as illustrated in Figure This emerging field
of research has made significant progress, aided by advancements in imaging technology,
analysis methods, and modeling techniques, leading to substantial evidence supporting the
notion that the cerebellum is not solely dedicated to motor functions. However, due to the
diverse array of tasks that activate the cerebellum, the presence of mild and less persistent
cognitive deficits in cerebellar patients, and the involvement of other brain structures in
different tasks, pinpointing specific function(s) of the cerebellum in these cognitive domains

has proven challenging.
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Figure 1.2: Functional atlas of the cerebellum. Adapted from dKing et aI.|, |2019[). Using
a multi-domain task battery, the cerebellum was divided into discrete regions. Using an
encoding feature model, each region was then assigned with a term from a cognitive atlas.

The figure summarizes the cognitive and motor domains that have been shown to activate
the cerebellum

In the following section, we describe one of the most popular theories about cerebellar
function which was inspired by its uniform architecture. We will then cover the basics of
functional magnetic resonance imaging with a special focus on the cerebellum and what
has to be taken into account when looking at images of cerebellar task activation. Finally,

we will bring together what has been discussed so far to motivate the idea behind the thesis.

Universal cerebellar transform (UCT) vs multiple functionality

Histology of the cerebellar cortex reveals a remarkably uniform cytoarchitecture. Building
upon this observation, Leiner et al., suggested that the cerebellum contributes to mental

skills in the same way as it contributes to the motor domain, a hypothesis later referred to as
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the "Universal cerebellar transform” (Leiner et al., [1986, 1991; Schmahmann, 2004). Within
this framework, the variations in cerebellar function across different tasks can be attributed
to the diverse connections it forms with the neocortex, brainstem structures, and spinal cord.
This stands in contrast to the neocortex, where distinct localized cellular structures give rise

to highly specialized regions.

In search for the universal cerebellar transform, scientists have put forth various
theories based on the observed motor deficits, among which are prediction (Miall et al.,
1993), timing (lvry and Keele, 1989), and internal models (lto, 1993; Wolpert et al., |1998).
Nevertheless, the primary challenge lies in designing experiments that can effectively test
these hypotheses across diverse task domains such as working memory, social cognition,
language processing, and more. This has hampered the field in making progress through

the generation of falsifiable predictions about the cerebellar function.

This prompted us to question whether it is feasible for the cerebellum to implement
a single transformation across various tasks; perhaps we should reassess our approach
in finding answers to the question of cerebellar function. But what is the implication of the
homogeneous circuitry? To answer this question, we can consider this problem in Marr’s
3 levels of analysis: What is the task that this uniform circuitry tries to solve? (computa-
tion level), How does it solve the task? (algorithmic level), and how is the computation

implemented by neurons within the cerebellum? (implementation level).

From a computational standpoint, diverse tasks undeniably present distinct problems
to address. At the implementation level, the uniform cerebellar circuitry of the cerebellum
implies that all these different functions are achieved using the same "hardware". Yet, at
the algorithmic level, two possibilities emerge. One perspective, as posited by the Uniform
Cerebellar Theory (UCT), is that this circuitry primarily serves a singular algorithmic function
relevant across all tasks. Alternatively, it is possible that this uniform circuitry executes
varied algorithms tailored to the computations specific to each task. As illustrated in Figure

[1.3] this suggests the cerebellum might house multiple functionalities at the algorithmic tier.
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The "multiple functionality" idea motivates the approach to develop precise hypothe-
ses about cerebellar function in specific cognitive domains and to test these ideas with
targeted experiments. It also fits seamlessly with the overarching idea of functional spe-
cialization observed throughout the brain: Just as different parts of the cerebral cortex are
implementing different functions at the algorithmic level, distinct cerebellar regions may also

be adept to implement custom algorithms tailored to unique tasks.

Universal Transform Multiple Functionality
Computation
level
Algorithmic : :
level Uniform Function
t
Ilg\\glementanon Uniform Circuit Uniform Circuit

Figure 1.3: Universal cerebellar transform vs multiple functionality. Adapted from
(Diedrichsen et al., 2019). The schematic figure depicts the Universal Cerebellar Transform
(UCT) and the multiple functionality frameworks within Marr’s three levels of analysis. These
frameworks at the algorithmic level. UCT proposes a unified function at the algorithmic
level, while multiple functionality suggests that multiple functions are achieved at this level,
leading to the emergence of various tasks at the computation level.
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1.3 fMRI of the cerebellum

Compared to other brain structures, the cerebellum has received less attention in fMRI
studies for a number of reasons. First, it is compressed into a small volume, resulting in
intricate folding (Sereno et al., 2020). This intricate folding, combined with the high functional
diversity of the cerebellum, presents technical challenges when attempting to resolve its
distinct functional regions at standard resolutions. Second, apart from the long-standing
assumption that cerebellar function is purely motor related, the relationship between the
BOLD signal and neural activity in the cerebellar cortex differs fundamentally from that

observed in the neocortex, thereby complicating its interpretation.

Nevertheless, advancements in imaging techniques and analytical methods have
resulted in a shift towards increased investigation of the cerebellum in fMRI studies. In this
section, we will provide an overview of these challenges and attempts to overcome them.
Importantly, we will first overview the technical challenges facing imaging the cerebellum
and the attempts that have been made to conquer them. Next, we will go over the origins of
the fMRI signal, the Blood Oxygen Level Dependent (BOLD), with an emphasis on its origin

in the cerebellar cortex which has significant implications for interpreting its activations.

1.3.1 Technical challenges in imaging the cerebellum

The cerebellum presents a series of formidable technical challenges when studied with
functional imaging techniques. One of the primary challenges lies in its composition; It is
densely populated with various types of neurons, all nestled tightly in a limited space. This
complex neural landscape results in tight folds that measure approximately 1-2mm in width
(Braitenberg and Atwood, 1958). Moreover, despite a seemingly uniform cytoarchitecture, it
is now consensus that there is functional diversity across different regions of the cerebellum.

This diversity is shaped by heterogeneous connections that exist between the cerebellum
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and other brain structures such as basal ganglia and various neocortical regions (Kelly and
Strick, 2003, 2004). These characteristics culminate in a compact structure with closely
packed functional areas. At conventional spatial resolutions used in fMRI, discerning these

distinct functional regions is therefore challenging.

Another layer of complexity is added by the natural anatomical variability that ex-
ists between individuals. Just like fingerprints, no two cerebellums are identical, making
standardized imaging interpretations a challenge. Furthermore, the cerebellum’s anterior
regions lie in close vicinity to the inferior parts of the neocortex, making it challenging
to isolate it from these parts of the neocortex. The task of accurately summarizing and
representing the cerebellum’s myriad activations becomes all the more difficult due to these

factors. In this section we will overview the attempts made to tackle these challenges.

Cerebellar normalization

In fMRI, given the high individual variability of brain anatomy, the use of an atlas is crucial
for integrating and comparing data among participants. As a solution, the MNI152 atlas
was developed by averaging anatomical images of 152 healthy subjects, accounting for
differences in overall size of the brain (Fonov et al., [2011). However, this atlas was not
specifically optimized for the cerebellum and lacks the necessary level of detail required
for precise alignment of this brain region (Diedrichsen, |2006). Consequently, a dedicated
atlas specifically designed for the cerebellum was created: This is the Spatially Unbiased
Infra-tentorial Template or SUIT (Diedrichsen, 2006)). Figure shows the cerebellum
transformed to MNI (Fig. [1.4]a)) and SUIT (Fig. b) standard spaces through non-linear
transformation. Evidently, the level of visible details in the SUIT space is higher than in the

MNI space.
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Figure 1.4: Cerebellar normalization. Adapted from (Diedrichsen, 2006). a) Shows
cerebellum normalized to the MNI152 atlas. b) Shows cerebellum normalized to the SUIT
atlas. A comparison between the two normalized cerebellar images reveals that the MNI
normalized version appears blurry and lacks visible detail compared to the SUIT normalized
version. ¢) Location of individual primary fissures following normalization to MNI152. d)
Individual primary fissures after normalization to SUIT atlas. It is evident that the fissures
are more aligned in the SUIT-normalized cerebellum, demonstrating its superiority over the
MNI152- normalized cerebellum.
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A flat representation of the cerebellum

Due to an intricate folding structure, capturing detailed information within single cerebellar
folds becomes exceedingly challenging using standard resolutions in human fMRI imaging.
To overcome this challenge, various approaches have been explored, including one pro-
posed by (Van Essen, 2002), who employed a single anatomical image at 1mm resolution to
reconstruct a cerebellar surface aiming to depict cerebellar folding at a level of accuracy that
captures groups of folia. When volumetric data are projected onto this surface, contiguous
activation loci become fragmented due to the fact that the high level of anatomical detail

cannot be adequately resolved at 1Tmm resolution (Figure[1.5)a).

In another attempt, Diedrichsen and Zotow, (2015) tailored a customized flat rep-
resentation of the cerebellar cortex, enabling a comprehensive visualization of functional
activations within a single view. Their goal was to create a flat surface that, instead of
unfolding cerebellar folia, depicted each cerebellar lobule with an area proportional to the
volumetric space it occupies. They also ensured that clusters of activations observed in the
volumetric data were faithfully represented as clusters in the two-dimensional (2D) presen-
tation (Diedrichsen and Zotow, 2015). This presentation will be used throughout the thesis
to show cerebellar activations (Figure [1.5)b). As a downside, a single spot on the surface

averages across a number of folia, obscuring more detailed functional specializations.
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a) Flatmap b) Flatmap
representing folia representing lobules

Figure 1.5: Flat representation of the cerebellum. Adapted from dDiedrichsen and
Zotow, [2015). a) Shows a flat representation derived from a single anatomical image.
This flatmap aims to depict a 2-D representation of the cerebellum, with resolved folia at

an accuracy possible at 1mm resolution. b) Shows a flat representation that rather than
focusing on resolving folia, aims to show the lobules. This presentation is not a real flattened
cerebellum, rather, it is tailored so that each lobular area is proportional to the volume that
lobule occupies. In this representation, unlike the flatmap in a, the activations appear as
contiguous clusters rather than fragmented activations.

Isolating the cerebellum from neocortex

Another important challenge in imaging the cerebellum is isolating it from its surrounding
tissue including the abutting inferior neocortical areas. This is especially challenging as
the cerebellar cortex and neocortex exhibit the same contrasts on MRI scans. The SUIT
approach is tailored for cerebellar normalization rather than for the entire brain. Hence, it

becomes imperative to ensure a complete isolation of the cerebellum from its surroundings in



1.3. FMRI oF THE CEREBELLUM 19

order to achieve optimal performance of the normalization algorithm. Beyond normalization,
it is important to to prevent activation spillover from nearby inferior and occipital cortices.
Otherwise, there is a risk of misreading cerebellar activation maps, incorrectly attributing
activity to the anterior cerebellum when in fact it originates from the inferior temporal or
occipital areas. To overcome this, Diedrichsen| (2006)) developed a dedicated automated
isolation algorithm to generate a mask specifically for the cerebellum (see Figure for

effect of isolation on an activation map on the flatmap).

a) Without isolation b) With isolation

Figure 1.6: Effect of cerebellar isolation. Isolation of the cerebellum through masking
ensures that there is no spurious activation in the anterior part of the cerebellum. The
presence of false activation in the anterior part of the cerebellum is demonstrated in (a),
while (b) shows that the effect of activity leak is significantly reduced when the cerebellum
is properly isolated through masking.
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1.3.2 Origins of BOLD signal in cerebellar cortex

The BOLD signal reflects the ratio of oxygenated to non-oxygenated blood, and is therefore
only an indirect measure of neural activity. To interpret cerebellar fMRI activation in relation
to cognition, it is crucial to have a clear understanding of which neuronal processes are
reflected in the BOLD signal. In this section, | will first provide an overview of the fundamental
mechanism that underlies changes in the BOLD signal in general. Subsequently, | will
concentrate on understanding the origin of this signal change within the cerebellar cortex,

as it informs the hypotheses we are investigating.

Neurovascular coupling, the interplay between neuronal activity and the vascular
system, forms the foundation of the BOLD signal. When neurons in a specific brain region
become active, their energy demand increases, necessitating elevated supply of oxygen
and glucose. This leads to an increase in blood flow, a process known as the hemodynamic
response. As a result, the proportion of oxygenated hemoglobin in the blood rises. This
discrepancy in oxygenation levels induces changes in the magnetic properties of the blood,
resulting in changes of the BOLD signal. Thus, the BOLD signal indirectly reflects neural
activity and depends on intrinsic vascular properties of the active brain region (Vanlandewijck

et al., 2018).

Neurovascular coupling regulates blood flow; a key contributor to the BOLD signal
(Ogawa et al., [1990; Logothetis| [2003). The release of vasoactive substances, particularly
Nitric Oxide (NO), plays a critical role in vasodilation and the subsequent increase in local
blood flow in response to neuronal activity. In the cerebellar cortex, high levels of NO have
been detected in the granular and molecular layers and almost none in the Purkinje cell

layer (Mapelli et al., 2017; Gagliano et al., 2022).

Notably, research by (Snyder, [1992) and (Southam et al., [1992) has shown that

granular cells and mossy fibers manifest the highest levels of NO in the brain, making these
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two cell types the primary contributors to variations in the BOLD signal. Conversely, Purkinje
cells, the exclusive output of the cerebellar cortex, lack NO. This suggests that their activity
probably does not affect blood flow or the subsequent BOLD signal (Mathiesen et al., 2000).
These factors lead to a distinct interpretation of the BOLD signal between the neocortex
and the cerebellum. In the cerebellum, BOLD activity might predominantly mirror activity
from its connected neocortical regions due to fixed anatomical connections, rather than

indicating a specific cerebellar processing requirement.

1.4 Problem statement and thesis overview

Over the past decades, the cerebellum has been implicated in various tasks, yet its specific
role in each task remains elusive. Inspired by its uniform cytoarchitecture, scientists have
put forth the concept of the universal cerebellar transform, aiming to unravel its function.
This has led to a recurring question in studies of cerebellar function: What is the specific

function of the cerebellum? This question is never raised in relation to the neocortex.

BOLD fMRI has been extensively used to study cerebellar function. Task-based
fMRI activations are often interpreted as evidence of the cerebellum’s involvement in a
given task. However, this reasoning is flawed since these activations primarily reflect the
input to the cerebellum, with mossy fibers carrying information from the Pontine nuclei.
The primary source of input to the Pontine nuclei is the neocortex. Consequently, when
a neocortical region is activated in response to task demands, the resulting activity in the
mossy fibers and granular cells could lead to BOLD activation, irrespective of whether

cerebellar computations are indeed needed for the task.

Does this mean that fMRI provides no further insights into the function of the cere-
bellum? The objective of this thesis is to demonstrate that fMRI remains a potent tool for

studying the cerebellum, yet for it to provide more useful information, we need to re-evaluate
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our investigative lens and how we interpret its results. We introduce the idea of selective
recruitment as a means to study cerebellar function using fMRI: We focus on a single
domain and formulate specific questions about cerebellar involvement in that particular

domain. The two core tenets of this approach are:

1. Hypotheses that are not limited by a unitary cerebellar function, and

2. Analyzing cerebellar activation in the context of the input it receives from the neocortex

rather than in isolation.

To take into account the concurrent activations in the neocortex, in chapter 2 we
developed a task-invariant cortico-cerebellar connectivity model using a multi-domain task
battery. This model can help us identify the neocortical regions that provide input to the
cerebellar region of interest and estimate the expected cerebellar input resulting from these
neocortical regions. we demonstrated that a significant portion of variation in cerebellar
BOLD activity can be accounted for by neocortical activity. However, despite the success
of the model, we observed that there are still proportions of variation in cerebellar activity
that remained unexplained by this static task-invariant model. For the subsequent chapters,
we shifted our focus to explore this part of the cerebellar activity and tested for selective

recruitment.

In chapter 3, we put the idea of selective recruitment to the test in the motor domain.
Here, we have concrete evidence from patient studies that the cerebellum is specifically
required during performance of rapid alternating movements, but not during generation of
high force levels (Mai et al., 1988). We would therefore expect that input to the cerebellum
is up-regulated when fast coordination of finger movements is required. We designed an
alternating finger tapping task in which we could test selective recruitment of the cerebellum

in this domain.

In chapter 4, we shifted our focus to a higher-order cognitive domain and specifically
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investigated the selective involvement of the cerebellum in a working memory task, for which
studies of cerebellar patients have shown relatively milder and less consistent impairments
(Bolcekova et al., [2017). We designed a verbal working memory task involving digit recall
and manipulated cognitive components that have been studied in patients: load (number of
digits to be maintained) and recall direction (the order in which digits are to be retrieved).

Our aim was to identify processes in which the cerebellar input exhibits an up-regulation.

Lastly in chapter 5, we contextualize the findings of the projects presented in this
thesis, connecting them to past research and prevalent ideas about cerebellar function,
particularly the concept of the Universal Cerebellar Transform (UCT). We critically evaluate
this concept and highlight its shortcomings in explaining some of the results derived from
this thesis. Moreover, we review the limitations of the current projects and suggest potential
solutions to mitigate them. We conclude by providing a preliminary roadmap for future

research, extending the studies conducted in this thesis.



Chapter 2

A task-general connectivity model
reveals variation in convergence of
cortical inputs to functional regions of

the cerebellum

2.1 Abstract

While resting-state fMRI studies have provided a broad picture of the connectivity between
human neocortex and cerebellum, the degree of convergence of cortical inputs onto cere-
bellar circuits remains unknown. Does each cerebellar region receive input from a single
cortical area or convergent inputs from multiple cortical areas? Here we use task-based
fMRI data to build a range of cortico-cerebellar connectivity models, each allowing for a
different degree of convergence. We compared these models by their ability to predict cere-
bellar activity patterns for novel Task Sets. Models that allow some degree of convergence

provided the best predictions, arguing for convergence of multiple cortical inputs onto single

24
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cerebellar voxels. Importantly, the degree of convergence varied across the cerebellum
with the highest convergence observed in areas linked to language, working memory, and
social cognition. These findings suggest important differences in the way that functional

subdivisions of the cerebellum support motor and cognitive function.

2.2 Introduction

The last 30 years has witnessed a paradigm shift with regards to cerebellar function, with
broad recognition that this subcortical structure is engaged in many aspects of human
cognition. Since the first report of cerebellar activation in a semantic retrieval task (Petersen
et al.,|[1989), thousands of neuroimaging papers have reported cerebellar recruitment during
a broad range of tasks that cannot be attributed to the motor demands of these tasks.
Functional interpretations include hypotheses concerning how the cerebellum may facilitate
attentional shifts (Allen et al., |1997), stimulus-response mapping (Bischoff-Grethe et al.,
2002), higher order rule processing (Balsters et al., 2013), verbal working memory (Marvel
and Desmond, |2010), language (Fiez, 2016), and social cognition (Van Overwalle et al.,
2015). This body of work has produced functional maps of the cerebellum that depict the
association of particular cognitive processes with different subregions of the cerebellum

(King et al.,2019).

Given the relative uniform cytoarchitecture of the cerebellar cortex, it is assumed
that differences in function mainly arise from variation in the input to the cerebellum. Trans-
synaptic tracing methods employed in non-human primates studies have revealed extensive
reciprocal connections between many frontal and parietal areas and the cerebellum (Dum
and Strick, 2003|; Kelly and Strick, 2003). These studies have highlighted the closed-
loop nature of these connections, with each (neo-)cortical region projecting to a specific
cerebellar region, and receiving input from the same area (Strick et al., 2009). In humans,

resting state functional connectivity analyses have revealed a set of cerebellar networks,
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each one associated with a specific cortical network (Buckner et al., [2011}; Ji et al., 2019;

Marek et al., [2018).

An important unanswered question is whether each cerebellar region receives input
from a restricted cortical region or whether it receives convergent input from multiple
cortical regions. Providing an answer to this question has important implications for our
understanding of cerebellar function. An architecture marked by a one-to-one relationship
between cortical and cerebellar regions would suggest that the function of each cerebellar
region is to fine-tune the dynamics in its cortical input. In contrast, a convergent architecture
would suggest that subregions within the cerebellum integrate information across disparate
cortical regions and may coordinate their interactions. Indeed, recent work in the rodent
brain has suggested convergence of mossy fibers from diverse sources onto the same
cerebellar region (Henschke and Pakan, [2020}; Pisano et al., [2021), or even onto the
same granule cells (Huang et al., [2013). Furthermore, the pattern of cortico-cerebellar
convergence may vary across the cerebellar cortex, similar to how cortical areas show
considerable variation in the degree to which they serve as points of convergence from

other cortical regions (Bertolero et al., [2015; Yeo et al., 2014, 2015).

In the current study we introduce a novel approach to study cortico-cerebellar con-
nectivity. Using the data from a large battery of tasks, we derived models that could be used
to predict the activity in each cerebellar voxel based on the activity pattern in the neocortex.
While this approach allowed us to evaluate the degree of convergence of cortical inputs to
the cerebellar cortex, we recognize that the model could also be evaluated in the opposite
direction, namely, to predict activity in the neocortex based on cerebellar activity patterns.
However, we believe that using the model to make directional predictions from neocortex
to cerebellum is most appropriate for fMRI data. The BOLD signal in the cerebellar cortex
overwhelmingly reflects cortical input (via the pons) with no measurable contribution from
the Purkinje cells, the output neurons of the cerebellar cortex (Mathiesen et al., 2000}

Thomsen et al., 2004} Alahmadi et al., 2016, 2015 Mapelli et al., 2017 Gagliano et al.,
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2022). In contrast, the neocortical BOLD signal reflects many sources including inputs from
other cortical regions, local activity (input and output), as well as ascending input. While the
latter will include cerebellar input via the thalamus, this source is likely to make a relatively
small contribution to the overall BOLD response in the neocortex. As such, the relationship
between neocortical and cerebellar BOLD signals will be most informative in evaluating

cortico-cerebellar connectivity.

We trained multiple models of neocortical-cerebellar connectivity on a fMRI data
set obtained while human participants completed a large task battery that was designed
to engage cognitive processes across a broad range of functional domains (e.g., visual
cognition, memory, attention, cognitive control). The models varied in terms of the degree
of convergence of cortical inputs onto each cerebellar area. To evaluate the models in
a cross-validated fashion, we examined how well each model predicted cerebellar data
obtained from different tasks and/or different participants, using only the corresponding
neocortical data. These analyses reveal a novel picture of cortico-cerebellar connectivity,
one in which the degree of convergence was higher in cerebellar regions associated with

more complex cognitive functions.

2.3 Results

2.3.1 Overview

We compared three models of cortico-cerebellar connectivity by using a region-to-region
predictive modeling approach (Cole et al., 2016; Mell et al., 2021). For each model, the
task-evoked activity in each cerebellar voxel was predicted as a linear combination of task-
evoked activity patterns across the entire neocortex (2.1). As a model of sparse connectivity,
we used a Winner-Take-All (WTA) model which imposes the strong constraint that only a

single cortical region is used to predict the activity in each cerebellar voxel. The other two
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models allowed for some degree of convergence. Models estimated with Lasso Regression
(L1 regularization) find sparse solutions, minimizing the number of cortical inputs by setting
to zero those weights that make a negligible contribution to the predicted activity. Models
estimated with Ridge Regression (L2 regularization) allow for a wide distribution of inputs,
keeping each weight as small as possible. For model input, we used a set of cortical
parcellations that varied in terms of their level of granularity. We trained the models on
cortical and cerebellar fMRI data obtained from 24 participants who performed a task battery
with 29 task conditions (Task Set A, [2.1] A). These were acquired over two sessions on
separate days, with the tasks identical across sessions. These data were used to estimate

the connectivity weights W separately for each model and participant (see Methods).

A Model Training B Model Testing C Model Generalization

Separate experiment

Task Set A (29 Task conditions) Task Set B (32 Task conditions)

Cortical parcels (P) Cortical parcels (P)

test
Cerebellar Sess 4 Cerebellar Cerebellar
voxels voxels voxels
To R - -h RO oemmTTTTTTTTIITS -h TO
'% § within-subject % § across-subject % g
38 test 38 generalization 38
Cerebellar voxels (Q) Cerebellar voxels (Q) Cerebellar voxels (Q)

Regression methods:
Sess 2 “WTA

- Lasso
- Ridge

Cortical parcellations:
80-1848 parcels

Figure 2.1: Connectivity model training and evaluation. (A) Models were trained on Task
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Set A (session 1 and 2) of the multi-domain task battery (MDTB; (King et al., 2019)). Model
hyperparameters were tuned using 4-fold cross validation. Three types of models were used
(WTA, Lasso, Ridge), each with 7 cortical parcellations of different granularity. (B) Models
were tested on an independent Task Set B (session 3 and 4), which included both novel
and common tasks. Models had to predict the cerebellar activity solely from cortical activity
patterns. To avoid the influence of shared noise correlations across cortex and cerebellum,
the models were trained and tested by using cortical and cerebellar activity patterns from
different sessions within each task set (see Methods). (C) As a test of generalization, the
models were used to predict cerebellar activity from cortical data obtained from a separate
experiment (King et al., unpublished data).

To compare the models, we tested their prediction performance on two independent
datasets. First, we used data from the same 24 participants when tested in two different
sessions (Task Set B) that included 18 novel conditions and 14 conditions repeated from
Task Set A B). To predict the cerebellar activity patterns, we used the observed cortical
activity patterns from Task Set B and the estimated connectivity weights (W) from Task Set
A for each participant. Note that because the model predictions relied on a single set of
connectivity weights across all tasks, the input is based only on the cortical activity patterns
without reference to any features of the tasks themselves. Second, we also tested how the

models would generalize when tested with data from a new group of participants tested on

a set of novel tasks C).

The use of separate training and evaluation datasets allowed us to determine the best
task-general model of cortico-cerebellar connectivity without overfitting the data. To validate
that this approach enabled us to distinguish between different forms of cortico-cerebellar
connectivity, we conducted a range of model recovery simulations (see Methods for details).
Using the measured cortical activity for each participant, we generated artificial sets of
cerebellar data imposing either a one-to-one or a many-to-one mapping. Following the pro-
cedure used with the real data, we trained the three models on Task Set A and tested them

on Task Set B. The simulations (2.3) showed that the WTA performed best if each cerebellar
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voxel was connected to only one cortical parcel, whereas ridge regression performed better
if there was substantial convergence, with Lasso performing at an intermediate level. Thus,
despite the presence of some degree of collinearity between the cortical parcels, these
simulations demonstrate that our modeling approach is able to distinguish between different

forms of connectivity.

2.3.2 Cortico-cerebellar connectivity is best captured by models with

convergence

We first compared the different models, asking how well they predicted activity patterns
obtained when the same participants were tested on Task Set B (2.2] A). Models allowing
for some degree of convergence outperformed the WTA model, and this advantage was
observed across all levels of cortical granularity. Indeed, the prediction performance for the
Ridge, Lasso, and WTA models was relatively independent of granularity. Averaged across
all levels of granularity, the Ridge models outperformed the WTA models (F,3 = 47.122,p <
.001). Post-hoc tests revealed that this advantage for the Ridge model was consistent across
all levels of granularity, starting with a parcellation of 80 regions (t,; = 5.172, p < .001). We
also found a significant difference in predictive accuracy between the Ridge and Lasso
model (F;; = 15.055,p < .001). Post-hoc tests showed that there was no significant
difference in predictive accuracy at the lowest level of granularity (f,; = 1.279, p = 0.213),

whereas the difference was significant for the finer parcellations (all ;3 > 10.937, p < .001).
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Figure 2.2: Performance of cortico-cerebellar connectivity models. (A) Predictive
accuracy (Pearson correlation) of the Ridge, Lasso, and WTA regression models for the
test data of Task Set B. (B) Predictive accuracy normalized to the noise ceiling based on
reliability of both cerebellar and cortical data (see Methods)(C) Voxelwise map of inter-
session reliability of the test data. (D) Voxelwise map of predictive accuracy of the Ridge
model (1848 parcels), normalized to the noise ceiling. (E) Observed and predicted activity
for a novel task involving spatial working memory (Spatial Map) and a social cognition task
(Theory of Mind). The spatial map task was not included in Task Set A.
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Figure 2.3: Model recovery simulations demonstrate the ability to identify different forms

of cortico-cerebellar connectivity. Predictive accuracy for Ridge, Lasso, and WTA models

trained and tested on simulated data generated using (A) one-to-one connectivity with

each cerebellar voxel connected only to one randomly selected cortical region (B) broad

convergence with connectivity weights being drawn from a Gaussian distribution. Data were
simulated using the observed cortical activity for Task Set A and B for training and test
data, respectively (see Methods for details). As expected, the WTA model provided the best

prediction for the one-to-one architecture and the Ridge model provided the best prediction

for the convergent architecture.
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of the prediction based on the measured cortical data.
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Figure 2.5: Predictive accuracy for Ridge and WTA models using functional cortical
parcellations ((Yeo et al., 2011};\Schaefer et al.,|2017}; Arslan et al., [2015];|Fan et al., 2016;
Gordon et al., |2016};|Shen et al., 2013), denoted by first author). Predictive performance is
normalized to the noise ceiling. The number of cortical parcels varied from 7 to 330 regions.
All evaluated parcellations are available at github.com/DiedrichsenLab/fs_LR_32/(Zhi
et al., [ 2022).
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Figure 2.6: Hyper-parameter tuning for connectivity models. Predictive accuracy for
Ridge (A) and Lasso (B) models using different regularization coefficients (log-lambda
values) across five levels of granularity, and cross-validated over 4 folds of the training data.
The WTA model did not use a hyper-parameter.

The mean predictive accuracy of the Lasso and Ridge models was 0.257 A).
There are two issues of note here. First, the models predicted activity of individual voxels,

without any smoothing across cerebellar voxels. Thus, the upper bound for the predictive
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accuracy is limited by the reliability of the cerebellar test data. The correlation of the
measured cerebellar activity patterns across the two sessions of Task Set B was, on
average, r = 0.51 (SD = .102). Reliability was fairly consistent across the cerebellum (2.2 C),
with some decreases in lobules I-1V. This dropoff likely reflects the fact that our battery only
included hand and eye movements, and did not activate the lower body representation that
is prominent in this area. Second, predictive accuracy is also limited by the reliability of the
cortical data that was used to make the prediction. This is an especially limiting factor for
WTA models that use fine granularity, since the predictions will be based on data obtained

from a small cortical region.

Given these issues, we calculated a noise ceiling for each model, taking into account
the reliability of the cerebellar data, the reliability of the cortical data, and the effect of
granularity (see Methods, [2.4). As an unbiased comparison of the model predictions,
B re-plots the predictive accuracy of each model normalized by its noise ceiling. As
with the original analysis, the Ridge model significantly outperformed the WTA model
(F123 = 16.49, p < .01), and in post-hoc tests, the advantage was especially pronounced for
finer parcellations (1848 regions; t,3 = 5.073, p < .001). Overall, the noise ceiling calculation
showed that the Ridge model was able to predict approximately 45% of the systematic
variance of the cerebellar activity patterns across tasks (average R2=0.672). While the
predictive accuracy D) was best in anterior motor regions, it was reasonably high across

the entire cerebellar surface.

The predicted and observed activity patterns for two exemplary tasks E) demon-
strate the quality of these predictions at the group level. In both of these examples, (spatial
working memory and social cognition tasks), the connectivity model predicted the pattern
of task activity with a high degree of fidelity. This is especially compelling for the spatial

working memory task as the training set did not include a task with similar characteristics.

To ensure that our results were not biased by the use of an essentially arbitrary

parcellation of the neocortex, we repeated the analysis using a range of published functional
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parcellations. For example, we used a 7-network cortical parcellation based on resting state
fMRI data (Yeo et al., 2011) to train and test the three models. Here, too, the WTA model was
inferior to the Ridge models (7,3 = 2.956, p < .01), with no performance difference between
Ridge and Lasso models (t,3 = —1.235, p = 0.229). The same pattern held when we used
other common functional parcellations of the neocortex (2.5). In summary, these results
demonstrate that models which entail some degree of convergence from the neocortex to
the cerebellum outperform a model in which cerebellar activity is based on input from a
single cortical region. This conclusion holds across a broad range of cortical parcellations

(Zhi et al), [2022).

2.3.3 Convergence of neocortical inputs varies across the cerebellum

To gain insight into where these cortical inputs came from, we visualized the cortical weights
for each of the 10 functional regions of the cerebellum (2.7). As expected given the crossed
connectivity between M1 and lobules IV/V (Kelly and Strick, 2003; Krienen and Buckner,
2009; O'Rellly et al., 2010), the input to the hand regions of the cerebellum (regions 1 and
2) was centered around the contralateral primary sensorimotor cortex with some additional
input from premotor and parietal cortex. Regions 3 and 4 are the other two cerebellar
regions associated with motor function. Activity in region 3, the oculomotor vermis, is
predicted by a bilateral set of cortical regions including the frontal eye fields (FEF), regions
in the intraparietal sulcus, and extrastriate visual regions. Region 4, an area strongly
activated during action observation, is predicted by a bilateral network of regions including
premotor cortex, supplementary motor cortex (SMA) and parietal cortex. Cerebellar regions
5-10, the regions associated with more cognitive processes are predicted by a distributed
set of cortical regions, with stronger input coming from the contralateral cortical hemisphere.
For example, cerebellar region 5, a region restricted to the left cerebellum, receives much
stronger input from the right cerebral hemisphere. In summary, these results suggest that

most cerebellar regions are best predicted by multiple cortical regions, pointing to some
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degree of cortical-cerebellar convergence.
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Figure 2.7: Cortical connectivity weight maps for the Ridge regression model with
1848 cortical parcels for each of 10 functional cerebellar regions. Each region is denoted
by the most important functional term (King et al, 2019). Results are averaged across

participants. Regression weights are in arbitrary units. See Figure 3-animation 1 for a gif

of the connectivity weight maps, and see [2.8|for the corresponding analysis using Lasso
regression. [2.7| has been adapted from Figure 5 from [King et al.| (2019)
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Figure 2.8: Cortical connectivity weight maps for the Lasso model with 1848 cortical
regions. As in the results are averaged across individuals for each of the 10 functional
regions defined on the MDTB data set, with each region denoted by the most important
functional term. Results are averaged across participants and voxels within each cerebellar
region. Regression weights are in arbitrary units.

Visual inspection of the connectivity patterns (2.7) also highlights interregional vari-
ation of convergence. For example, inputs to hand motor regions MDTB (regions 1 & 2)
arise from a relatively small area of the neocortex, while inputs to regions in lobule VII
(regions 3-10) come from a larger area. To quantify this observation, we tallied the number
of non-zero regression weights for each cerebellar voxel as a measure of its input surface

area. For this calculation, we used the Lasso model (80 cortical parcels) since it uses the
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minimal set of cortical areas necessary for predicting each cerebellar voxel. As the Lasso
model forces the estimates of the other weights to zero, it allows for a quantification of
input area without applying an arbitrary threshold. This calculation revealed a substantial
variation in the degree of convergence across the cerebellar cortex (2.9 A). For example,
predicting the activity pattern of voxels within Crus | required inclusion of up to 10% of the
cortical surface whereas predicting the activity of voxels in the anterior lobe required less

than 5% of the neocortex.
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Figure 2.9: Figure 4. Cortico-cerebellar convergence measures using the Lasso model.
(A) Map of the cerebellum showing percentage of cortical parcels with non-zero weights
for the Lasso model (n=80 parcels). (B) Percentage of parcels with non-zero weights for
functional subregions of the cerebellum. (C) Spherical dispersion of the connectivity weights
on the cortical surface for each cerebellar voxel. (D) Average cortical dispersion for each
functional subregion of the cerebellum. Error bars indicate standard error of the mean
across participants. Seefor the same results using Ridge regression.
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Figure 2.10: Cortico-cerebellar convergence measures using the Ridge model. A) Map
of the cerebellum showing percentage of cortical parcels with coefficients for the Ridge
model (n=80 parcels) above threshold (see Methods). B) Percentage of parcels with weights
above threshold for functional subregions of the cerebellum. C) Spherical dispersion of the
connectivity weights on the cortical surface for each cerebellar voxel. D) Average cortical
dispersion for each functional subregion of the cerebellum. Error bars indicate standard
error of the mean across participants.
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Figure 2.11: Percentage of cortical surface across levels of granularity for Lasso
regression model. Calculation is performed as in[2.7]B. The results are averaged across
the two hand regions of the cerebellum (MDTB functional parcellation, regions 1 and 2),
and regions related to narrative and word comprehension (regions 7 and 8).

To statistically analyze these data, we opted to bin the cerebellar data using a
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functional 10-region parcellation of the cerebellum (King et al., 2019). This analysis con-
firmed that the size of the estimated cortical input area differed across functional regions
(Fon07 = 7.244, p < .001, B). The lowest level of convergence was observed for regions 1
and 2, the anterior hand regions of the cerebellum. The highest levels of convergence were
found in regions of the cerebellum associated with more cognitive functions (e.g., regions 7
and 8, areas engaged during language comprehension). Noteworthy, this pattern holds for
cortical parcellations of different levels of granularity (2.11), as well as for the thresholded
coefficients from the Ridge regression models (2.170A, B).

To assess whether these differences were driven by the collinearity of the cortical
data, rather than by cortical-cerebellar connectivity, we ran a simulation (see Methods,
model recovery simulations) in which we replaced the cerebellar data with the activity profile
of the most similar cortical parcel. In this simulation, we did not find any differences in the
area of estimated input across cerebellar regions (Foy0; = 1.762, p = 0.076). Thus, the
observed variation in convergence cannot be explained by the collinearity between different

cortical input regions.

As an independent method to quantify convergence, we determined the spatial
spread of the inputs across the cortical surface. For example, MDTB region 4, which is
activated by action observation, is explained by a set of cortical regions with a relatively
small surface area. Nonetheless these regions are spread widely across the cortex (e.g.,
fusiform gyrus, parietal and premotor regions).For a measure of dispersion, we calculated
the spherical variance of the non-zero connectivity weights on an inflated model for each
cerebral hemisphere (see Methods). This analysis revealed a similar pattern as seen in
the surface area measure C, D, Foyy7 = 18.322, p < .001). For example, the cortical
inputs to the hand motor regions of the cerebellum were more concentrated whereas the

cortical inputs to lobule VII were more dispersed. Again, this pattern also holds for the

Ridge models (2.10|C, D).

In summary, we observed variation in the degree of cortico-cerebellar convergence
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across the cerebellar cortex. In particular, cerebellar motor areas such as the hand region in
lobule V and VIl received relatively focal cortical input whereas cerebellar areas associated
with cognitive processes (e.g., language, working memory) in lobule VIl exhibited a higher

degree of convergence.

2.3.4 Cortico-cerebellar connectivity model predicts new cerebellar

data

A strong test of a model is how well it predicts novel data obtained in contexts distinct from
that data used to develop the model. We conducted a generalization test using data from
a separate experiment involving novel tasks and new participants. The data came from a
study in which participants were trained over multiple sessions on five tasks, selected to

span a set of distinct cognitive domains.

All three model types (WTA, Lasso, Ridge) were evaluated, using the connectivity
weights estimated from Task Set A of the main study. Because the new study had different
participants, we averaged the weights for each model across the individuals in the training
set. These group-averaged weights were then used to predict cerebellar activity patterns for

the new data.

As shown in[2.12] the connectivity models were generally successful in predicting
cerebellar activity patterns for the new dataset. The overall pattern is quite similar to
that seen in the initial model tests (in which we had used data from different tasks) but
involved training and test data from the same participants). Predictive accuracy was stable
across levels of cortical granularity and the Ridge model provided the best overall predictive
accuracy (r = .657) and the WTA (r = .352) the worst predictive accuracy. These results
provide evidence that our cortico-cerebellar connectivity models capture important aspects
of connectivity that are stable both across tasks and participants. Moreover, in accord with

the earlier analyses based on predictions at the individual level, this generalization analysis
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again suggests that approximately 43% of the variation of cerebellar activity across tasks

can be predicted by cortical activity alone.
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Figure 2.12: Figure 5. Generalization to new dataset. Models of cortico-cerebellar
connectivity are tested in a new experiment. Each model is tested across different levels of
cortical granularity. Predictive accuracy is the Pearson correlation between observed and
predicted activity patterns, normalized to the noise ceiling.



46 CHAPTER 2.

2.4 Discussion

To date, models of connectivity between the human neocortex and cerebellum have been
based on fMRI resting-state data (Buckner et al., 2011}, Ji et al., 2019} Marek et al., 2018).
This work demonstrates that each region of the cerebellum receives input from a distinct
set of cortical regions. For example, anterior and posterior cerebellar motor regions show
correlated activity with contral-lateral sensorimotor cortex and non-motor or “cognitive”
cerebellar regions show correlated activity with specific parietal and frontal association

areas.

Despite these important insights, previous work has not been designed to examine
the patterns of convergence between the neocortex and cerebellum. Resting state connec-
tivity maps are generally produced by assigning each cerebellar voxel to a single cortical
network, a de facto winner-take-all model. In the present study, we quantified and compared
models of cortico-cerebellar connectivity. The models differed in the degree of convergence
of cortical inputs to each cerebellar region, ranging from an architecture constrained to a
strict one-to-one mapping to architectures that allowed for distributed inputs. We evaluated
these models in terms of how well they could predict cerebellar activity patterns on a novel
Task Set. For nearly the entire cerebellum, models that allowed for some convergence

predicted cerebellar activity better than the WTA model.

2.4.1 Convergence differs across Cerebellar Circuits

Importantly, the amount of convergence differed across the cerebellar cortex. Specifically,
regions in anterior (lobules I-V) and inferior cerebellum (lobules VIII-X) were well predicted
by a relatively small and concentrated area of the neocortex. In contrast, regions in lobule
VI and especially lobule VII required input from a larger and spatially more dispersed set

of cortical regions that were primarily located in association areas of prefrontal, parietal,
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and cingulate cortex. This finding underscores the heterogeneity of cortico-cerebellar
connectivity with some cerebellar areas functioning in nearly a 1:1 relationship with a single
cortical region, whereas other areas integrate input from a more diverse set of cortical

regions.

This variation bears some resemblance to a motor/cognitive gradient identified from
resting state data (Guell et al., 2018). However, there are a few notable exceptions. First,
based on our evaluation metrics, Region 3 (oculomotor vermis) was best explained by a
large and relatively dispersed set of cortical regions, including intraparietal sulcus, the frontal
eye fields (FEF), and extrastriate visual areas (2.9). Second, sub-regions of lobules IX,
functionally associated with non-motor tasks (Buckner et al., [2011)), are best explained by a
relatively restricted set of cortical regions (2.9]A, C). Thus, rather than following a functional
distinction, it appears that regions with strong convergence are anatomically restricted to
lobules VI and VII, two areas that have disproportionately increased in size during primate

evolution (Balsters et al., 2010).

Variation in cortico-cerebellar connectivity has important implications for theories of
cerebellar function (De Zeeuw et al., 2021; |Diedrichsen et al., 2019} |Henschke and Pakan,
2020). A cerebellar region that forms a closed-loop circuit with a single cortical region can
only fine-tune the computational processes that are ongoing in its connected cortical region.
In contrast, a cerebellar region that receives convergent input would be able to coordinate
the interactions between dispersed cortical regions. Indeed, using a rodent model, Pisano
et al. (2021) have identified cerebellar areas that project back to multiple cortical areas,
providing a substrate by which the cerebellum can influence neuronal dynamics not only in
a focal cortical area but also interactions within networks of cortical areas (Pisano et al.,

2027).
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2.4.2 Task-based vs. resting-state connectivity analyses

While our modeling approach could be applied to resting-state data, we opted to use the
data from the multi-domain task battery for a variety of reasons. First, the breadth of tasks
included in the battery assured that there would be reliable variation in activity across most of
the neocortex and cerebellum, a necessary precondition for building a complete connectivity
model. Second, the dataset allowed us to avoid biases that arise from correlated noise
across abutting cortical and cerebellar regions (Buckner et al., [2011). We used the cortical
activity patterns from one session to predict cerebellar activity patterns in a different session,
relying on the fact that measurement noise is independent across sessions. Third, the
MDTB data set allowed us to test the model across a broad set of tasks and mental states.
While resting-state correlations are predictive of task-based activation patterns (King et al.,
2019; Tavor et al., 2016} |Zhi et al., 2022), resting in an fMRI scanner is arguably a relatively
restricted situation. Our generalization test shows that the connectivity model can robustly

predict activity patterns for new tasks and participants.

2.4.3 Directionality of the model

We opted in the present study to model the correlations between neocortical and cerebellar
activity in a directional manner, making inferences from these data about connectivity from
the neocortex to the cerebellum. We recognize that the two structures communicate with
each other in a closed loop. Our decision to focus on cortico-cerebellar connectivity is based
on studies of cerebellar blood flow in rodents. Increases in cerebellar blood flow, a major
contributor to the BOLD signal, are the result of increases in mossy fiber activity, the primary
input to the cerebellar cortex (Alahmadi et al., 2015| [2016};|Gagliano et al., 2022}, Mapelli
et al., 2017; Mathiesen et al., [2000; Thomsen et al., 2004). In contrast, even a dramatic
increase in the (complex or simple spike) firing rate of Purkinje cells does not produce a

measurable change in blood flow within the cerebellar cortex (Thomsen et al., 2004, 2009).
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Thus, the cerebellar BOLD signal provides a relatively clear image of the cortical inputs to
the cerebellum; importantly, this signal does not provide information about the output of the
cerebellar cortex (or cerebellum in general). In contrast, the BOLD signal in the neocortex
reflects a combination of signals including local inputs/outputs across cortical layers, inputs
from other cortical regions, and ascending inputs such as from the thalamus which will
include input from the cerebellum. Given this asymmetry, a priori, we should expect that
correlations in the fMRI signal between the neocortex and cerebellum will more strongly

reflect the flow of information from the cortex to the cerebellum than the reverse.

Nonetheless, it is possible that some of the convergent inputs identified in our
modeling work may be due to divergent projections from a single cerebellar region to
multiple cortical regions. Indeed, recent viral tracing work has shown that some cerebellar
areas project to the reticular nuclei in the thalamus, which in turn projects to a wide array
of cortical regions (Kelly and Strick, 2003};|Pisano et al., [2021). A complete analysis of the
entire cortico-cerebellar circuit will require the methods such as viral tracing techniques
(Kelly and Strickl, 2003|; Pisano et al., 2021) or functional activation measures that target

key nodes in the ascending pathway (deep cerebellar nuclei, thalamus).

2.4.4 Methodological limitations

Inter-region correlations of fMRI data can of course only provide indirect evidence of true
functional connectivity. As such, it is important to consider methodological limitations that
may influence the validity of our conclusions. From a statistical perspective, it was not
clear, a priori, that we would have the power to distinguish between models of connectivity
given that there can be substantial collinearity between different cortical regions. The
model-recovery simulations A, B) suggest that the present dataset was suitable to
make such inferences, namely, activity patterns in different cortical regions were sufficiently

de-correlated, likely reflecting the use of a broad task battery. Thus, we were able to recover
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the correct model used to simulate the data, regardless of whether we assumed one-to-one

connectivity or different degrees of convergence.

However, the simulations also indicated that the approach (and data) was not suffi-
cient to determine the absolute degree of convergence with high confidence. For example,
the size of the cortical input area for each cerebellar region differed substantially between
the Ridge and Lasso regression models (2.7]vs. [2.8). Nonetheless, the two models result in
similar predictive accuracy when using real data. Therefore, the true extent of the cortical
input to a cerebellar region likely lies somewhere between the extremes provided by the
Ridge and Lasso models. Importantly, this ambiguity does not impact the core observation
that the degree of convergence varies systematically across the cerebellar cortex. Whether
using measures based on cortical surface area or dispersion, the general picture of variation
in connectivity holds for both the Ridge and Lasso models, as well as when using cortical
parcellations of different granularity. Thus, we are confident that the variation in convergence

reflects a stable, method-independent characteristic of the cortico-cerebellar system.

2.4.5 Future directions

Our approach was designed to identify the best task-general model of cortico-cerebellar
connectivity. The connectivity model was able to take cortical activity patterns to make
fairly accurate predictions of cerebellar activity, even when the data were obtained in a
completely separate experiment from that used to build the model. This finding suggests
that a substantial proportion of the cortico-cerebellar communication can be described
by fixed information flow (Cole et al., 2016); that is, each area of the cerebellum simply
receives, independent of task, a copy of the neural activity occurring in the corresponding

cortical areas.

However, the task-general model did not provide a perfect prediction of cerebellar

activity. While these predictions may improve with more training data, we believe that there
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will likely be some systematic failures of the model. Such task-dependent deviations from
the model prediction may offer important insights into cerebellar function, indicating that the
cerebellum is more active than predicted by the cortical activity for some tasks and less for
others. This pattern would suggest a “gating” of cortical input to the cerebellum, perhaps
within the pontine nuclei, which is the main relay station of cortical inputs to the cerebellum.
Rather than just transmitting cortical input to the cerebellar cortex, these nuclei may serve
as an adaptive gate (Schwarz and Thier, 1999), amplifying or attenuating information as a

function of the relative importance of cerebellar processing for the current task.

The models presented here allow us to detect such deviations by comparing the ob-
served cerebellar activity for any task against the activity that is predicted by a task-invariant
connectivity model. As such, the model provides a potent new tool to test hypotheses

concerning cerebellar function.

2.5 Methods

2.5.1 Multi-domain task battery

To build models of cortico-cerebellar connectivity, we used the publicly available multi-
domain task battery dataset, MDTB; (King et al., 2019). The MDTB includes fMRI data
from two independent Task Sets (A & B). Each set consists of 17 tasks, eight of which were
common to both sets. The 26 unique tasks were designed to sample activity during a broad
range of task domains including motor (e.g., sequence production), working memory (e.g.,
2-back task), language (e.g., reading), social (e.g., theory of mind), cognitive control (no-go,
Stroop), and emotion (e.g., facial expression) (see Supplemental Table 1 in (King et al.,

2019)).

24 participants (16 females, 8 males, mean age = 23.8) were scanned during four
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sessions, with Task Set A employed in sessions 1 and 2 and Task Set B in sessions 3 and 4.
Within a session, there were eight 10-minute runs, with each run composed of 17 blocks of
35 s each. Each block involved a unique task and included an initial 5 s instruction period.
Most tasks contained multiple conditions (i.e., different levels of difficulty), resulting in a total

of 47 unique task conditions.

2.5.2 Image acquisition and preprocessing

All fMRI and MRI data were collected on a 3T Siemens Prisma located at the Center for
Functional and Metabolic Mapping at Western University, Canada. The protocol used the
following parameters: 1 s repetition time; field-of-view measuring 20.8 cm; P-to-A phase
encoding direction; 48 slices; 3 mm thickness; in-plane resolution 2.5x2.5 mm2 . In order to
localize and normalize the functional data, a high-resolution anatomical scan (T1-weighted
MPRAGE, 1 mm isotropic resolution) of the whole brain was acquired during the first

session.

Functional data were realigned for head motion artifacts within each session and
different head positions across sessions using a six-parameter rigid body transformation.
The mean functional image was co-registered to the anatomical image and this rigid-body
transformation was applied to all functional images. No smoothing or group normaliza-
tion was applied. SPM12 (www.fil.ion.ucl.ac.uk/spm/doc/spml2_manual.pdf) and

custom-written scripts in MATLAB were used to conduct data pre-processing.

2.5.3 General Linear Model (GLM)

To generate estimates of the activity related to each task condition, a general linear model
(GLM) was fitted to the time series data of each voxel (ti). This was done separately for

each imaging run and Task Set (A & B). The Design matrix for the GLM (Z,) of the GLM
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consisted of the regressors for the different conditions, plus separate regressors for each of
the 5-second task-specific instructions period. For each Task Set, the beta weight for each
task condition was averaged across the 8 runs within a session, resulting in the average
activity estimate for that session (b;) for each voxel. The regressor for Task Set A resulted
in 46 activity estimates (17 Instructions + 29 condition regressors) per session and Task Set

B resulted in 49 activity estimates (17 instructions + 32 conditions regressors) per session.

2.5.4 Neocortex Surface Reconstruction

For each of the 24 participants, the anatomical surfaces of the cortical hemispheres were
reconstructed using the standard recon-all pipeline of the FreeSurfer package (Fischl,[2012)
(v. 5.0). The pipeline included brain extraction, generation of white and pial surfaces,
inflation, and spherical alignment to the symmetric fsLR-32k template (Van Essen et al.,
2011). Individual surfaces were re-sampled to this standard grid, resulting in surfaces with

32,492 vertices per hemisphere.

2.5.5 Spatial Normalization of Cerebellar Data

The cerebellum was isolated and normalized to the high-resolution Spatially Unbiased
Infratentorial Template of the cerebellum using the SUIT toolbox (Diedrichsen, 2006). This
non-linear transformation was applied to both the anatomical and functional data. Task
condition activity estimates (i.e., the beta weights) were resampled to a resolution of 3 mm
isotropic and resliced into SUIT space. The cerebellar isolation mask was edited to remove
voxels in the superior cerebellum that abutted voxels in the primary visual cortex. Functional
images were masked with the cerebellar isolation mask resulting in activation signals that
originate only from the cerebellar cortex. The cerebellar data were visualized using a
surface-based representation of the cerebellar gray matter included in the SUIT toolbox

(Diedrichsen and Zotow, 2015). This flat map is not intended to represent a true unfolding
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of the cerebellar cortex, but rather provides a convenient way to visualize volume-averaged

cerebellar imaging data in a 2d representation.

2.5.6 Connectivity Models

All of the task-based connectivity models were, in essence, multiple-regression models in
which the data for each of cerebellar voxels (yi) was modeled as a linear combination of Q

cortical parcels (X, see next section).
Yy = XWi+e,- (21)

By combining the data (Y), the connectivity weights (W), and the measurement error (E) for

each cerebellar voxels as columns into a single matrix, the entire model could be written as:

Y=XW+E (2.2)

The connectivity approach that we used relied only on task-evoked activity: model
training and testing were done on the fitted time series rather than the full or residual time
series (as done in many other connectivity approaches). We multiplied Z; from the first-level
GLM with the 46 (for training) or 49 (for testing) activity estimates (b;) from the first-level
GLM with the first-level design matrix (Z) to obtain the fitted time series the first-level design
matrix for each session (Z;) from the first-level GLM with tgeq, for each voxel (see General

Linear Model). This was done for both the cortical and the cerebellar voxels.

In calculating the variances and covariances between cortical and cerebellar data
(which are computed in the multiple regression models), this procedure reweighted the
activity estimates to account for the fact that estimates for the instructions were based on
5 s of fMRI data, while estimates for the conditions were based on 10-30 s of data. For

example, the covariance between the cortical and cerebellar time series is:

Y'X = bX"Z7ZbY (2.3)
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Therefore, if we had used the task-evoked activity estimates (b) for cerebellar and
cortical data, but reweighted the influence of each regressor by the diagonal of Z'Z, we
would have obtained similar results. Because of the off-diagonal terms, this method also
mitigates problems that may arise in event-related designs due to correlations between
regressors (Mumford et al., 2012), one example is the estimation covariance between the
instruction period and the task-related regressor that follows immediately afterwards. We
normalized the fitted time series by dividing them by the standard deviation of the residuals
from the first-level GLM. This procedure emphasized voxels with large signal-to-noise ratios
over voxels with low signal-to-noise ratios. The normalized time series were then averaged
within all Q cortical parcels, resulting in a TxQ matrix (X) of cortical features. For the
cerebellum, we modeled each of the P=6937 cerebellar voxels separately (SUIT atlas space
with 3 mm resolution), resulting in a TxP data matrix (Y). The cortical data were further
z-standardized (as in a partial correlation analysis) before entering them into regression

models (see Model Estimation).

When estimating connectivity models, correlated fMRI noise across the cortex and
cerebellum (e.g., head movement, physiological artifacts) can lead to the erroneous de-
tection of connectivity between structures. This is especially problematic for the superior
cerebellum and the directly abutting regions of the occipital and inferior temporal lobes.
To negate the influence of any noise process that was uncorrelated with the tasks, we
used a “crossed” approach to train the models. Because there were two sessions (same
tasks, different order) in each task set (A & B), we were able to predict the cerebellar fitted
time series for the first session by the cortical time series from the second session, and
vice-versa (see[2.7).

ZbX ~ Z,b,Y (2.4)

We did this separately for each task set, and given that the sequence of tasks was random-
ized across sessions, we could conclude from this approach that this prediction was based

on task-related signal changes rather than fluctuations attributable to noise processes given
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that noise is not shared across scanning sessions.

2.5.7 Cortical parcels

We created a set of models that used different levels of granularity to subdivide the cortex.
Specifically, each hemisphere was divided into a set of regular hexagonal parcels, using
icosahedrons with 42, 162, 362, 642, or 1002 parcels per hemisphere (see (Zhi et al.,
2022) for details). Parcels that were completely contained within the medial wall were
excluded, resulting in 80, 304, 670, 1190, or 1848 parcels combined for the left and right
hemisphere. Activity within a parcel was averaged across voxels for each condition, defining

the Q regressors for each model.

The regular icosahedron parcellations are arbitrary in the sense that they do not
align to functional boundaries in the human neocortex more than expected by chance (Zhi
et al., 2022). We therefore also employed functionally-defined parcellations, repeating the

main analyses using 12 different parcellations derived from resting state fMRI data (2.5).

2.5.8 Model Estimation

We used three regression methods to estimate the connectivity matrix W at the individual
participant level. In the core analyses, each of these methods was combined with the
five arbitrary cortical parcellations, resulting in 15 connectivity models. Each method was
selected to favor a specific pattern of cortico-cerebellar connectivity. For the winner-take-all
models, we assumed that the time series of each cerebellar voxel is explained by one
and only one cortical region. To build this model, we simply chose the cortical region
with the highest correlation with the cerebellar voxel in question. The connectivity weight
corresponding to the rest of the cortical regions were set to 0. The other two methods

allowed for some degree of convergence in the cortical input to each cerebellar voxel. Lasso
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regression (least absolute shrinkage and selection operator(Tibshirani, [1996)), seeks to
explain activity in each cerebellar voxel by a restricted set of cortical features. Specifically,
Lasso minimizes the squared-error, plus an additional penalty calculated as the sum of the

absolute values (L1-norm) of the regression coefficients:

W = argmin|[Y — XW|? + AW, (2.5)
w

In contrast, Ridge regression penalizes large connectivity weights, attempting to find
a broad set of cortical regions to explain each cerebellar voxel. Ridge regression minimizes

the following loss function:

W = argmin|[Y — XW/|;2 + A||W|2 (2.6)
w

Both Lasso and Ridge models include a hyperparameter A that must be tuned in
model estimation. The value of these regularization parameters was determined using
gridsearch with 4-fold cross-validation on the training set. We divided the conditions of the
training set into four non-overlapping subsets, reconstructed the time series using tasks
from three of the four subsets and evaluated the model using the left-out subset. [2.6|depicts
the average predictive accuracy for the training set and the optimal value of A for the Lasso

and Ridge models.

2.5.9 Model Testing

After model training with task set A, task set B was used as the test set. We applied the
same procedure to construct the X and Y matrices. We then used the estimated weights for
each model to generate predicted voxel-wise cerebellar activity patterns from the observed
cortical time series. These predictions were generated at each level of granularity for
each participant. Model performance was measured by correlating predicted and observed

cerebellar time series for each voxel. As with the procedure for model training, the cortical
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and cerebellar time series were crossed: Cortical time series from session 3 were used
to predict cerebellar time series from session 4 and vice versa. Model predictions were
calculated separately for each cerebellar voxel and visualized on voxelwise maps of the

cerebellar cortex.

In sum, we evaluated 15 models in which the cortical parcels were based on an
arbitrary icosahedron, based on the combination of three regression methods and five levels
of granularity. For the 12 functionally-defined parcellations (2.5), we limited the evaluation to

the WTA and Ridge models.

2.5.10 Noise Ceiling

For each model evaluated in the current study, the noise ceiling quantifies the expected
performance of each model, under the assumption that the estimated weights reflect the
true connectivity between the neocortex and cerebellum. When predicting the cerebellar
activity patterns, our models are limited by two factors: Measurement noise associated with

the cerebellar data and measurement noise associated with the cortical data.

To estimate these sources of noise, we used the fitted cerebellar time-series for the
two sessions, assuming that each session’s data are composed of the true time series Y*
plus noise €: Y; = Y* + €. If X;W signifies the variance of the true time series , and o-ﬁ
the variance of the noise, then the correlation between the two sessions, i.e. the split-half
reliability, is:

Ty
r(Yl,Yz) = (27)

2 2
oyt 0o

Similarly, the reliability of the prediction, even if we knew the true connectivity weights W, is
limited by the noise on the cortical data X. The prediction X;W has noise variance o%,,,
which can be estimated by calculating the split-half reliability across the two sessions:
oy
rXGW, XoW) = ———— (2.8)

2 2
O'Y+O'XW
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Thus, for the true model the expected correlation would be:

Feeit = TOXiW,Y)) = = r(Y1, Y2)r(X; W, X, W) (2.9)

Ty
\/o% + 0%y \/U?, + 02
Because we do not know the true weights, we use the estimated weights from each model

to estimate the noise ceiling. Thus, the noise ceiling is model dependent, specifying what

the correlation would be if the current model was the true model.

2.5.11 Cortico-Cerebellar Convergence

Two measures were used to assess the amount of convergence of cortical inputs to each
cerebellar voxel. For the first measure, we calculated the percentage of the cortical surface
contributing to the prediction in each cerebellar voxel. We used the estimated weights
from the Lasso regression model with the best unnormalized performance (80 cortical
parcels). We opted to focus on the Lasso model since it sets weights that make a negligible
contribution to the predictions to zero, thus identifying the sparsest cortical input that
explains the cerebellar data. To determine the likely input area, we determined the number
of non-zero coefficients for each cerebellar voxel, and expressed this as a percentage of the
cortical surface. We also repeated these analyses using Ridge regression (2.8). Because
Ridge does not result in zero coefficients, we applied a threshold, counting the number of

connectivity weights with a value one standard above the mean of the weight matrix.

For the second measure, we calculated the dispersion (spherical variance) of the in-
put weights. Using the spherical representation of the cerebral hemispheres from FreeSurfer,
we defined unit vectors v;, pointing from the center of the sphere to the center of each of
the cortical parcels. Each vector was then weighted by the cortico-cerebellar connectivity
weight for that region w;. All negative connectivity weights were set to zero. The spherical

variance for hemisphere h across all Q,, parcels of this hemisphere was defined as:

QL Z W;V;

var, =1 —

(2.10)
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To obtain a composite measure, we averaged the variances for the two hemispheres, with
each weighted by the size of the summed (non-negative) connectivity weights. For summary
and statistical testing, we then averaged the size of the input area, as well as the dispersion,

across cerebellar voxels within each of the 10 functionally defined MDTB regions.

2.5.12 Generalization to new participants

Although the models were trained and tested on distinct datasets with more than half the
tasks unique to each set, the data for training and testing were obtained from the same
set of participants. As a stronger test of generalization, we evaluated the models with
data from a new experiment involving naive participants (n=20, 11 females, 9 males, mean
age=21.3). These participants were trained to perform a 5-task battery (cognitive control,
social prediction, action prediction, visual search, semantic prediction). For each task, there
was an easy and hard condition (e.g., 2-back vs 0-back for cognitive control, high vs low
predictability), along with the task’s associated instruction. Thus, there were a total of 16
conditions when including rest (fixation). Each participant completed five sessions, with
fMRI data obtained in the first, third, and fifth sessions. Within a scanning session, there
were six 11-minute runs, and each run included three repetitions of each task (35 s) with a

10 s rest period prior to each 5 s instruction period.

The participants were scanned on a Siemens MAGNETOM TrioTim syngo MR B17
located in the Henry Wheeler Jr. Brain Imaging Center at the University of California, Berke-
ley. The protocol used the following parameters: 1 s repetition time; field-of-view measuring
20.8 cm; A-to-P phase encoding direction; 48 slices; 3 mm thickness; in-plane resolution
2.5x2.5 mm2. To localize and normalize the functional data, a high-resolution, whole-brain
anatomical scan (T1-weighted MPRAGE, 1mm isotropic resolution) was acquired during the
first session. fMRIPrep(Esteban et al., 2019, 2020)(https://fmriprep.org/en/stable/) was used

to preprocess the anatomical and functional data, following the same analysis procedures
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as conducted for the main experiment.

To generate estimates of activity (beta weights), a General Linear Model (GLM) was
fitted for each voxel to the time series data. Each of the 16 conditions was modeled as a
separate regressor, with this repeated separately for each imaging run. Nipype (https:
//nipype.readthedocs.io/en/latest/) and custom-written scripts in Python were used
to estimate the beta weights from a first-level GLM. To evaluate model generalization to
this new dataset, we used the full set of cortico-cerebellar connectivity models estimated
with the original data set, limiting the analysis to the regular cortical parcellations. Since the
participants were different from the original data set, we averaged the model weights for the
original 24 participants (i.e., 3 model types x 5 levels of granularity). Each model was then
used to predict cerebellar activity from the cortical activity obtained in the new study, with
these predictions compared to actual cerebellar activity at the individual level. Given that the
experiment was a training study, we expected that both the true activation patterns, as well
as the signal-to-noise ratio would change across sessions. We therefore determined the
noise ceiling for each session separately by calculating the reliability across odd and even
runs within each session. The normalized predictive accuracy was determined separately

for each of the three imaging sessions, with the results across sessions averaged.

Data Availability The multi-domain task battery (MDTB) published in King et al.
(2019) was analyzed in the current study. The raw behavioral and whole-brain imag-
ing data generated by this task battery are available on the openneuro data sharing
repository (https://openneuro.org/datasets/ds002105/share). The cortical parcel-
lations used in the current study are available to download from https://github.com/
Diedrichsenlab/fs_LR_32/tree/master, and the cerebellar parcellations and contrast
maps are available to download fromhttps://www.diedrichsenlab.org/imaging/mdtb.
htm. The cerebellar maps are also available for interactive visualization in an atlas viewer
(https://www.diedrichsenlab.org/imaging/AtlasViewer/). Model training and evaluation sum-

mary results are included as additional source data in the manuscript.
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Code Availability The experimental code is publicly available at https://github.

com/maedbhk/cerebellum_connectivity
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Chapter 3

Selective recruitment: Evidence for
task-dependent gating of inputs to the

cerebellum

3.1 Abstract

While fMRI studies have documented cerebellar activity across a wide array of tasks, the
functional contribution of the cerebellum within these task domains remains unclear. Here
we present a new framework to address this problem, asking if neocortical inputs to the
cerebellum are gated in a task-dependent manner. We tested this idea in the context of
finger movements, where the integrity of the cerebellum has been shown to be essential
for the coordination of rapid alternating movements but not grip force generation. While
neocortical and cerebellar activity both increased with increasing speed and force, the
changes in cerebellar activity associated with speed were larger than predicted by an
optimized cortico-cerebellar connectivity model. This suggests a task-specific recruitment

of the cerebellum through gating of information between the cerebellum and neocortex.

63
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More generally, this framework offers a new approach to identify cerebellar contributions to

function using fMRI.

3.2 Introduction

More than 30 years of neuroimaging has revealed that the human cerebellum is activated
in a broad range of tasks including motor (Spraker et al., 2012), language (Petersen et al.,
1989), working memory (Marvel and Desmond, 2010), attention (Allen et al., [1997), social
(Van Overwalle et al., |2015), and visual cognition (Diedrichsen et al., 2019; Van Essen
et al., [2011). The presence of cerebellar activity has often been taken to indicate that the

cerebellum plays a specific functional role in these tasks.

However, there is an important problem with this line of reasoning. The cerebellar
BOLD signal is dominated by mossy fiber input with very little contribution from the output
of the cerebellar cortex, the activity of Purkinje cells (Alahmadi et al., 2015; Gagliano et al.,
2022; Mapelli et al., 2017; Mathiesen et al., [2000; [Thomsen et al., 2004). The mossy fiber
inputs, in turn, arise from a wide array of neocortical areas, including prefrontal and parietal
association cortices. This has been demonstrated directly through viral tracing studies in
non-human primates (Kelly and Strick, [2003), and indirectly through resting-state functional
connectivity (rs-FC) analysis in humans (Buckner et al., 2011}; Ji et al., 2019; Marek et al.,
2018;|O’Reilly et al.,2010). The existence of these anatomical connections certainly argues
for a prominent role of the human cerebellum in cognition in general (Leiner et al., 1986
Strick et al., 2009). However, an increase in the cerebellar BOLD signal need not indicate
that the cerebellum is making a functional contribution to that specific task: Cerebellar
activity could simply reflect the automatic transmission of neocortical activity through fixed
anatomical connections. Indeed, if all cerebellar BOLD activity can be perfectly explained
by its fixed connectivity with the neocortex, then it would be hard to learn anything specific

about cerebellar function from fMRI studies.
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But, what if the neocortical input to the cerebellum was amplified when a specific
contribution from the cerebellum was required? We refer to this idea as the selective
recruitment hypothesis. Such task-dependent gating would make evolutionary sense, given
the substantial metabolic cost of granule cell activity (Attwell and ladecola, 2002};|[Howarth
et al., 2010). In the current study we test the selective recruitment hypothesis in the motor
domain, where clinical studies provide a strong a priori hypothesis: Patients with cerebellar
damage consistently show impairments in performing rapid alternating movements, a
symptom called dysdiadochokinesia (Hallett et al., 1991}, Mai et al., |[1988). In contrast,
these patients are generally able to exert grip forces comparable to healthy controls (Mali
et al., 1988). This clinical dissociation suggests that the computations required to produce
fast alternating finger movement depend more on the cerebellum than those required to

modulate grip force.

To test whether this differential dependency leads to selective recruitment of the
cerebellum during rapid alternating movements, we employed a task involving alternating
finger presses (Figure 1a). Starting at a baseline level of 1Hz and 2.5N, we either increased
the force of the required finger movements, or their speed (Figure 1b). We expected that
increases in speed and force would both result in an increased BOLD signal in the neocortex
and cerebellum (Spraker et al., [2012). The selective recruitment hypothesis predicts that
increases in cerebellar BOLD will be greater for increases in tapping speed compared to
increases in finger force output, even when the neocortical activity is matched between

conditions (Fig 1c).

This comparative approach requires the definition of a neocortical region that can
serve as a control for each cerebellar region of interest. While rs-FC studies (Buckner et al.,
2011} |Ji et al., [2019; Marek et al., [2018) have identified a system of paired neocortical and
cerebellar networks, the 1:1 mapping featured in these networks glosses over the possibility
that cerebellar regions may receive input from more than one neocortical region. To test for

cortico-cerebellar convergence, we recently developed a series of connectivity models (King
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et al., 2023) optimized to predict cerebellar activity patterns from neocortical activity patterns
across a wide array of tasks. Models that allowed graded input from multiple neocortical
regions predicted cerebellar data better than models that allowed input from only a single
region. Thus, we used these models here to obtain predictions of cerebellar activation,
assuming that functional connections are fixed (i.e., task-invariant). These predictions serve

as a baseline against which we test the idea of selective cerebellar recruitment.
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Figure 3.1: Alternating finger tapping task and expected results from selective recruit-
menta) Timeline of events in a single trial. Cues specified the target speed and force level.
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During the press interval, participant alternatively tapped the middle and ring finger. Reward
feedback (e.g., +4) was based on their performance. b) The 5 force-speed combinations.
The baseline condition was performed at the lowest levels of force and speed. For the
other conditions, either the target force or speed increased. Speed indicates the number of
presses to be produced within a 6 s interval. ¢) Expected results for the selective recruitment
hypothesis: For approximately matched neocortical activity levels (x-axis) in the medium
and high conditions (dashed lines), cerebellar activity (y-axis) is expected to be greater for
increases in speed compared to increases in force.

3.3 Results

3.3.1 Dbehavioral performance in the scanner

The group-averaged peak forces and number of taps over the 6s interval are presented in
Table [3.1] Overall, participants performed as instructed. For all individuals the mean force
for each condition was within 80-120% of the target force and the mean number of taps
was +2 of the target number. Trials in which the participant did not perform at the instructed
speed (TOO FAST), produce the instructed number of presses (£2) in time, or tapped with
the wrong finger were considered errors. The high error rate for the baseline condition
reflects the fact that some of the participants had difficulty maintaining the relatively slow
rate, completing the 6 taps in less than the minimum interval of 3s. Error trials were excluded

from the mean performance data and from the imaging analysis.
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Condition Average Force (N) | Number of taps in 6s | Error rate (%)
High Speed 2.93 +0.48 17.72 £ 0.84 5+0.21
Medium Speed 2.84 + 0.45 10.12 + 0.44 1+0.12
Baseline 2.80 + 0.41 6.32 + 0.80 15+ 0.36
Medium Force 6.10 £ 0.49 6.04 + 0.20 4+0.18
High Force 9.73 + 0.66 6.04 + 0.20 2+0.13

Table 3.1: Mean and standard deviation of executed force, speed, and error rate for each
condition across subjects

3.3.2 Increased activation in neocortical and cerebellar motor network

Given that our task involved right-hand movements, we expected to observe prominent
activation in the hand areas of left (contralateral) M1 and S1. This was indeed the case
(Figure 2). Compared to baseline, the combined M1/S1 ROI showed a significant increase in
activation averaged over medium and high force levels (Figure 2a, 115 = 8.45, p = 4.34x10-7),
as well as for the medium and high-speed conditions (Figure 2c, 115 = 5.44, p = 6.87x10-5).
Similarly, activity in the right anterior and posterior motor areas of the cerebellum increased
with increasing force (Figure 2d, t15 = 9.87, p = 5.93x10-8) and speed (Figure 2f; t15 =
4.98, p = 1.62x10-5). These results replicate the findings from previous studies, showing
that activity in the cerebellar hand motor areas are sensitive to parametric variation of force

(Spraker et al., [2012)and speed (Jancke et al., 1999).
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Figure 3.2: Activation in the cortico-cerebellar motor network compared to rest. Activity
maps are shown for high force (left), baseline (middle), and high speed (right) conditions.
High levels of force and speed were chosen to visualize the overall trend in activity increase
with increasing force and speed. (a-c) Lateral and medial surface of the left hemisphere with
the hand area of M1 and S1 indicated by a black outline. (d-f) Flat map of the cerebellum
with anterior and posterior motor areas outlined by black dotted lines. The motor hand area
of the cerebellum was selected from the functional parcellation introduced in (King et al.,
2019)

Visual inspection of Figure 2 suggests that the cerebellar signal is more strongly
modulated by variation in speed than force. However, we cannot use this to infer any
preferential functional role for the cerebellum: It is possible that the BOLD activity in the
associated neocortical areas is also more sensitive to variation in speed, and that the

cerebellar changes simply reflect these neocortical changes.
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3.3.3 ROIl-based comparison of neocortical and cerebellar hand re-

gions

The preceding discussion makes clear that we need to evaluate the change in cerebellar
activity within the context of the activity in neocortical regions that provide input to that
cerebellar region. To do so, we focused on the right-hand area of the human cerebellum, as
defined by a recent functional parcellation (King et al., 2019). To select the corresponding
neocortical area, we assumed in this initial analysis that the contralateral sensorimotor areas
of the neocortex are the only regions that provide input to the cerebellar hand area. To define
the contralateral M1 / S1 hand ROI, we used a cyto-architectonic atlas (see Methods, Figure
2). The observed activation for each condition was averaged in the neocortical/cerebellar
ROls. As expected, activation in both cerebellar and neocortical motor areas increased
with force and speed (Figure 3a). However, the pattern across these two variables was
different for the neocortex and cerebellum. For example, in the neocortex, activity in the
high-speed condition lay between the medium and high force conditions whereas in the
cerebellum, activity in the high-speed condition was larger than in either force condition.

Thus, the cerebellar activity was not simply a monotonic function of the neocortical activity.

A different way of showing this is to correct the cerebellar activity for differences in
neocortical activity. We fit a linear model between these two variables for each participant
(average R2 = 0.58, SE= 0.01). We then computed the residuals of this linear model
for each condition. These residuals indicated whether the cerebellum was more or less
activated than expected given a fixed connectivity model. The signed residuals averaged
for the speed conditions were significantly higher than those for the force conditions (115 =
3.01, p = 8x10-3). Thus, this initial analysis indicates that, in response to an increase in
movement speed, the cerebellar activity increased to a greater degree than expected from

the increases in neocortical activation.



3.3. ResuLrs 71

3.3.4 Model-based comparison of predicted and observed cerebellar

activity

One limitation with our initial analysis is that we assumed that only M1/S1 provides input to
the hand area of the cerebellum. Is it possible that the higher activity in the cerebellum was

caused by fixed inputs from the additional neocortical areas?

The activation patterns for speed and force conditions were not completely matched:
Increases in speed tended to lead to more widespread activations in secondary motor areas
than increases in force. Given this difference, the observed differences in cerebellar activity
may be a result of additional fixed inputs from premotor and supplementary motor areas,

rather than evidence in support of selective recruitment.

To evaluate this hypothesis, we utilized a model of cortico-cerebellar connectivity
derived from a large task battery (King et al., [2019). The best-fitting model indicated that
cerebellar voxels receive convergent inputs from multiple neocortical areas. The connectivity
weights of this model averaged across all voxels in the right cerebellar hand ROl are shown
in Figure 3b (Ridge regression, see Methods). As can be seen, input weights are not
limited to contralateral M1 and S1, but also include premotor and supplementary motor
regions. To determine whether these additional inputs account for the observed differences
in cerebellar activity between conditions, we used the connectivity weights from the model to
predict the cerebellar activity patterns for each participant and condition from the individual’s

neocortical activity patterns.

Using the connectivity model, the predicted and observed cerebellar activations
levels averaged for the selected cerebellar ROI (Figure 3c), were more closely matched
(average R2 = 0.83, SE = 0.07). Nonetheless, the predicted task-specific deviations from
the predictions remained. After accounting for the small differences in predicted activity, the

average signed residual for the two speed conditions was significantly higher than for the
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force conditions (115 = 3.21, p = 5x10-3). In summary, the increases in cerebellar activity
for speed outstripped the activity increases for force, even if we accounted for the activity in

the likely neocortical input regions.

3.3.5 Alternative connectivity models

We recognize that our results are dependent on the connectivity model used to predict
cerebellar activity. To explore the robustness of our results, we considered two other
cortico-cerebellar-connectivity models, one based on a winner-take-all algorithm in which
the cerebellar input is restricted to neocortical area with the highest correlation, and a lasso
regression model that allows for some convergence of neocortical input (King et al., 2023).
We note that, while these models did not perform as well as the Ridge model in predicting
cerebellar activity patterns, each provided reasonable predictive accuracy. When these
connectivity models were applied to the current data set, we obtained a similar pattern
of predictive deviations: The signed residuals were significantly higher for conditions with
higher speeds (winner-take-all: t15 = 2.5, p = 2x10-2, lasso regression: t15 = 3.29, p =

5x10-3, averaged over medium and high levels).

3.3.6 Voxel-wise analysis across the cerebellum

The previous analyses focused on a specific region of the cerebellum, the right-hand motor
areas. These analyses do not address whether there are other cerebellar regions that also
show higher-than-predicted activity for increasing speed, or whether there are cerebellar
regions that show the opposite pattern with higher-than-predicted activity for increasing
force. To address this, we tested for violations of the prediction of the Ridge connectivity
model in each cerebellar voxel. Figure 3c shows the difference between the observed and
predicted activity, displayed as a statistical map of the speed vs. force comparison. Voxels

that showed higher speed sensitivity (relative to neocortical activity) were found in anterior
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and posterior cerebellar motor regions. Additionally, we found higher than predicted activity
in default-mode regions of left crus | + crus Il, as well as in language-related areas of the

right crus | and crus II.

Importantly, we found no cerebellar regions in which the residuals for the high force
conditions were greater than those for the high-speed conditions. Thus, the results show
that deviations from our task-invariant connectivity model selectively arise when the rate

of alternating finger movements increases and that this effect is primarily observed in

task-specific areas of the cerebellum.
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Figure 3.3: Selective recruitment of cerebellum for fast alternating finger movementsa)
Average BOLD activity in the right-hand cerebellar ROI (y-axis) plotted against activity in
the contralateral M1/S1 regions (x-axis). Error bars indicate standard error of the signed
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residuals from the linear regression model within each participant (see Methods). b) Con-
nectivity weights from a group-level connectivity model (Ridge regression) for the cerebellar
motor ROI 25. c¢) Average observed cerebellar activation (y-axis) plotted against average
prediction from the connectivity model (x-axis). The signed residuals were significantly
higher for the speed compared to the force conditions. Note that the predicted activations
for high levels of force and speed are closely matched using the connectivity model. d)
Thresholded map of t-values testing where the residuals for the speed conditions were
greater than the force conditions. No cerebellar voxels showed more positive residuals for
the force compared to the speed conditions (blue, note that the t-tests were two-tailed).

3.3.7 Discussion

Functional neuroimaging studies have shown that the human cerebellum is activated
across a broad range of task domains. However, drawing functional inferences from these
activations is limited by the fact that the BOLD signal in the cerebellar cortex is largely
dominated by mossy-fiber input (Alahmadi et al., 2015, 2016};|Gagliano et al., 2022; Mapelli
et al., 2017; Mathiesen et al., 2000} Thomsen et al., 2004, 2009), which mainly carries
incoming information from neocortex. Thus, it is difficult to draw inferences about the
engagement of the cerebellum by considering cerebellar BOLD activity in isolation; this

signal may simply reflect information transmission through fixed anatomical connections.

Our current experiment clearly illustrates this problem. We found highly significant
increases in the cerebellar BOLD signal for increases in force. This observation could be
interpreted as evidence that the cerebellum is involved in the processes required to generate
higher forces. However clinical studies have shown that cerebellar pathology results in the
impaired ability to produce fast alternating movements, but does not impact maximal force
generation (Mai et al., [1988). Thus, consideration of the changes in the cerebellar BOLD in

response to force would not align with this clinical dissociation.

In the present study, we introduce a more stringent criterion to infer functional
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involvement of the cerebellum: Rather than focusing on activation per se for a given task, the
emphasis should be on whether the cerebellar area exhibits a signature of what we refer to
as selectively recruitment. To establish selective recruitment, we need to interpret cerebellar
activity in the context of the simultaneously occurring neocortical activity. Specifically, the
observed cerebellar activity should be compared to the activity that would be expected if

neocortical activity was transmitted over fixed, task-invariant connections.

To enable this comparison, we drew on a cortico-cerebellar connectivity model (King
et al., [2023) that was optimized to predict cerebellar activity based only on neocortical
activity patterns across a wide array of tasks. This connectivity model provides a carefully
constructed null hypothesis of the expected cerebellar activity given a pattern of neocortical
activity. Note that this prediction takes into account that some functional networks, such as
the fronto-parietal and salience networks, occupy a relatively larger area of the cerebellum
than of the neocortex (Buckner et al., 2011}, Marek et al., 2018), and that there will be
variation in convergence across the cerebellar cortex. As shown in our previous study (King
et al., [2023), this model provides a good prediction of cerebellar activity across a broad
range of tasks, including those not used in developing the model, confirming that a large
proportion of the observed variation of cerebellar activity across tasks can be accounted for

by fixed functional connections between neocortical and cerebellar regions.

Here we ask if there are systematic deviations from these predictions. Specifically,
the selective recruitment hypothesis proposes that neocortical input is upregulated when
the cerebellum is required for a task (and/or downregulated when it is not). If this was true,
we should be able to detect specific violations of the task-invariant connectivity model. The
current results showed selective recruitment of the cerebellum during rapid alternating finger
movements: Activity in the cerebellar hand area increased more when increasing speed as
compared to force. Importantly, this dissociation was observed even when the activity in the
neocortical hand areas was approximately matched across these conditions. These results

provide clear evidence for task-dependent gating (Cole et al., 2021), a signature we take to
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indicate tasks that are dependent on cerebellar computations.

There are a number of possible neural mechanisms that could underlie such task-
dependent regulation. First, gating may occur in the pontine nuclei, which integrates
descending signals from different areas of the neocortex with feedback signals from the
cerebellum (Schwarz and Thier, [1999). The cellular properties of pontine neurons makes
them ideally suited to gate input signals in a state-dependent manner (Schwarz et al.,
1997). Second, gating could be achieved via modulation within the granule cell layer itself,
perhaps by recurrent loops involving inhibitory Golgi cells (Maex and Schutter, [1998)). Finally,
gating may already occur in the neocortex: A recent study (Park et al., [2022) showed more
recruitment of neocortical neurons that project to the pons when controlling the spatial
aspects of joystick manipulation, and more recruitment of neurons that project intra-cortically
or to the striatum when controlling movement amplitude. Because the neocortical BOLD
signal reflects the activity of both neuronal populations, pontine-projecting neurons may
be more engaged during fast alternating movements, even though the fMRI activity is the
same as during the production of high forces. Whichever combination of mechanisms is
responsible for our observed effect, task-dependent gating of inputs to the cerebellum would
be highly adaptive from a metabolic standpoint (Attwell and ladecola, 2002), such that the

costly mossy-fiber system is most activated when cerebellar computation is required.

One drawback of our new approach is that it heavily depends on the connectivity
model that is used to make predictions about the expected cerebellar activity. Here we
considered a range of models, starting from a simple one-to-one connectivity model that only
uses the most likely neocortical input area (in the present study, M1/S1) to full connectivity
models that were optimized to predict cerebellar activity across a large array of tasks.
The latter models allow for the convergence of inputs from multiple neocortical areas and
provide significantly better predictions than a simple one-to-one pairing of cerebellar and
neocortical areas (King et al., 2023). Similar to our earlier work, the full connectivity model

provided better predictions of the current data than the simple ROl approach. These findings
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emphasize the importance of using a model that approximates the true cortico-cerebellar
connectivity as closely as possible. This will be especially important for cognitive regions in
lobules VII, which appear to receive input from an even wider array of regions (King et al.,

2023).

A second limitation of our approach is that the connectivity model as currently
constructed does not predict the absolute level of cerebellar activity, but rather activity for
one condition relative to other conditions. This limitation arises from the fact that the absolute
magnitude of the BOLD signal in the cerebellum depends on many measurement-related
factors, which may differ between the study used to estimate the connectivity model and
a subsequent experiment that draws on this model. To address this uncertainty, we fit
the average numerical relationship between neocortical and cerebellar activity for each
participant separately. Thus, our approach relies on the comparison to a control condition
(here force generation) that activates similar neocortical regions but does not (or to a lesser
degree) rely on the cerebellum. From this we can conclude that the input gain in the speed
condition was higher than in the force condition. Whether this was achieved by a specific

upregulation in the speed condition, or a downregulation in the force condition is unclear.

This leads to question of why cerebellar activity, if it was functionally not important
for pressing harder, increased in the force condition at all. One explanation is that the
cerebellum is, alongside neocortex, functionally involved in the force conditions, perhaps
for accurately maintaining the target force levels (Mai et al., [1988), or for avoiding finger-
to-finger enslaving effects that emerge at high force levels (Brandauer et al., 2012). We
designed our force task to have minimal force accuracy (accepted forces range from 80% to
120% of the target force) and individuation requirements, with the idea that satisfactory task
performance could be achieved with minimal cerebellar involvement during force processing

given the clinical literature.

A more likely explanation is that the force-related increases in cerebellar activity

occur because neural gating is not complete: Neocortical inputs to the cerebellum are
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attenuated when cerebellar function is not required but are not entirely shut down. Given
the diversity of neocortical functions combined with the uncertainty about which function
will rely on cerebellar computation, a partial task-invariant information transmission to the
cerebellar cortex certainly seems functional. If gating is indeed incomplete, then we should
expect to observe increases in cerebellar activity (as here in the force condition) even when

the cerebellum makes minimal contributions to task performance.

In summary, we outline here a new approach for using fMRI data to evaluate hypothe-
ses about cerebellar function. Rather than just showing that the cerebellum is activated
for a specific task, we apply a more stringent criterion, asking if the cerebellum is more
activated than predicted by a task-invariant connectivity model. Tasks that meet this criterion,
especially when compared to control conditions in which cerebellar activity is well predicted
by the connectivity model, will provide strong evidence that cerebellar computations are
important for those tasks. Our results provide an important first validation of this approach
showing that fMRI activity, and therefore likely cortico-pontine-cerebellar input, is modulated
in a task-dependent manner. As expected from clinical observations, we showed that
the cerebellar hand area is selectively more activated for increases in speed relative to
increases in force. The framework developed here in the motor domain where we had
strong a priori expectations of selective recruitment offer a new approach to test for selective
recruitment in cognitive domains where the functional contribution of the cerebellum remains
elusive. More generally, by systematically applying the approach across task domains, we
are positioned to test domain-general hypotheses of cerebellar computation (Diedrichsen

et al., [ 2019).
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3.3.8 STAR Methods

Participants

All participants gave informed consent under an experimental protocol approved by the
institutional review board at Western University. None of the participants reported a history
of neurological or psychiatric disorders or current use of psychoactive medications. A
total of 21 participants started the experiment. Of these, 4 participants were not scanned
because of their poor performance during the behavioral training session. The remaining
17 participants performed the tasks inside the scanner and data for one participant was
excluded due to an incidental finding. Therefore, the analyses were based on the data from

16 participants (8 female, 8 male, mean age = 25, std age = 2)

Apparatus and Stimuli

Participants used a custom-made 5-key finger keyboard to make alternating presses with the
middle and ring finger. A force transducer, located under each key (FSG15N1A, Honeywell
Sensing and Control; dynamic range, 0 —25 N), continuously recorded the isometric force
exerted by each finger at a rate of 500 Hz. We recalibrated each sensor (no force applied) at
the beginning of each run to correct for drift. The applied force was continuously displayed
to the participants in form of 5 short horizontal lines that moved vertically proportional to

force exerted by each finger (Figure 1a: applied forces)

Procedure

Each trial was randomly selected from one of five conditions (Figure 1b). In all conditions,
the response interval lasted for 6 s and participants were instructed to adopt a rate to

distribute their responses evenly across this interval. For the Baseline condition, the target
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force was 2.5 N, and the instructed number of presses was 6 (e.g., optimal performance is
1 response/s). For the increased force conditions, the target force was either 6 N or 10 N,
with the target number of presses fixed at 6. For the increased speed conditions, the target

number of presses was 10 or 18, with the target force fixed at 2.5 N.

A trial started with a short cueing phase (500ms) during which two numeric characters
(3 and 4) were presented on the screen, instructing the participant to tap with the right
middle and ring finger. The required force level was indicated by a gray box that extended
from 80% to 120% of the trial’'s target force (Figure 1a, target force area), and the required

number of presses by either 6, 10, or 18 small gray squares (Figure 1a, instructed speed).

After the cueing face the two rectangles framing the digits turned from white to green,
signaling to the participants to perform alternating finger presses. A horizontal green line
(Figure 1a, timer) started growing from left to right, indicating the passing of time. A press
was registered when the force exceeded 80% of the target force (lower bound of the target
force area). At this point, the force area changed color from gray to green and the color of
the corresponding press square changed. When the force level returned to <1N, the force

area color changed back to gray.

The response interval lasted for 6 s, with participants instructed to adopt a rate such
that their responses were evenly distributed across the response interval. At the end of
a trial, participants received performance feedback. If the participant made the required
number of alternating movements and completed the set of responses within 3 to 6 seconds,
they received visual feedback indicating they had earned 4 points. We acknowledge that
our choice of response time window was liberal, but our main focus was not to match
speeds exactly, but to get sufficient variation across conditions. All other outcomes were
considered errors and were not rewarded (0 points). If the average exerted force for the
trial exceeded 120% of the target force, the experimenter provided verbal feedback, asking
the participant to press less hard. To ensure that the trial was performed at the instructed

speed, the message “TOO FAST” was displayed if total movement time was shorter than 3
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s or if the number of produced presses exceeded the instructed number by more than two
which means that the alternating movement exceeded the instructed rate of finger taps. The
message “TOO SLOW” was displayed if the number of produced presses by the end of the
6 s interval was less than the instructed number of presses. Visual feedback (points or error
message) remained on the screen for 500 ms. After a delay of 500 ms (inter-trial-interval),

the next trial began with the appearance of the cue.

Experimental design

During a training session, participants completed two types of blocks outside the scanner:
5 blocks of the alternating finger tapping task interleaved with 5 blocks of a working memory
task (results not reported in this paper). Each block of the alternating finger tapping task
consisted of 5 repetitions of each of the 5 conditions with the order randomized (total of
25 trials, approx. 5 min/block). Each practice block of the working memory task took

approximately 7 min.

During the scanning session, the participant performed 5 imaging blocks of the finger
tapping task, alternating with 5 blocks of the working memory task. Each block of the
alternating finger tapping task lasted for just over 5 minutes, during which 260 volumes were
collected. Conditions were fully randomized, each repeating 5 times within a block. Four

12-second periods of rest were interleaved randomly between trials.

Image acquisition

MRI data was acquired on a 3T Siemens Prisma at the Center for Functional and Metabolic
Mapping (CFMM) at Western University. A high-resolution whole brain anatomical MPRAGE
image was acquired at the beginning of the scanning session (voxel size = 1 mmg3, Field-
of-view = 25.6x25.6x25.6 cm3. Whole-brain functional images were acquired using an

echo-planar imaging sequence with TR = 1000 ms, TE = 30 ms, voxel size =2.5x2.5x3 mm3,
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Field-of-view = 20.8x20.8x20.8 cm3, 48 slices, P to A phase encoding direction, with multi-
band acceleration factor = 3 (interleaved) and in-plane acceleration factor = 2. Gradient echo
field maps were acquired to correct for distortions due to BO inhomogeneities (acquisition
parameters: voxel size = 3x3x3 mm3, Field-of-view = 24x24x24 cm3). Physiological signals

of heartbeat and respiration were recorded online during each functional run.

fMRI data processing and first level analysis

We used tools from SPM12 (Friston et al., 1994) and custom written code in MATLAB
2018b to process the functional and anatomical data. We defined an individual coordinate
system for each subject by setting the origin of the anatomical image to the approximate
location of the anterior commissure. Anatomical images were segmented into gray matter,
white matter, csf, and skull. Functional images were corrected for head motion using
the six-parameter rigid body transformation and were then co-registered to the individual
anatomical image. The mean functional image and the results of anatomical segmentation
were used to generate a gray matter mask for functional images. Slice timing correction,

smoothing, and group normalization were not applied at this stage.

A GLM was fit to the time series of each run separately using SPM12. Each condition
was modeled as a separate regressor using a 6-sec boxcar covering the response interval,
convolved with a canonical hemodynamic response function (HRF). Error trials (approx.
5% of all trials) were modeled as one single regressor in the GLM and this regressor was
discarded from further analysis. Rest was not modeled as a separate condition but served
as the implicit baseline, captured by the intercept term. Beta weights estimated by the first
level GLM were divided by residual-root-mean-square image resulting in normalized activity

estimates for each voxel, condition, and run.
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Cerebellar normalization

The cerebellum was isolated from the rest of the brain and segmented into white and gray
matter using the Spatially Unbiased Infratentorial Template (SUIT) toolbox (Diedrichsen,
2006), followed in some cases by hand correction. Cerebellar white matter and gray
matter probabilistic maps were deformed simultaneously into SUIT atlas space using a
non-linear deformation algorithm (Ashburner, |2007). The deformation was applied to both
anatomical images, and the normalized beta weights from the first level GLM. Before
normalization, the isolation mask was applied to discard the influence of adjacent inferior
and occipital neocortical areas. For visualizations, the functional maps were projected
onto a flat representation of the cerebellum (Diedrichsen and Zotow, 2015) using the SUIT

toolbox.

Neocortical normalization

For each participant, the anatomical image was used to reconstruct neocortical white matter
and pial surface using Freesurfer (Fischl, 2012). Reconstructed surfaces were inflated to
a sphere and registered to the fsLR 32k node template (Van Essen et al., 2011) using a
sulcal-depth map and local curvature. Neocortical activity patterns were projected onto
these surfaces by averaging the activation values of voxels touching the line between

corresponding vertices of the individual white matter and pial surface.

Region of interest (ROI) approach

For the main analyses, we focused on the hand motor area of the cerebellum derived from a
multi-domain functional parcellation of the cerebellum (King et al., 2019). This ROI consisted
of a superior (lobules V/VI) and an inferior (lobule VIIl) component. For the neocortex, we

used a cytoarchitectonically defined primary sensorimotor area (motor: BA4; sensory: BA
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3a,3b,1,2) based on a surface-based probabilistic atlas (Fischl et al., 2008). To limit the
ROI to the hand area, we selected the area 1.5 cm above and below the hand knob in the
central sulcus (Yousry et al., [1997). For the initial comparison of cerebellar and neocortical

activation, we averaged the activations within each selected region of interest.

Connectivity model

To take into account the possible convergence of neocortical inputs onto cerebellar circuits,
we used a task-invariant model of cortico-cerebellar connectivity (King et al., [2023) that
models activity in each cerebellar voxel as a linear combination of neocortical inputs. The
model was estimated on an openly available dataset that consisted of two sets of tasks
spanning a large range of motor and cognitive domains (King et al., 2019). Each task set
was performed in two sessions. For each participant, the neocortical surface was subdivided
using an icosahedron parcellation, with the parcellation varying from 80-1848 parcels. The
functional data within these parcels was averaged and then a matrix of neocortical predictors
was constructed to serve as the input to the model. Three models (Winner-takes-all, Lasso,
and Ridge regression) were trained to predict the activity of each cerebellar voxel in SUIT

atlas space based on these inputs.

The first task set was used to estimate the connectivity weights for each model (King
et al., 2023). The second task (independent data containing multiple novel tasks) was used
to evaluate the trained models. Predictive accuracy of the model was defined as the Pearson
correlation between the observed and predicted response profile of each voxel across the
tasks. For this paper, we selected the model that had the highest predictive accuracy across
subjects, a ridge-regression model with 1848 neocortical parcels/predictors. The group
level matrix of connectivity weights was constructed by averaging weights from the best

model across the 24 participants of that study.

The group connectivity weights were used to predict cerebellar activity in SUIT space
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(resampled to the same 3mm isotropic resolution used when estimating the connectivity
weights). Neocortical activations estimates were averaged within each neocortical parcel.
The matrix of neocortical activations was multiplied using the group-averaged connectivity

weights to arrive at the prediction for each cerebellar voxel.

As in (King et al., 2023) we adopted a crossed approach. We split the data set
into two odd and even runs and predicted cerebellar activity patterns in one half of the
data from the neocortical activity in the other half. This procedure ensures that successful
predictions are not caused by correlated noise-processes across spatially adjacent regions

of the neocortex and cerebellum (Buckner et al., 2011).

Given that weights were derived from a different dataset with different subjects and
different signal to noise ratios (SNR), we fitted a linear regression line (without intercept) for
each participant between the observed cerebellar activation and the model predictions. The
slope of the line accounts for differences in SNR between the two datasets. The residuals

from this regression analysis were then used for statistical testing across participants.
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Working memory in the cerebellum

4.1 Introduction

Historically thought to be a motor structure, the cerebellum is now under the spotlight for
its possible involvement in cognitive processes, including working memory. Its functional
involvement in working memory tasks is supported by transneuronal viral tracing studies
which have shown reciprocal connections between the cerebellum and the prefrontal and
parietal cortices (Kelly and Strick, 2003). Further support comes from studies of cerebellar
patients showing working memory deficits, albeit mild compared to motor deficits (Peterburs

et al., |2010; Kirschen et al., 2008, |Leggio et al., 2000; Stoodley, [2012).

Working memory deficits in cerebellar patients have been shown to be modality-
specific with verbal span tasks demonstrating most pronounced deficits (Ravizza et al.,
2006). In addition, the nature of the reported deficits appears to be related to the location of
the lesion. For instance, disruptions in rehearsal mechanisms have been linked to lesions in
the right cerebellum (Starowicz-Filip et al., 2021}; Pleger and Timmann, 2018). Additionally,
the impairments are more pronounced in backward span tasks where participants are

presented with a sequence of items, such as digits or letters, and are required to recall them

86



4.1. INTRODUCTION 87

in the opposite order to which they were presented (Ravizza et al., 2006).

The reported deficits, nevertheless, have not been replicated as they are largely
dependent on the location, size, and onset of the lesion (Hokkanen et al., [2006). In addition,
lesions like degeneration often co-occur with lesions in other brain structures such as
neocortex. To complicate it even more, cognitive deficits in cerebellar patients are, in
general, more subtle and sometimes temporary. These factors make it difficult to draw

conclusions about cerebellar function solely based on patient studies.

Task-based fMRI offers a promising avenue to investigating cerebellar function. Work-
ing memory tasks have shown robust fMRI activation in hemispheric regions of lobules
VI, VI, and VIII (Desmond et al., (1997 |Chen and Desmond, |2005). These regions, as-
sociated with the fronto-parietal resting state network (Buckner et al., 2011) are known to
respond to a broad spectrum of cognitively demanding tasks, serving as integral parts of

the multi-demand network (Assem et al., 2022).

Interpreting the functional significance of these BOLD activation, however, is more
difficult, because activation in itself does not mean that a region plays causal role in
a behavior. In the cerebellar cortex, BOLD signal predominantly reflects activity in the
incoming mossy fibers, while the output activity is largely absent (Mathiesen et al., 2000;
Alahmadi et al., 2016; Gagliano et al., [2022). This implies that the cerebellar BOLD signal
is primarily driven by input originating from the neocortex. Therefore, when a neocortical
area is activated, we may observe BOLD activation at the cerebellum’s input, irrespective of

its specific relevance to the processing demands of the task.

To overcome this challenge, we introduced the idea of selective recruitment. It
posits that the input to the cerebellum is gated in a task-dependent manner such that it is
only up-regulated when specific cerebellar processing is needed (Shahshahani et al., [2023).
In the context of task-based fMRI BOLD activation this implies that when cerebellum is not

explicitly required, the level of activation at its input can be predicted by the activity levels in
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the neocortex. However, when cerebellar processing is necessary, its activation elevates. In
Chapter 3, we tested this idea in the context of the well-established causal function of the
cerebellum in motor control, showing up-regulation of inputs during the rapid coordination

of finger movements relative to the production of larger finger forces.

In this chapter, we will use the same approach to ask which working memory
process(es), if any, selectively recruits the cerebellum. Based on reported deficits in
cerebellar patients, we chose to manipulate both the load (how many digits have to be
remembered) and recall direction (forward vs. backward) in a digit span task. Additionally,

we designed the experiment so that we could dissociate the stage of encoding and retrieval.

Before testing which of these processes would lead to a selective recruitment of the
cerebellum, the experiment also provided us an opportunity to reassess past hypotheses
about the cerebellum’s role in working memory. In this context, we specifically aimed to test
three hypotheses about the functional specialization of the multi-demand network within
the cerebellum: First, we tested for laterality of cerebellar responses, as been shown in
previous studies of language-related processes (Desmond et al., (1997} [Marién and Borgatti,
2018; |Murdoch, [2010). We then explored whether there are any differences between
the processes that engage the superior cerebellum and those that engage the inferior as
suggested by previous studies (Desmond et al., |[1997};|Chen and Desmond, |2005). Lastly,
we asked whether the sub-regions within the hierarchy of the multi-demand network show

any variations in their responses to our digit span task.
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4.2 Results

4.2.1 Behavioral task in the scanner

To study the processes of working memory, we implemented a digit span task requiring
participants to memorize and subsequently recall a sequence of visually displayed digits.
The task’s design was a 2-by-2-by-3 structure, involving three factors (Figure [4.1]a). Each
trial sequence began with a brief 500-ms cue phase that signaled the recall direction
(forward or backward) and the memory load (2, 4, 6) for the upcoming trial. The cue phase

was immediately followed by the encoding phase.

During the encoding phase, digits were sequentially displayed from left to right. Each
digit stayed on the screen for one second, after which it either transformed into a hashtag
symbol (#), indicating it was a digit to be remembered (memory digit), or it stayed visible
(non-memory digit). Participants were tasked with memorizing the digits designated as

memory digits.

Following the encoding phase, there was a one-second delay during which partici-
pants are supposed to maintain the digits in their memory. The task included both Go and
No-go trials. In the Go trials, this brief delay preceded the retrieval phase, where participants
were given time to retrieve and reproduce the mixed sequence of memory and non-memory
digits. Participants were instructed to reverse the order during retrieval. In No-go trials,

there was no retrieval phase; instead, the next began immediately after the one-second

delay (Figure [4.1]b).

In this task, digits are presented visually; Some digits remain on the screen and
some are masked. The initial information is presented visually. Participants are then reading
and rehearsing the digits sub-vocally meaning that verbal processes are at work in encoding

and retrieval. Therefore, while the task involves visual elements, it predominantly engages
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verbal working memory processes, thus can be classified as a verbal working memory task.

a) 2*2*3 Design b) Timeline of task events

Levels

Phase |Encoding | Retrieval

Recall

B Backwards _
Or

Factors

direction BW Fw
No-go
Load 2 | 4 | 6 (next trial)
| | >
Cue Encoding Delay Retrieval
(500ms) (6000ms) (1000ms) (7000ms)

Figure 4.1: The digit span task. a) Factors included in the task and their respective levels.
b) Timeline of events happening within the task. Cue phase signals the recall direction and
memory load of the upcoming trial (blue for backward condition and yellow for forward).
Encoding phase starts after the cue phase. A sequence of 6 digits start appearing on the
screen, with memory digits being masked after 1 second and non-memory digits remaining
on the screen. After a one-second pause, the task either progresses to the retrieval phase
(Go trial) or skips to the beginning of the next trial (No-go trials).

Accuracy was calculated as the percentage of trials where participants made no
errors in retrieving the memory digits. Overall performance of the participants is represented
in Figure4.2] As expected, accuracy was lower for conditions with backward recall compared
to forwards recall. Moreover, as the memory load increases, the accuracy goes down.
A two-way repeated measures ANOVA with load (2, 4, 6) and recall direction (forward,
backward) as factors showed main effects of load (F,3 = 15.36,p = 0.00) and recall

direction (Fy 15 = 5.4, p = 0.03)
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Figure 4.2: Behavioural performance inside the scanner. Figure shows percentage of
correct trials. As expected, % of correct trials dropped with increasing load. Additionally,
participants tend to make more errors during backwards recall

4.2.2 Overview of activation in the working memory network

Our digit span task required participants to memorize visually presented sequences of
digits, maintaining them, and retrieving them while performing them as a sequence of finger
presses. This makes it an example of a verbal working memory task. As expected, we
observed high activity in the fronto-parietal network in neocortex during encoding, which has

been previously associated with verbal working memory (Owen et al.,[2005). Additionally,

since the retrieval phase involved finger presses, we not only observed activations in the

fronto-parietal network, but also in the motor cortices (Figure [4.3]- upper panel).

Within the cerebellum, encoding of memory digits led to high activation in both

superior and inferior cerebellum. Specifically, we saw activation in areas that have been
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shown to be parts of a multi-demand system (Nettekoven et al., In prep). Visually, in line
with previous studies of verbal working memory, we observed higher activation in the right
cerebellar hemisphere compared to left hemisphere (Desmond and Fiez, [1998). Similar to
the neocortex, retrieval phase elicited activation in the right hand area of the cerebellum as

well (Figure [4.3] - lower panel).

Overall, retrieval phase elicited higher activation compared to encoding both in the
cerebellum and neocortex. In the cerebellum, in line with previous studies, activity is
observed in lateral parts of lobule VI, extending to Crus I. In the inferior cerebellum, inline
with previous studies, activity mainly covers lobules Vllb and Vllla (Chen and Desmond,

2005) and further extends to Vlllb, particularly during retrieval (Figure
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a)Encoding b)Retrieval

Activation (a.u.)
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Figure 4.3: Average activation in the cortico-cerebellar network for working memory.
a) group-averaged activation during the phase when the participants are encoding the digits.
Upper two panels show lateral and medial surface of the left hemisphere. Lower panel
shows cerebellum as a flatmap. As expected, the regions within frontal and parietal cortices
show high activations. In the cerebellum, high activity is observed in lobule VI extending into
Crus |. Additionally, in the inferior part, Lobules Vlib, Vllla, and VlllIb show high activity. b)
shows activation during the retrieval phase when participants are retrieving memory digits
and performing the sequence of finger presses. In addition to the areas activated during
encoding, high activation is observed in M1 and right hand area of the cerebellum attributed
to finger presses.

As shown earlier in Figure [4.1]a, we tested participants on encoding different number
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of items in their memory (Load factor). To identify regions that exhibited increased activation
in response to increasing load, we created a load contrast by comparing conditions with
high load (6 digits) to those with low load (2 digits) during forward recall. By specifically
focusing on forward conditions, we aimed to eliminate potential effects in working memory
processes resulting from reversing the serial order. Additionally, our task included backward
recall conditions, wherein participants were instructed to reverse the order of the digits
during retrieval. To find cerebellar and neocortical regions that show heightened activation
in response to this order reversal, we calculated a recall direction contrast. The contrast

was calculated by subtracting forward conditions from backward conditions.

In summary, we found activity in all multi-demand regions of the neocortex and
cerebellum, with all regions showing some sensitivity to load and to the recall direction.
Notably, load effect appears more pronounced during encoding, whereas the recall direction
effect is more evident during retrieval. This suggests that the order reversal likely occurred

during the retrieval process (4.4).
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Figure 4.4: Load and recall direction contrasts a) During encoding and b) during retrieval.
Regions of multi-demand network show high activations in both load and recall direction
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contrasts. Load effect appears to be more pronounced during encoding compared to
retrieval. While the recall direction effect is smaller compared to load effect during both
encoding and retrieval. However, it can be seen that the recall direction effect is more
pronounced during retrieval compared to encoding.

4.2.3 Functional topography of regions sub-serving working memory

The multi-demand network as a whole exhibits increased activation throughout the task
(Figure [4.3). We looked for functional specialization within this broad network by examining
the variations in responses among its subdivisions. We investigated three different axes
along which we could subdivide this network: Left and right, superior (VI+Crus I) and
inferior (Vllb and Vllla), and finally sub-regions D1-D4 defined in a data-driven hierarchical

parcellation.

Laterality of the multi-demand network in the digits span task

Given that we used a verbal working memory task, based on previous studies, we expected
to see more right-lateralized activity in the cerebellum, compared to a visual or spatial task
(Gatti et al., 2021}, Thirling et al., 2012). Consistent with these findings, we found that the
right hemispheric part of the multi-demand network displayed significantly greater activation
than its left counterpart (Paired t-test: #;5 = 5.99, p = 2.46e — 5, Figure [4.5). Therefore,
for the rest of the analysis, we will only focus on the right hemisphere of the cerebellar

multi-demand network.

Differential engagement of cerebellar lobules during encoding and retrieval

We evaluated a series of hypotheses positing functional specialization of cerebellar regions

along the superior/inferior axis in the context of working memory. Firstly, previous studies
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involving cerebellar patients have revealed a modality-specific dissociation within the inferior
cerebellum, with the right inferior cerebellum being involved in verbal working memory tasks
when stimuli is presented visually, and the left inferior cerebellum being implicated in tasks
with auditory stimuli (Marvel and Desmond, [2010). Inline with this notion, given that stimuli
is presented visually in our task, we observed significant increases in encoding and retrieval

activation within the right inferior cerebellum (#,5 > 5.56, p < 5.43¢ - 5),

Second, Marvel and Desmond (2010) found a functional dissociation between the
superior (VI + Crus 1) and inferior (Vllb + Vllla) cerebellum. They suggested that the superior
cerebellum is involved in speech planning happening during covert reading of letters. In
line with their hypothesis, we found significant activation in the superior part of the right
multi-demand network during encoding and retrieval phases, since both involve covert

reading of digits from the screen.

Furthermore, they suggested that the inferior cerebellum plays a role in maintaining
phonological information over time. Given this hypothesis, and considering that our encoding
condition involves both subvocal rehearsal and maintaining information through a one-
second delay, we expected to see greater encoding activation in the inferior cerebellum
compared to retrieval activation. To test this hypothesis, we performed a 2-way repeated
measures ANOVA with task phase (encoding, retrieval) and quadrant (superior, inferior) as
factors, and average activation as the dependent variable. We found a significant interaction
between quadrant and task phase (Fy,5 = 23.52, p = 2e — 4). Surprisingly, contrary to the
prediction, post-hoc tests revealed that activation in the right inferior cerebellum was instead
more activated during retrieval compared to encoding (Figure [4.5a). Given the assumption
that maintaining phonological information is particularly relevant during the 1-second delay,
this result challenges the notion that the inferior right quadrant of the multi-demand network

plays a crucial role in phonological storage.
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Lobular specificity of the multi-demand network in load and recall direction effects

Another prediction of the idea that the inferior right quadrant is especially engaged in the
phonological storage, is that we should find an especially high load effect in this area.
However, when we summarized the load effect (see above) within the quadrants on the
right hemisphere, the two-way repeated measures ANOVA showed no significant phase by
superior/inferior effect (F, ;5 = 0.8, p = 0.38), leading to no evidence for a differentially high

load effect in the right inferior quadrant.

Recall direction effect (see above) on the other hand, would require more sub-vocal
rehearsal and hence, this idea predicts that this effect is especially high in the right superior
quadrant. However, we found no evidence for regional specialization of this contrast along

the superior/inferior axis (Fy,s = 0.3, p = 0.056, Figure [4.5p).

Thus, our data did not support the predicted functional differentiation of the multi-
demand network along the superior and inferior axis with subvocal control processes
(superior) and phonological storage (inferior). Only the special engagement of the inferior
right quadrant during the retrieval phase suggests some functional differentiation (see

discussion).

b) c)
Right Right

[
11

Retrieval

o

0.15 0.1 0.05 0 0.05 0.1 0.15 0 0.02 0.04 0.06 0 0.02 0.04 0.06

Average Phase Activation Load6 - Load2 BW - FW

Figure 4.5: Average activation during encoding and retrieval within the multi-demand
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network. a) Left panel shows the superior (yellow) and inferior (blue) parts of the multi-
demand network. On average we see that activation within the right half is significantly
higher than the left half. This is true for both anterior and posterior parts. Contrary to our
predictions, within the right inferior quadrant, we found significantly higher activation in
retrieval, compared to encoding. b) load and c) recall direction effects summarized within
the right half of multi-demand network. Neither of these effects showed any evidence for
differentiation between right superior and inferior quadrants. It can be seen that the size of
these effects are closely matching within encoding and retrieval

Sub-regional specificity of multi-demand network in load and recall direction effect

An alternative approach to subdivide the multi-demand network was recently suggested by
a data-driven approach utilizing a range of task-based fMRI studies (Nettekoven et al., in
prep), wherein this broad network is further sub-divided into smaller sub-regions (D1 - D4).
The sub-regions are identified based on the similarity of their activity profiles across a wide
range of tasks. Even though these sub-regions have comparable activity profiles, we asked
whether there are systematic differences in their responses to two factors manipulated in
our task: increasing load (load effect) and reversing the serial order of digits (recall direction

effect).

To test for this, we summarized load and recall direction effects in D1-D4. Sub-
regions’ responses to increasing load appeared to be similar: they show high load effect size
during encoding, diminishing during retrieval (Figure [4.6]a). We tested for this statistically
with a two-way repeated measures ANOVA with sub-region and task phase as factors and
effect size as the dependent variable. Results revealed a main effect of task phase (F; ;5 =
4.90, p = 0.042) and a significant interaction effect (F345 = 3.47, p = 0.023). Conversely,
recall direction effect was comparable across D1 to D4 during encoding. However, their
responses diverged during retrieval: The effect size in D1 and D3 increased compared to

encoding while in D2 and D4 it went down (Figure b). This observation was further
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supported by the two-way repeated measures ANOVA (this time with recall direction effect

as response variable) that showed significant interaction between phase and sub-region

(F3,45 = 536,p = 0003)
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Figure 4.6: Average activation within sub-regions of the cerebellar multi-demand

network. Multi demand network is hierarchically divided into sub-regions D1-D4. Load

and recall direction effects are summarized within these sub-regions. a) Shows average

load effect during encoding and retrieval. The contrast shows a significant main effect of

phase and sub-region by phase interaction. The pattern of change within all sub-regions

are similar: Starting at a higher magnitude during encoding and decreasing to a lower value

during retrieval. b) Recall direction effect only shows a significant sub-region by phase

interaction. The magnitudes of the effect within sub-regions start at comparable values

during encoding and diverges during retrieval. D1 and D3 show increase in activation, while
D2 and D4 show decreases.

Based on these findings, we infer that the different sub-regions contribute to our task
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in different ways. This is especially clear when considering the effect of recall direction: Dur-
ing encoding and maintenance of phonological information all regions show approximately
the same activation. During retrieval, however, D1 and D3 become more involved for order
reversals, whereas D2 and D4’s involvement decreases. In sum, these results suggest that
the functional difference between the newly identified sub-regions of the cerebellum (each
with a superior and inferior component) are bigger than the difference between the superior

and inferior aspect of the multi-demand network (Marvel and Desmond, [2010).

Functional specificity of cortico-cerebellar multi-demand sub-networks

While this analysis shows nuanced involvement of multi-demand sub-regions in the digit
span task, it does not take into account the fact that neocortical activations are also evident
as highlighted in Figure [4.3] This leads to the question - Do the functional dissociations
observed in the cerebellar multi-demand sub-regions mirror are the same dissociations in
their neocortical counterparts? This warrants further investigation to gain a comprehensive
understanding of the intricate interplay between the cerebellar and neocortical sub-regions

in the context of the task.

We incorporated neocortical regions into our analysis by assuming a one-to-one
correspondence between these cerebellar regions and their neocortical counterparts. We
utilized a Winner-Take-All (WTA) approach to model the cortico-cerebellar connectivity using
the |Glasser et al.|(2016) parcellation. Ridge-regression was employed to estimate cerebellar
activity in a multi-domain task battery ((King et al., 2019)). Similar to the approach used
in Buckner et al.[(2011); |[Marek et al.| (2018), we then assigned a single neocortical region
to each cerebellar sub-region by choosing the region that corresponded to the maximum
regression coefficient. As expected, the identified neocortical regions are sub-regions within
the multi-demand network that show activation in working memory (2back vs Oback) and
language (math vs story) contrasts (Glasser et al., 2016). Pairs of cortico-cerebellar sub-

network identified through this method are depicted in Figure [4.7]a) each with a unique color.
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The naming conventions for the neocortical regions are adopted from Glasser parcellation

(Glasser et al., 2016).

We investigated the variations in involvement of cerebellar and neocortical com-
partments of the multi-demand network by normalizing the activations within each region
over the group of subjects by subtracting the mean. Overall, activity profiles of cerebel-
lar multi-demand sub-regions follow those of their cortical counterparts closely (Figure
b) albeit with subtle differences. To determine if these differences were statistically
significant, we performed a two-way repeated measures ANOVA for each sub-network.
We used structure (cerebellum vs. neocortex) and condition (with a total of 12 condi-
tions) as factors. Significant interactions between condition and structure were found in
all instances (Fj165 = 2.56,p < 6e — 3) but pair 4, comprising of D4 and region 6ma
(Fr1.165 = 1.01, p = 4.4e — 1). For instance, in pair 2, during the retrieval phase, activity in
D2 showed minimal variation with changes in load and recall direction. Conversely, in its
best matching neocortical counterpart, Glasser’s 6r, activity scaled up with load during both

forwards and backwards recall.

We delved deeper into these dissociations by employing Multidimensional scaling
(MDS) to project the activity profiles of sub-regions onto lower dimensions. As vectors, we
plotted contrast vectors that indicated the magnitude and direction of task factors: retrieve
(retrieval - encoding), load+ (load 6 - load 2) and backward (backward - forward). This
means, movements in the direction of the vector indicate that the corresponding effect
was more pronounced in that region. As illustrated in the figure, in pair 1, both D1 and
IFJp exhibited a positive effect when comparing backward vs. forward. D2 and 6r both
manifested a positive effect of load. Yet, only 6r displayed a positive retrieval effect. D3
indicated positive effects for both load and retrieval, whereas its neocortical counterpart,
SCEF, showed only the positive effect of load. Similarly, both D4 and 6ma demonstrated

positive retrieval effects (as seen in Figure [4.7|c).

In summary, both visually and statistically, we demonstrated that if we base our
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assumptions on the input to each cerebellar region being explained by a single neocortical
region, there exists a functional differentiation between cerebellar and neocortical sub-
networks. This differentiation implies that the contributions of the cerebellum differ from
those of the neocortex - and that there does not exist a simple 1:1 correspondence between

cortical and cerebellar sub-networks.
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Figure 4.7: Average activation during encoding and retrieval within the multi-demand
cortico-cerebellar network. a) Shows the network pairs identified through a winner-take-all
approach. b) Activity profiles within cerebellar and neocortical parts of the network pairs.
Within each region, activations are normalized by subtracting the mean. ¢) Multi-dimensional
scaling applied to the similarity of activity profiles within the cerebellar and d) neocortical
sub-regions within the network pairs



104 CHAPTER 4.

4.2.4 Cerebellar input is up-regulated during encoding of high load in

the digit span task

We now turn the the main question of this chapter - namely to identify conditions under
which the input to the cerebellum from the cortical regions maybe selectively up-regulated.
In the previous sections, we analyzed the activity across various regions in the neocortex
and cerebellum in isolation, making it hard to draw conclusions about any specific functional
role for the cerebellum. This is because the BOLD activity in the cerebellar cortex primarily
reflects the input it receives from the neocortex. In this section we explore specific functions
of the cerebellum in the digit span task by testing for selective recruitment, our novel

approach that we established in Chapter 3.

To estimate the input activity in the cerebellar cortex, we again utilized a task-
invariant model of cortico-cerebellar connectivity, which was derived from a task battery
encompassing multiple domains (King et al., [2023). We first focused on the connectivity
weights from the best-fitting model (Ridge regression), specifically on D3 region in the right
hemisphere which showed the highest overall activity throughout the cerebellum. As shown
in Figure [4.8]a, average connectivity weights from the model suggest converging input from
area 55b (located at the inferior end of the middle frontal gyrus), PEF (premotor eye field),
area 6r (anterior to the primary motor cortex), and SCEF (dorsomedial frontal cortex from
Glasser’s parcellation). This connectivity model, although not perfect, provides a baseline

against which we can test for up- or down-regulation of the input to the cerebellum.

Using the connectivity model, we predicted the level of cerebellar activation per
condition, per subject for the selected region of interest. It is important to note that the
incorporated model was L2-regularized and estimated on a different dataset with different
subjects. As a result, the predicted values are on a different scale compared to the observed
values (Figure b). Nonetheless, when we fit a linear regression to account for these

differences, we observe that the predicted values are, in general, closely matching the
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observed values (R? = 0.71,SE = 0.01).

Although the model is able to predict a 71% of the variance in the observed cerebellar
data, there is one clear deviation from the line: the high load conditions (both forward and
backwards) in the encoding phase appear to lie systematically above the prediction line. To
quantify whether these deviation are significant, we performed a repeated measures ANOVA
on the residuals from the regression, testing if there are conditions that are systematically
more or less activated than predicted (Fi;16s = 1.96,p = 0.035). Contrary to what we
predicted based on patient studies, the ANOVA reveals a significant 2-way interaction
between load and phase (F,3, = 4.86,p = 1.4e — 2) with no significant effect of recall

direction.

Voxel-wise analysis across the cerebellum

In our prior analysis, we closely examined a particular sub-region of the cerebellum within
the multi-demand network that consistently exhibited high activation throughout the digit
span task. However, it does not explore if other cerebellar regions also demonstrated
elevated activations under high load conditions during the encoding phase, exceeding the
predictions. To investigate this, we applied the same method to every cerebellar voxel,
assessing any deviations from the predictions. the linear regression to bring predicted and
observed activations to the same scale is estimated with a single slope parameter across
the whole cerebellum. The interaction effect between the phase and load is illustrated in
Figure [4.8|c as a statistical map. Notably, we identified voxels in the lateral portions of Crus
| and Crus Il - both part of the multi-demand network - that displayed increased sensitivity
to this interaction. Unexpectedly, there was also a significant effect in the upper section of
the cerebellum’s right-hand area, potentially indicating the early planning of the sequence
during the encoding phase. In essence, our findings suggest that the discrepancies from
our consistent connectivity model prominently emerge when there’s a high encoding load,

with the primary effect centered within the multi-demand network.
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Figure 4.8: Selective recruitment of the multi-demand sub-region D3R. a) Group
connectivity weights are used to select the corresponding neocortical regions to region
D3 from the multi-demand network. Connectivity weights are estimated using regularized
regression (Ridge regression), therefore, they are shrunken, but not zero. Neocortical
regions of the multi-demand network show highest connectivity weights compared to the
rest of the neocortex. b) Observed activation is averaged across voxels within sub-region
D3R of the multi-demand network and plotted against the predicted activation within this
region. Predicted activations are estimated using a regularized regression and hence are
not on the same scale as the observed activations. A linear regression is therefore fit to the
data to account for difference in scale. Systematic deviations are tested for by looking for
conditions for which this linear regression residuals are different from 0. Conditions with
load 6 during encoding show significantly high positive residuals. ¢) Same method as in b
is applied on a voxel level and consequently voxel-wise residuals are tested against 0. The
t-map depicts results for the test for interaction between load and phase.

4.3 Discussion

Evidence from patient studies and functional imaging supports the involvement of the

cerebellum in working memory (Stoodley, 2012). Though cerebellar BOLD activity is
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frequently elicited during working memory tasks, it is important not to over-interpret activation
in the cerebellum in these tasks. This is because the BOLD signal within the cerebellar
cortex largely mirrors its input, which in turn mainly arises from the neocortex (Mathiesen
et al., 2000}, Kelly and Strick, [2003). Cerebellar activations, therefore, might result from the
information flow via the anatomical pathways connecting the cerebellum and the neocortex.
Hence, simply detecting activation in cerebellar areas does not directly indicate their

involvement in working memory.

In this study, we employed a digit span task to target the multi-demand network - a
broad set of regions known for their involvement in executive functions (Assem et al., 2020).
The task required participants to encode different number of digits presented sequentially,
and then reproduce them either in normal or reversed serial order. Including Go and No-go
trials enabled us to study encoding and retrieval processes separately. We first examined
the functional topography of the multi-demand network in the digit span task. Subsequently,
using a method we introduced in a prior study (Shahshahani et al., [2023), we assessed

whether this network exhibited selective recruitment during our task.

In line with prior research on verbal working memory, we found pronounced activation
in the right hemisphere of the cerebellar multi-demand network. Notably, the right superior
segment (VI + Crus I) exhibited increased activation during both encoding and retrieval.
This region is suggested to be involved in the articulatory control of speech, be it overt
or covert (Marvel and Desmond, 2010). It is plausible that participants consistently used
covert speech during the task, both for encoding and rehearsing items, as well as for their

retrieval. Thus, our findings further support the proposed function of this region.

We observed particularly heightened activation in the right inferior cerebellum (Vb
+ Vllla) during item retrieval as opposed to encoding. This contrasts with the hypothesis
that the inferior cerebellum primarily functions to maintain items within memory over a
period of time (Marvel and Desmond, |2010). According to this hypothesis, there should be

a more elevated activation during encoding, given that the short delay between encoding
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and retrieval is indeed modeled as part of the encoding phase. To identify the engaging
process, we must distinguish between shared and unique processes between encoding
and retrieval phases: Both entail reading digits from the screen, prompting inner speech.
Additionally, sub-vocal rehearsal, a manifestation of inner speech, likely happens during
both stages, but with a more pronounced presence during encoding. The encoding phase
also involves maintaining digits in phonological storage. In contrast, retrieval seemingly
scans this storage and brings the identified digit to conscious awareness for subsequent
action of finger presses. Hence, this specific cerebellar region seems more poised to access

and navigate the phonological storage than merely to engage in maintaining items within it.

From another perspective, this region has been linked to concrete control, a type
of control that directs attention to stimuli and oversees current actions (D'Mello et al.,
2020). Along with navigating the phonological storage and covert speech, the retrieval
phase probably demands control over action selection based on context (like Forward or
Backward serial recall). Additionally, actions (like pressing keys) are chosen based on the
item retrieved. Thus, the retrieval phase indeed encompasses concrete control, and our

findings corroborate the suggested function for the Vllb/Vllla region.

The multi-demand network was further broken down into smaller regions using a
data-driven method (Nettekoven et al., In prep). At the outset, we assumed uniformity within
these sub-regions due to their definition based on comparable activity patterns. Yet, our
analysis brought subtle distinctions to light. Every sub-region displayed a decline in the
load effect size when transitioning from the encoding to the retrieval phase. However, in
evaluating the recall direction effect, contrasting trends appeared: D1 and D3 exhibited a
rise in effect size, whereas D2 and D4 saw a decrease. Viewing this from a cognitive control
lens, reversing the serial order seems to require managing the context (recall direction)
and determining the action at the retrieval stage. The varied roles of these regions can be
linked to their distinct participation in control mechanisms. As per (D’'Mello et al., 2020), the

control over evolving contexts to guide actions likely occurs during encoding and transitions
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to a more specific control during retrieval. Thus, it’s plausible that D1 and D4 partake in

contextual control, while D1 and D3 play a role in concrete control.

Assuming input from a singular functional region in the neocortex, we observed
closely aligned activity profiles between sub-regions of the multi-demand and their cor-
responding neocortical regions, particularly during encoding. Yet, during retrieval, minor
discrepancies were apparent. While these observations might suggest a distinct role for the
cerebellum during retrieval, this difference might be due to the cerebellar region receiving
inputs from multiple neocortical areas. The notion of a direct one-to-one mapping between
the two is likely an oversimplified representation of how cerebellar activity is influenced by

neocortical activation.

The main research question of this chapter, however, was to ask whether there
would be specific conditions on the working memory task that would engage the cerebellum
specifically. For this, instead of using a single neocortical region, we employed a connectivity
model to predict the input directed to a cerebellar region, subsequently assessing the distinct
contributions of the cerebellum. We had previously validated this methodology within the
motor domain in chapter 3. This marked our first effort to apply it within a cognitive context.
Our findings indicated that the cerebellum becomes specifically active when encoding six
items in memory. Interestingly, this contrasts with patient study outcomes which suggest
that the cerebellum is especially required when reversing the sequence of digits. Hence,
while the cerebellum demonstrates pronounced activations across different conditions of
the task, these activations do not necessarily provide a clear indication of its specific role
within the task. It might merely be mirroring the activities of its corresponding cortical
regions. Nonetheless, when encoding six digits, our data offers compelling evidence of the

cerebellum’s selective engagement.

Several cognitive mechanisms in memory could be responsible for the observed
results. Notably, the chunking strategy serves as a tool for participants to enhance memory

retention and consequently boost their performance (Thalmann et al., 2019). This technique
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taps into the brain’s natural tendency to process information more efficiently when it’s
categorized into meaningful groups rather than as separate, unrelated elements. This
benefit of chunking is especially pronounced under high memory loads, like 6. Importantly,
chunking functions in a similar manner during both forward and backward recall. Chunking
hypothesis proposes that cerebellum is central in the chunking process. However, chunking
is also present in load 4, although it is less important in improving performance compared

to its utility in load 6.

Moreover, the cerebellum might be specifically requisitioned as task difficulty in-
creases. A measure of task difficulty could be the differentiation in accuracy levels: challeng-
ing conditions typically result in more mistakes, reflecting reduced accuracy. Nevertheless,
we lack a direct measure to evaluate performance during encoding. Retrieval errors can
originate from various factors, such as motor inaccuracies, encoding the wrong digit, or
weak maintenance of the digit within the phonological storage. If we take retrieval errors as
indicative of encoding mistakes, the heightened errors we observe at load 6 (Figure [4.2)
could lend weight to the difficulty hypothesis. Yet, this hypothesis also predicts increased
activation under more difficult conditions. The parity in activation during both encoding and
retrieval at load 6 casts doubt on the suitability of the difficulty hypothesis to describe our

findings, given the selective recruitment is observed exclusively during encoding.

Our task aimed to investigate potential processes dependent on the cerebellum. We
designed it based on patient studies that highlighted modality-specific deficits, where verbal
working memory demonstrated impairments, but spatial working memory produced similar
outcomes between patients and healthy individuals. Notably, in verbal working memory, the
deficits in a span task become more evident when reversing the serial order is necessary.
We included backwards recall conditions adding an extra layer of cognitive complexity
beyond forward recall. Unlike forward recall, which primarily tests short-term storage,
backward recall demands both maintenance and manipulation, thereby offering a stringent

test of working memory and cognitive control. While our the task offered an opportunity
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to test working memory and cognitive control processes, it is essential to acknowledge its

limitations that could influence the interpretation of our findings.

Notably, in the task execution, challenges were predominantly observed at load 6.
Preliminary piloting revealed that cuing the recall direction at the end of the delay phase
rendered the backward recall task exceptionally challenging for certain participants; They
gave up and started randomly pressing fingers. To mitigate this and ensure that the memory
processes are indeed engaged, we decided to cue the recall direction at the task’s onset,
ensuring participants were adequately prepared. We explicitly instructed the participants to
reverse the serial order during the retrieval phase. Intriguingly, post-task interview revealed
that a subset of participants opted to encode items in reverse. Analysis of fMRI data,
however, indicated that the majority engaged in reversal during retrieval and only a minority
exhibited patterns consistent with encoding-stage reversal. This disparity in approach might
account for the observed lack of significant differentiation between forward and backward

recall.

Furthermore, we did not account for processes related to language. The cerebellum’s
role in the verbal working memory task may be due to its association with language functions
(Desmond and Fiez, [1998; Chen and Desmond, 2005}, Marvel and Desmond, |2010), such
as reading or inner speech. A potential method to neutralize the effects of language-related
processes is to introduce conditions where participants merely read the digits displayed
without memorizing or recalling them. This might involve reading without making any finger
movements or reading the digits and then enacting them in a sequence through finger
presses. While we lacked such conditions, it is noteworthy that in loads 2 and 4, non-
memory digits were displayed on the screen. Hence, language processes tied to reading

the digits are present and consistent across both encoding and retrieval phases.

To sum up, in this study we conducted a thorough examination of the cerebellar
working memory network. We tested an innovative method using fMRI data to analyze

hypotheses about specific cerebellar functions in this domain. Our findings confirm that the
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cerebellum is differentially engaged throughout the task. We evaluated prevalent theories
on its potential functions in working memory and cognitive control. However, the results did
not pinpoint a distinct cerebellar function. Using our newly developed selective recruitment
approach, we sought to identify any specific conditions in our working memory task that
might trigger a cerebellar response beyond what'’s predicted by a task-invariant connectivity
model. This chapter presents the first application of our method in the cognitive domain,
revealing that fMRI activity, and by extension, the likely cortico-pontine-cerebellar input,
changes based on the conditions at hand. Despite clinical reports of working memory
deficits in cerebellar patients, our findings suggest that the cerebellar multi-demand network

is specifically engaged when there’s an increased load during encoding processes.

4.4 Methods

Participants

21 participants (11 female, 10 male) began the experiment and consented under a protocol
approved by Western University’s review board. None mentioned any neurological or
psychiatric history or current use of psychoactive drugs. Four were not scanned because
of their poor performance in during behavioral training. Among those scanned, one was
excluded because of an incidental finding. Thus, we ended up with 16 participants (8

women, 8 men, average age = 25, age standard deviation = 2).

Apparatus and stimuli

Participants used a custom-made 5-key finger keyboard with a force transducer located
under each key(FSG15N1A, Honeywell Sensing and Control; dynamic range, 0 —25 N) to

make finger presses corresponding to memory and non-memory digits (6 presses in total).
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Presses were only allowed during retrieval. A press was recorded when the force level
exceeded 2N. The key was considered "released" when the force level dropped below 1 N.
Sensors were re-calibrated at the beginning of the run by asking the participant to remove

their hands from the keyboard.

Procedure

Each trial started with a short cuing phase (500 ms). During this phase, place of the memory
digits alongside with the recall direction square would appear on the screen. After the cue
phase, the encoding phase started with the first digit (out of 6 digits) appearing on the left
inside a red box. Each digit corresponded to a finger (1:thumb, 2:index, 3:middle, 4:ring,
5:pinky). Digits appeared sequentially, with non-memory digits remaining on the screen
and memory digits changing to # after 1 second. The encoding phase lasted for 6 seconds
(1 second/digit). Participants were instructed to only memorize the memory digits. If a
press was made during the encoding phase, the box around the digits turned red and the

participant received a penalty of -1 points.

The encoding trial was followed by a 1-second delay, followed by the retrieval phase
(go trial) or another encoding trial (no-go trial). Retrieval trial started with the box surrounding
the sequence turning green, signaling the participants they can start pressing. In Backwards
trial (blue square), participants needed to reverse the sequential order of digits and start
pressing the right-most digit (last in sequence cue during encoding). In forward trials, the
order of finger presses was the same as the sequential order during the encoding phase.
For all the conditions, the retrieval phase lasted for 7 seconds in total, giving participants
enough time to rehearse and retrieve digits even for load 6 and backward recall direction.
To make sure that the motor output was matched across conditions, they were instructed to
evenly spaced their responses throughout the 7 second and received verbal feedback from

the experimenter if they did not follow this instruction.
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Participants received immediate visual feedback for each press made: green if the
press was correct and red if it was wrong. After a retrieval trial, they received an overall
feedback (500 ms) based on the number of correct presses: +4 points for all correct, +3 for
1 wrong press, +2 for 2 wrong press and 0 otherwise. This pointing system was selected to
encourage participants to employ their working memory even if they have made a wrong

press.

4.4.1 Experiment design

During a training session, participants completed two types of blocks outside the scanner:
5 blocks of the alternating finger tapping task (results reported in chapter 3) interleaved with
5 blocks of the working memory task. Each block of the working memory task consisted of
3 repetitions of each unique plus 1 no-go trial per condition with the order randomized (total

of 42 trials, approx. 8 min/block).

During the scanning session, the participant performed 5 imaging blocks of the
finger tapping task, alternating with 5 blocks of the working memory task. Each block of
the working memory task lasted for just over 8 minutes, during which 512 volumes were
collected. A total of 42 trials were presented, each of the 3 load and 2 recall directions were
repeated 3 times within a block, with one of these three being a no-go trial. Four 12-second

periods of rest were interleaved randomly between trials.

Image acquisition

We collected MRI data using a 3T Siemens Prisma located at the Center for Functional and
Metabolic Mapping (CFMM) of Western University. At the start of the scan, we obtained a
high-resolution whole-brain MPRAGE image with the following parameters: voxel size of 1

mm?3 and a Field-of-view of 25.6x25.6x25.6 cm3. Subsequently, we captured whole-brain
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functional images using an echo-planar imaging sequence, which had settings of TR = 1000
ms, TE = 30 ms, voxel size = 2.5x2.5x3 mms3, Field-of-view = 20.8x20.8x20.8 cm3, 48 slices,
a P to A phase encoding direction, a multi-band acceleration factor of 3 (interleaved), and
an in-plane acceleration factor of 2. To rectify distortions stemming from BO irregularities,
we also recorded gradient echo field maps with parameters: voxel size = 3x3x3 mm? and
Field-of-view = 24x24x24 cm3. Additionally, during each functional session, we continuously

monitored and logged both heartbeat and breathing signals.

fMRI data processing and first level analysis

We pre-processed the functional and anatomical data utilizing SPM12 tools (Friston et al.,
1994) and custom code written in MATLAB 2018b. For each participant, we established
a unique coordinate system by positioning the origin of the anatomical image near the
anterior commissure. The anatomical images were then divided into segments representing
gray matter, white matter, cerebrospinal fluid (csf), and the skull. To account for head
movement, functional images underwent a correction process based on the six-parameter
rigid body transformation and were subsequently aligned with each participant’s individual
anatomical image. We utilized the average functional image combined with the outcomes of

the anatomical segmentation to create a gray matter mask for functional images.

Using SPM12, we separately applied a General Linear Model (GLM) to the time
series for each run. Both encoding and retrieval conditions were individually modeled as
separate regressors. For the encoding conditions, we used a 7-second boxcar function that
covered both the 6-second period of stimuli presentation and the subsequent 1-second
delay. The retrieval conditions, on the other hand, were represented with a 7-second boxcar
that spanned the response period. These boxcar functions were then convolved with a
canonical hemodynamic response function (HRF). Rest was not modeled exclusively and
served as the implicit baseline captured by the intercept term. The beta weights derived from

the first-level GLM were normalized by dividing them with the residual-root-mean-square
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image, providing normalized activity metrics for each voxel, condition, and run.

Cerebellar normalization

The cerebellum was isolated from the rest of the brain and segmented into white and gray
matter using the Spatially Unbiased Infratentorial Template (SUIT) toolbox (Diedrichsen,
2006). In some instances, manual corrections were made post-segmentation. Using a
non-linear deformation algorithm (Ashburner, 2007), cerebellar white and gray matter proba-
bilistic maps were then transformed to align with the SUIT atlas space. This transformation
was applied to both the anatomical images and the normalized beta weights obtained
from the initial GLM. Before this normalization process, an isolation mask was utilized to
discard the influence of neighboring inferior and occipital neocortical regions. For visual
representation purposes, the SUIT toolbox was used to project the functional maps onto a

flattened representation of the cerebellum (Diedrichsen and Zotow, 2015).

Neocortical normalization

For every participant, their anatomical image was processed to recreate the neocortical
white matter and pial surfaces using Freesurfer (Fischl,[2012). Once reconstructed, these
surfaces were expanded to a spherical shape and aligned with the fsLR 32k node template
(Van Essen et al., 2011) using both a sulcal-depth map and local curvature. By averaging
the activation values of voxels situated along the line connecting the respective vertices of
the individual white matter and pial surface, the neocortical activity patterns were mapped

onto these surfaces.
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Region of interest (ROI) selection

We focused on the multi-demand network, which was identified using a cerebellum’s data-
driven parcellation, as described by Nettekoven et al., In prep. Comprising sub-regions
(D1-D4), this network was delineated using a hierarchical clustering technique that ensured
symmetry between the right and left hemispheres. To explore the functional topography,
the multi-demand network was also subdivided into superior (located above the horizontal

fissure) and inferior (below the horizontal fissure) sections.

To establish a one-to-one correspondence between cerebellar sub-regions in the
multi-demand network and their counterparts in the neocortex, we utilized a functionally
defined parcellation of the neocortex (Glasser et al., [2016). By employing this parcellation,
a Winner-take-all (WTA) connectivity model was estimated at the group level. This was
done by attributing the neocortical region, which had the strongest connectivity weight, to

each designated cerebellar region of interest.

Connectivity model

To account for the potential convergence of neocortical inputs onto cerebellar circuits, we
employed a task-invariant model of cortico-cerebellar connectivity (King et al., [2023). This

model represents cerebellar voxel activity as a linear mix of neocortical inputs.

The model was developed on a public dataset encompassing two distinct task sets
that broadly covered motor and cognitive domains (King et al., 2019). Each of these sets
was executed in two sessions. Neocortical surfaces for participants were subdivided via an
icosahedron parcellation, ranging from 80 to 1,848 parcels. Functional data within these
parcels was averaged, culminating in a matrix of neocortical predictors serving as the

model’s input.

Three models, specifically Winner-takes-all, Lasso, and Ridge regression, were
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honed to forecast cerebellar voxel activity in the SUIT atlas space based on the said inputs.
The initial task set informed the connectivity weight estimations for every model (King et al.,
2023), while the second task set (comprising multiple new tasks) functioned as a testbed
for the trained models. Predictive accuracy of the model was measured via the Pearson
correlation between observed and predicted voxel response profiles over tasks. For our
study, the ridge-regression model featuring 1,848 neocortical predictors/parcels emerged
as the top performer across participants. Connectivity weights for the group were calculated

by averaging the best model’s weights from all 24 participants.

Using these group connectivity weights, we predicted cerebellar activity in SUIT
space, adapted to a 3mm isotropic resolution consistent with connectivity weight estimations.
Neocortical activations were then averaged within each neocortical parcel, followed by
multiplication with the group-averaged connectivity weights to derive predictions for every

cerebellar voxel.

Similar to the approach in (King et al., 2023), we employed a crossed methodology:
By dividing the dataset into odd and even runs, we predicted cerebellar activity patterns
in half the data based on neocortical activity in the other half. This ensures accurate
predictions are not merely artifacts of correlated noise processes across the neocortex and

cerebellum regions (Buckner et al., [2011).

Given that our connectivity weights were extracted from a separate dataset with
unigue subjects and different SNR, we charted a linear regression line (without intercept)
between observed cerebellar activations and model predictions. This line’s slope compen-
sates for SNR differences between datasets. Residuals derived from this regression were

subsequently employed for cross-participant statistical testing.
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General Discussion

The primary goal of this PhD thesis was to reconsider the approach in studies of cerebellar
function using fMRI. Our objective was not to try to explain cerebellar involvement in tasks
with a single, universal function, rather we embraced an open-minded approach freeing

ourselves from the confinement of identifying such an overarching transform.

In Chapter 2, we capitalized on what seemed to be a disadvantage in fMRI studies of
cerebellar function: Cerebellar BOLD signal reflecting the incoming input from the neocortex.
This rationalized modelling cerebellar activity as a function of cortical activity. We utilized a
rich task battery to develop a task-invariant model that was able to generalize to unseen
tasks. In the radical sense, the underlying intent of our efforts in this chapter was to render
the field of cerebellar functional imaging obsolete: If our model had generalized perfectly
to other tasks, there would be no need to image the cerebellum; Instead, the model could

predict cerebellar activity based on the neocortical activity (King et al., [2023).

Despite the success of the model, there remained unexplained variances in the
cerebellar data. It is reasonable to suggest that parts of the unexplained variances can be
attributed to methodological limitations inherent in the model, and that further improvement

would allow us to generate a task-invariant connectivity model that would predict the

119
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activity in the cerebellum perfectly (up to the measurement uncertainty). In Chapter 3,
however, we considered a more interesting, and functionally more relevant source for
unexplained variance: the idea of selective recruitment, namely the task-dependent up-
or down-regulation of the cortical input to the cerebellum. We posited that instances of
up-regulations in input activity would serve as evidence that the cerebellum is especially

important (relative to the neocortex) for the task in question.

To evaluate the effectiveness of our approach, we tested it within the motor domain.
Drawing upon existing knowledge from patient studies, where specific cerebellar processes
have been identified a priori, we manipulated the force and speed of alternating finger
presses. In line with the symptoms observed in patients, we found that the cerebellum is
selectively recruited for increasing speed but not force which effectively demonstrates the

ability of our novel approach to discern cerebellar-specific processes.

Having validated our approach in motor domain, In chapter 4 we utilized it to study
the role of the cerebellum in the working memory domain. Using a digit span task that
manipulated memory load and recall direction, we tested for selective recruitment of the
cerebellar multi-demand network. We found that the cerebellar input was up-regulated when
subjects were encoding 6 items in their memory. Contrary to results of patient studies, we

found no significant differentiation of cerebellar involvement in backward recall.

The series of projects in this thesis collectively seek to tackle the methodological and
interpretational challenges associated with fMRI studies of the cerebellum. We first utilized
the cerebellar BOLD signal to create a model of cortico-cerebellar connectivity. With this
model, not only we can estimate the input activity directed towards the cerebellum but also
identify the neocortical regions that contribute to the input activity in a specific cerebellar
region of interest. This provides us with a full picture of the cortico-cerebellar networks
involved in motor behavior and cognition. This detailed understanding allows us to assess
the relative dependence of a particular process on the cerebellum. We demonstrated the

application of this analytical framework to the cognitive domain of working memory, revealing
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the distinct role of the cerebellum in encoding items in memory.

5.1 A critique of the UCT approach in studies of cerebellar

function

The Universal Cerebellar Transform (UCT) idea has been a pillar in the field of cerebellar
research, inspiring numerous conceptual and computational interpretations of cerebellar
function. The core of this idea is that, because the cerebellar micro-circuit is homogeneous
across the entire cerebellar cortex, the structure plays a similar computational role in cog-
nitive domains, such as working memory or language, as it does in the coordination of
movement. In the subsequent sections, | will first explore the most prominent of these
interpretations, review research outcomes, and lay out my critique concerning their limi-
tations in delivering a comprehensive understanding of cerebellar function, with special
consideration of the two tasks examined in this thesis. | will primarily concentrate on the

concept of "internal models", which stands as the most widely accepted idea.

Mental calibration and dysmetria of thought

It is now well established that the deficits observed following cerebellar damage are not
limited to motor domain. Indeed, individuals with cerebellar damage often exhibit deficits
in executive, linguistic, and emotional tasks. Schmahmann (2004) proposed that the
cerebellum fine-tunes cognitive processes in a similar manner to its role in motor control:
it maintains behavior around a homeostatic balance, seamlessly and without conscious
awareness. Its impaired function leads to disrupting this balance which in turn manifests
itself as Cerebellar Cognitive Affective Syndrome (CCAS). This balancing mechanism

inevitably requires error correction, a process repeatedly shown to involve the cerebellum.
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In the finger tapping task, we only looked at correct trials to estimate cerebellar
activations and yet we observed up-regulation of cerebellar input for speed. In the digit span
task, we could not directly observe errors during the encoding phase. The most immediate
proxy we have to errors during the encoding phase is retrieval error; these are errors
that happen when retrieving items from memory. Even if we assume any error observed
during retrieval is indicative of an encoding error, this idea predicts cerebellar engagement
during both encoding and retrieval. In other words, we would expect to observe specially
heightened activation not just during encoding, but also retrieval. On the contrary, we only
found selective recruitment at load 6 during the encoding phase. Thus, for both tasks, it is

uncertain if the cerebellum’s involvement relates to correction mechanisms.

The Cerebellum as a chronometer

An alternative idea of a unified cerebellar function is that of a "timing machine". |lvry
(1997) proposed that the cerebellum is instrumental in both motor and perceptual tasks
necessitating precise temporal representation. Instead of functioning as a single clock, Ivry
and others have proposed that the cerebellum operates more like a vast set of interval timers,
which assist in accurately coordinating complex temporal patterns essential for smooth
and synchronized movements and cognitive processes (Mangels et al., 1998; Diedrichsen
et al., 2003; |[Koch et al., 2009). The cerebellum is invoked whenever a task requires its
timing function, but the exact neural components activated by it can vary based on the task’s

specifics.

In line with the "timing machine" hypothesis, the cerebellum has been suggested to
aid in determining musical temporal patterns (Lebrun-Guillaud et al., 2008), with variations
in its gray matter volume affecting an individual’'s ability to detect rhythm changes (Paquette
et al., [2017). Additionally, experiments featuring finger-tapping tasks have revealed deficits
in patients with cerebellar damage and activations in imaging studies of the cerebellum (see

(Repp, 2005) for an overview). However, in other tasks, the necessity for precise timing
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is less explicit. In our finger-tapping task, for instance, swift alternating finger movements
necessitate accurate muscle coordination, but as no specific rhythm is imposed, it is unclear
whether there is a need to estimate and apply timing intervals. Similarly, in the digit span
task, no explicit timing requirement is enforced. Furthermore, it remains unclear how timing

operations contribute to working memory processes.

Cerebellum as an internal model

Wolpert et al.| (1998) suggests that the cerebellum can be regarded as an integral part of a
feedback control system. This is illustrated in Figure [5.1]a) which outlines the fundamental
elements of a general controlling system, namely: a controller (CT), an object under control
(CO), a sensory system (SS), and an instructor (P) overseeing the controller. Feedback
loops back to the controller via the SS, which consequently updated the command. The
concept of an internal model emerges as a vital constituent of this feedback control system,
serving to represent the external environment and facilitating both motor and cognitive
functions (lto, 2008; Wolpert et al., 1998). Essentially, the cerebellum, acting as an internal
model, steps in to regulate the system in the presence of delayed sensory feedback,

preventing the system from going into an unstable state.

The term "internal model" broadly encompasses two distinct types that outline how
the cerebellum predicts and modulates behavior. In its role as a forward model, the
cerebellum supports the controller - be it the motor cortex or prefrontal cortex - by utilizing
an efference copy, a replica of the command issued by the controller. With this copy, the
cerebellum can forecast the outcomes of a given command and relay it to the instructor,
prompting an update of the instructing signal (Figure b). Conversely, as an inverse
model, the cerebellum deciphers the instructing signal, computes the requisite command to
produce the intended outcome, and feeds this back to the controller (Figure [5.1]c). In either
scenario, the overarching objective is to compensate for the inherent delay in the sensory

system, ensuring fluid movements (or cognitive processes) in the presence of such delays.
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In parallel, the cerebellum, functioning as an internal model, embodies two key
concepts - prediction and error correction. A key operating principle of the cerebellum is
making internal predictions about the state of the world, hence operating as a prediction
machine (Hull, [2020; Wolpert et al., [1998; [Ilto, 1970, [1972). It can predict the results of
commands (be it motor or cognitive). Subsequently, it compares the actual outcome of the
command with its predictions (error). Error correction involves signaling errors via climbing
fibers originating from the inferior olive. Feedback from the cerebellar cortex to the inferior
olive, in turn, aims to minimize this error and achieve the desired outcome (Popa and Ebner,

2018).

One example of the error-corrective/predictive behavior of the cerebellum is during
reaching movements with perturbations. You are reaching towards an object, while suddenly
a force perpendicular to the trajectory of the hand is applied. In this case, an error signal is
created. This error is compensated for by a corrective motion in the opposite direction of the
applied force. It has been shown that in cerebellar degeneration patients these corrective
behavior is reduced (Tseng et al., 2007), supposedly because the cerebellum does not

make sensory predictions.

In the cognitive domain, the predictive ability of the cerebellum is often studied in
an experiment by presenting words in a sentence and masking the last word. After a
delay, the final word is presented. It sometimes violates the expectations of the participant
and renders the full sentence meaningless. In particular, it has been shown that the
cerebellar involvement in such tasks extends beyond the motor aspects of language. Rather,
cerebellum is part of an internal model that aids in rendering a full meaningful sentence

based on the initial context provided(D'Mello et al., 2017} |Moberget and Ivry, 2016).

However, extending this behaviour to other tasks remains contentious. Is corrective
action always necessary for tasks that involve the cerebellum? One could posit that
the cerebellum steps in to refine behaviour towards perfect performance when feedback

indicates an error. Yet, in our digit span task, the participants are not immediately aware of
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the correct digit or that they have made an error during encoding; They will only become
aware of error during retrieval when they have pressed the digit and observe the color-coded
feedback (green for right, red for wrong). Therefore, it is not clear whether there is need for

corrective behaviour during encoding of digits.

As for the cerebellar role in prediction, in the finger tapping task, the sensory predic-
tions provided by the cerebellum enable the subject to tap with high speed by coordinating
muscle contractions in a manner similar to the reaching task (Thach et al., [1992; [Tseng
et al., 2007} |lzawa et al., 2012; Tsay et al., 2022). In the digit span task, however, we
found selective recruitment for load 6 during encoding. It is not clear whether there is
any predictive function needed during encoding of digits. How does prediction help with
the processes during encoding and why specifically load 67 All in all, our results for the
digit span task does not provide evidence supporting these hypothesized roles for the

cerebellum.

If the cerebellum indeed applies a uniform transform across all tasks, identifying such
a transform applicable across different domains is not straightforward. The core problem is to
use one of the proposed theories for the UCT to make testable predictions for cognitive task
conditions the cerebellum may and may not be involved in. Is it valid to attribute cerebellar
activation seen in prediction or error correction tasks to these processes? Previous studies
often show a confirmation bias, testing for prediction-related activity and indeed finding it
in the cerebellum. These studies, however, usually do not consider alternative factors that

also may cause cerebellar activation in the task.

The most significant question lies in distinguishing the predictions made by the
cerebellum from those of the neocortex. This is particularly relevant because there is
a growing preposition that the brain, as a whole, constantly predicts and updates its
understanding of the surrounding world based on incoming sensory information (Friston
and Kiebel, 2009; Keller and Mrsic-Flogel, 2018). Hence, limiting ourselves to searching

for a single transform may not yield insightful results, as generating testable hypotheses
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about a single function across different domains that can be distinguished from neocortical

contributions is often challenging, and sometimes even untestable.
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Figure 5.1: Schematic of internal models. Figure shows schematic diagrams of control
systems. a) Shows a general control system that stabilizes based on feedback. b) Shows a
control system that features a forward model. A copy of the controlling command goes to
the cerebellum based on which it generates a prediction of the output. The prediction is
then compared with the actual outcome (error). Consequently, the controlling command
is refined so that the error is minimized. ¢) Shows a control system with the cerebellum
as an inverse model. In this scenario, cerebellum generates a command to achieve the
desired output. This command is then refined to make the actual outcome as close to the
desired outcome as possible. Controller (CT), Controlled Object (CO), Sensory System
(SS), Instructor (P), controlling command (COM), Forward Model (FM), Inverse Model (IM).



5.1. A crimiaue oF THE UCT APPROACH IN STUDIES OF CEREBELLAR FUNCTION 127

Figure adopted from|lto (2008)

5.1.1 Selective Recruitment: Unraveling the concept beyond the title

The cornerstone of this thesis is the concept of selective recruitment. In this section,
we will first overview the main steps in the analysis, acknowledging one limitation, and
explaining how we can still deduce specific cerebellar functions in spite of this limitation.
Subsequently, we will deepen our exploration of selective recruitment by imagining an ideal
scenario. This will help clarify statements such as "the cerebellum is selectively recruited in

task A" and prevent potential mis/over-interpretations of the results.

Central to the idea of selective recruitment is the connectivity model, which aims
to identify the neocortical regions supplying input to a particular cerebellar region. The
model we developed is a heavily regularized regression model with regularization parameter
of €% (For a detailed discussion on the importance of considering this model, see The
power of convergent mapping). An outcome of this regularization is shrunken weights.
As a consequence, the model predictions, which provide the comparison baseline to infer
selective recruitment, end up on a scale roughly one-tenth the magnitude of the observed
activation. This will render direct comparison impossible, since observed activations will

consistently outweigh the predicted values.

To address this limitation, we utilize a linear regression. The residuals from this
regression serve as a lens to discern selective recruitment. A residual near zero for a
specific condition or task suggests that the observed activation mirrors a scaled prediction
of the anticipated activation, signifying a linearly scaled input. Conversely, a substantial
deviation from zero in the residual indicates a nuanced relationship. For such conditions, it
denotes cerebellar-specific processing, suggesting the incoming input from the neocortex

undergoes non-linear gating when distinct processing is necessitated.
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To elucidate the notion of selective recruitment, envision an idealized scenario.
Picture a flawless connectivity model detailing each cerebellar region’s precise inputs from
its corresponding neocortical areas; Imagine this model is free from the scaling issues
previously highlighted. With this in place, comprehending questions like which conditions
engage these two structures equally? Which conditions are more relying on the cerebellum

and which are more relying on the neocortex? becomes more straightforward.

Conceptually, the interplay between the cerebellum and the neocortex is divided into
two distinct zones, separated by a linear function. This linear function inherently signifies
a condition’s balanced reliance on both the cerebellum and the neocortex. Conditions
situated above this function, and closer to the cerebellar axis, predominantly depend on
the cerebellum. In other words, in these conditions, the cerebellum is more actively, or
"selectively," recruited (refer to Figure [5.2). However, it is crucial to understand that the
absence of cerebellar selective recruitment does not render the cerebellum inactive or
irrelevant for the task. Given the comparative nature of this approach, it simply means the

cerebellum is either engaged equivalently or to a lesser extent compared to the neocortex.
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Figure 5.2: Conceptualizing an ideal scenario in selective recruitment analysis. In
an optimal scenario, cerebellar activity can be contextualized against its corresponding
neocortical activity. This interaction between the cerebellum and neocortex is categorized
into three distinct zones: 1)The linear zone, suggesting an equal dependence on both the
cerebellum and the neocortex. 2) The zone proximate to the cerebellar axis, indicating a
specific reliance on the cerebellum, and 3) The zone near the neocortical axis, signifying
a greater dependence on the neocortex. It is the processes that fall into the second zone,
close to the cerebellar axis, that we describe as 'selectively recruiting’ the cerebellum.

5.2 Selective Recruitment: strengths and limitations

This thesis presents a novel framework to study cerebellar function with fMRI. Rather than
interpreting any BOLD activation in the cerebellum as a sign of its engagement in the
task, we look for task-specific gating of input from the respective neocortical regions. In

other words, we target specific cortico-cerebellar networks and look for specific cerebellar
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contributions over and above the neocortex. This approach lays the groundwork for a more
nuanced understanding of cerebellar functions. Naturally, like any method, it comes with its
strengths and limitations. In the sections to follow, we will evaluate these in light of the two

tasks we explored.

The power of convergent mapping

In Chapter 2, we introduced a connectivity model that emphasizes the value of recognizing
varying degrees of input convergence across the cerebellum. Traditional models, which are
grounded in a strict one-to-one topography (Buckner et al., 2011} |[Marek et al., 2018), can
still allow for the inference of cerebellar selective recruitment. However, their representation
of cerebellar inputs may not always be accurate. Take the motor network identified by Yeo
et al. (2011) for instance. It captures the peak activation in the finger tapping task located in
M1. When aligned with our connectivity model from Chapter 2, a significant overlap emerges
between this network and regions having strong connectivity weights associated with the
cerebellar ROI for the task (Figure a). Yet, for the digit span task, high activations occur
in neocortical regions outside the borders of Yeo et al. (2011)’s fronto-parietal network. This
distinction is further reflected in the average connectivity weights from our model (Figure
b). Such findings emphasize that for certain tasks, a straightforward one-to-one mapping
might overlook the full breadth of concurrent neocortical activation. This underscores the
necessity of accounting for input convergence, especially when tasks engage the cognitive

cerebellum.
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Figure 5.3: Yeo parcellation on top of activation and connectivity weight map. Given
the tasks used, we selected the most relevant networks from Yeo parcellation
2011). a)Motor network for the finger tapping task and b)the fronto-parietal network for the
digit span task are plotted in white solid outline on top of the average group activations and
average connectivity weights for the selected cerebellar region in each task. As the figure
shows, for the finger tapping task, the region with highest activation falls inside Yeo’s motor
network, although there are regions outside of this network that show high activations as
well. This can be seen in the average group weights for the right hand area used for analysis
of the finger tapping task. For the digit span task, however, most areas demonstrating
high activations fall outside of the Yeo’s network (Same for the average group connectivity
weight.)

The Value of a Group-Based Task-Invariant Connectivity Model

We employed the multi-domain task battery (King et al., 2019) to create a task-invariant

connectivity model as our comparison baseline for inferring selective recruitment. The

primary rationale behind this choice was the battery included a wide range of tasks which
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offers comprehensive coverage of both the cerebellum and neocortex. Nevertheless, it
incorporated subjects distinct from those in our study. An alternative would have been to
develop our comparison baseline, the connectivity model, using the task we were examining.
For instance, when analyzing task-dependent gating in the finger tapping task, we could use
data from participants performing that specific task to determine the connectivity weights.
So, why did we opt against use of individual connectivity model, and what benefits could

our chosen strategy of using a group-based model offer?

One advantage of this method is that it allows for the estimation of connectivity
models on a per-subject basis. accounting for the considerable variability in the functional
regions and their connections across individuals. However, a counterpoint to this advantage
emerges when considering that both finger tapping and digit span tasks were specifically
designed to target particular cortico-cerebellar networks, rendering the resulting models
less likely to be task-invariant. In simpler terms, models constructed on the basis of a

specific task may fail to effectively generalize to other tasks.

Figure[5.5 a illustrates a test case in which we employed ridge regression to estimate
connectivity weights using two different datasets: WMFS (our tasks) and MDTB (multi-
domain task battery). To assess the generalizability of these connectivity models to other
datasets, we evaluated their performance on two fMRI task datasets: one focusing on the
multi-demand network (Assem et al., 2022) and another aiming to reveal somatotopic motor
maps within the cerebellum (Saadon-Grosman et al., 2022). The results show that the
model trained on WMFS exhibits significantly lower predictive accuracy compared to the
model trained on the MDTB dataset, for both the multi-demand and somatotopic datasets. In
simpler terms, the model trained on WMFS uses a narrow task set, i.e. a task set that only
targets specific cerebellar and neocortical regions, and hence fails to generalize effectively
to other tasks. Consequently, it does not serve as a reliable task-invariant connectivity

model, thus undermining the intended purpose of using the connectivity model.
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Different strategies to refine the connectivity model

A quest for broader generalizability In the selective recruitment approach, we target
variations in task activations unexplained by a task-invariant connectivity model. These
unexplained variations can stem from various sources. Notably, the task-invariant model’s
limited adaptability to new tasks stands out. Although rich, the MDTB dataset used for
developing the connectivity model might not aptly generalize to novel tasks. Thus, the
incorporation of additional data might further enhance the model, providing a more precise
baseline for comparison. One avenue for this enhancement involves crafting a framework to

determine connectivity weights by integrating multiple task-based datasets.

One such framework can be to derive a group connectivity model for each dataset
separately and subsequently unify these models by averaging their connectivity weights. A
more complicated approach involves a Bayesian framework. This approach allows the fusion
of connectivity models from various datasets, considering the uncertainty inherent in each
connectivity weight. Such fusion is probabilistic: every weight from each dataset influences
the final, amalgamated weight depending on its reliability. This Bayesian method’s strength
lies in its ability to weave in our prior knowledge. Interestingly, within this structure, datasets
that don’t entirely cover the cerebellum and neocortex can still be integrated. For regions
marked by unreliable activity, the weights deduced will bear lower certainty. While these
will have reduced influence during integration, they still play a part in shaping the eventual

connectivity model.

Individual vs group connectivity model In inferring selective recruitment, our initial
strategy was grounded in the formulation of a null hypothesis based on group connectivity
weights rather than individual ones (see The Value of a Group-Based Task-Invariant
Connectivity Model). Indeed, estimating an individual connectivity model in our study
was limited by our use of narrow task sets, each tailored to engage a specific network

exclusively: Motor network in th finger tapping task and Multi-demand network in the digit



134 CHAPTER 5.

span task. One solution to this limitation could be the introduction of a connectivity localizer
which would entail participants performing a wide task battery similar to the one in MDTB.
The primary goal of this data collection would pivot towards training, testing, and validation
of individualized connectivity models to have a more accurate comparison baseline for

inferring task-dependent selective recruitment (Figure [5.4).

Model Training Model Testing
Connectivity localizer dataset Connectivity localizer dataset
Within individual subject Within individual subject

Cortical parcels (P) Cortical parcels (P)

Tasks
Tasks

Cerebellar Cerebellar
voxels voxels

-3

Cortical
parcels
Cortical
parcels

within-subject
test

Cerebellar voxels (Q) Cerebellar voxels (Q)

o
Figure 5.4: Schematic of the alternative approach. a) Each participant will perform a
battery of tasks (similar to MDTB). This will serve as training and testing dataset to estimate
the connectivity weights within each individual. With these connectivity weights tailored for
each individual subject, we will be accounting for the individual differences when testing for

Tasks
Tasks

selective recruitment.

As a preliminary test of this approach, we took advantage of the MDTB dataset
wherein each participant performed two sets of tasks: set A and set B (King et al., 2019)
to compare individual based models with group models. Within each individual, we used
task set A as the connectivity localizer and evaluated the estimated model on task set B
within the same subject. To get the group connectivity model, we adapted a leave-one-out
approach: left one subject out and estimated the group connectivity weights by averaging
over the weights of all the other subjects from task set A. This model was then evaluated on

task set B of the left out subject. Figure [5.5]b shows the predictive accuracy of the individual



5.2. SELECTIVE RECRUITMENT: STRENGTHS AND LIMITATIONS 135

and group models estimated with this approach. Comparing the predictive accuracy of
these two types of models revealed that the individual connectivity performs slightly better
(Paired t-test, 1,3 = 2.22, p = 0.037). Therefore, although a minor improvement, using the
individual data is informative. To take advantage of both group and individual data, we can

adopt a Bayesian framework approach similar to Zhi et al.| (2023).

a) b)
*
| |

0.5 1 —
& 0.4 7
0]
S
35
3
< 0.3 1
(0]
=
©
5 0.2
(0]
ud
o

0.1 1

trained on WMFS  MDTB WMFS MDTB Individual Group
evaluated on Multi-Demand Somatotopic Model Type

dataset dataset

Figure 5.5: Predictive accuracy of connectivity models. a)We tested for the generaliz-
ability of two different models to new data. One model was trained on the MDTB dataset
(King et al.,2019) and one was trained on WMFS (Shahshahani et al., In prep). To test for
generalizability, the predictive accuracy of each model was calculated as the correlation
between observed and predicted activity profiles in two new datasets: Multi-demand
et al. and Somatotopic (Saadon-Grosman et al., [2022). The predictive accuracy
of the model trained on MDTB is significantly higher than the model trained on WMFS for
both testing datasets. b)Comparison of predictive accuracy between models trained on
an individual and tested on the same individual or group connectivity models tested within

individuals
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5.3 Future directions in studies of cerebellar function

We have presented a model of cortico-cerebellar connectivity that could be utilized to
study the interactions between the cerebral cortex and the cerebellum. We showed the
utility of this connectivity model in studying cerebellar function through the lens of selective
recruitment hypothesis. Our objective was to change the prevailing perspective on how

cerebellar fMRI data should be interpreted.

While we have come a long way, our journey into understanding cerebellar functions
is far from over. The tools we introduced in this thesis pave the way for future research
into cerebellar function. Following this, | will elaborate on prospective research ideas that

naturally extend from the work in this thesis.

5.3.1 Extension of selective recruitment to other tasks

Here, our exploration was limited to two tasks, neither of which wholly represent their
respective domains. The finger-tapping task merely probed cerebellar engagement in
alternating finger movements, leaving a range of other motor functions that potentially rely
on cerebellar operations unexplored. Take motor planning for instance. Does the cerebellum
have a role that goes beyond what the neocortex contributes in motor planning ? At what
point during the planning of a movement does the cerebellum’s role become significant? Is

there a greater demand for cerebellar computations during real-time planning?

In the domain of working memory, we may extend our investigation to other pro-
cesses potentially influenced by the cerebellum. For instance, does the cerebellum play
a greater role in maintaining information in memory during periods when sensory-related
information is absent, or is its engagement more pronounced when manipulating maintained

information is necessary? In addition, deficits in cerebellar patients is limited to verbal
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working memory tasks, with patients performance in spatial working memory comparable
to healthy participants (Ravizza et al., 2006). Since verbal working memory is closely tied
to the language domain, one important question is whether the cerebellar contribution to

working memory is only through its involvement in language related processes.

To probe these questions, we can employ an array of tasks designed for different
aspects of working memory such as n-back and sternberg, simple word reading, among
others. The aim, in general, is to furnish a comprehensive collection of tasks that form a
robust basis for examining the comparative engagement of the cerebellum across distinct
processes. For instance, by comparing a condition that requires memorizing verbal informa-
tion with a condition that requires simple word reading, we can distinguish between memory
related and language related processes. More importantly, through use of the connectivity
model we can put these activations in the context of neocortical activity and investigate
whether for any of these conditions cerebellum is needed over and above the neocortex.
The same design principles can be extended to the design of experiments aimed at studying
cerebellar function in other domains such as motor planning and social cognition. Eventually,

with careful design of experiments, we will have a fuller picture of cerebellar function.

5.3.2 Closing the circuit: incorporating other subcortical structures

Cerebellum forms known connections with other brain structures. Here, we only focused
on a network with two components: the neocortex and the cerebellar cortex. But in fact,
studies of cerebellar function as a part of a larger network will be incomplete unless we
bring other components of the network into the picture. Notably, these include Pontine
nuclei downstream from the neocortex, Deep cerebellar nuclei (DCN), particularly Dentate
nucleus, and Thalamus upstream, going back to the neocortex, and Inferior olive which
sends climbing fibers to influence activity of Purkinje cells. Additionally, cerebellum

establishes direct connections (bypassing the neocortex) with the Basal ganglia (Bostan
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and Strick|, 2018). Imaging of these subcortical structures presents significant challenges,

which might account for the less extensive study of these regions compared to the neocortex.

The first necessary step, therefore, is to determine whether we can acquire reliable
signal in these structures using fMRI. While the Basal ganglia and Thalamus have been
studied using fMRI, the Pontine, DCN, and Inferior olive have received less attention perhaps
due to their anatomical location in the Brainstem. To address this, we have piloted a study
using high-resolution 7 Tesla MRI. An ongoing challenge in this study, however, is to denoise

the fMRI signal.

Particularly, denoising of signals from brainstem and cerebellar structures presents
substantial challenges. Firstly, these structures, due to their small sizes compared to other
brain structures, are challenging to distinguish, even with a 7 Tesla MRI. Secondly, their
proximity to the neck renders signals from these regions more susceptible to motion artifacts
triggered by swallowing, heartbeats, and minor head movements during scanning. Thirdly,
these areas are located near the skull base, where the transition between bone, air, and
brain tissue can result in magnetic field inhomogeneities, leading to signal loss or distortion
in MRI images. Furthermore, their close proximity to air-filled cavities, such as the ear canals
and sinuses, increases their sensitivity to magnetic susceptibility artifacts (Brooks et al.,
2013; Beissner, |2015; van der Zwaag et al., 2015). Therefore, we have taken extensive
measures to mitigate these effects by collecting respiratory and heart rate signals and

meticulous noise removal practices.

Consider Pontine nuclei as an example and assume that we get reliable fMRI signal
in these structures and we can detect information processing in these nuclei at the temporal
resolutions available in fMRI. One plausible explanation for the nonlinear gating hypothesis
is nonlinear gating occurring within Pontine nuclei. However, we can only substantiate such
a claim if we acquire a more nuanced understanding of the functional divisions within these
structures. This in itself, is an indication that Pontine nuclei are not simple relay stations

and task-specific information processing is indeed happening in these structures. This
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knowledge would also enable the formation of descriptive models that include the neocortex,
Pontine nuclei, and cerebellar cortex. For instance, one such model could incorporate
a nonlinear term that represents the potential complex computations within the Pontine
nuclei. Therefore, knowledge of functional role of the Pontine nuclei is essential in studies

of cerebellar function.

Furthermore, although we lack direct access to Purkinje cell activity through fMRI, if
we can establish that the BOLD signal in the Dentate nucleus is neurally meaningful, we can
access the immediate target of these cells. By having access to both the input and output
of the cerebellar cortex, we can better model the transformations applied by the cerebellum

in different domains which in turn enriches our knowledge of cerebellar function.

5.4 Conclusion

Overall, we regressed from the common approach in studies of cerebellar function. With
a cortico-cerebellar connectivity model, we now have access to the neocortex-derived
input, and can incorporate it in our evaluations. Our new approach allows us to study
cerebellar function in many different cognitive domains, identifying the exact conditions that
may require cerebellar processing in each domain. Instead of assuming a priori that these
process can be easily summarized as a single universal transform, we believe it is essential
to first do the careful empirical work of describing them, whether we can ultimately identify
such a transform, or whether the cerebellar circuit fulfills inherently different functions in

different domains, is an empirical question that we hopefully will be able to solve then.

Investigating different domains with our approach is like assembling bits and pieces
of the puzzle of cerebellar function. It will bring us closer to a more comprehensive and
nuanced understanding of cerebellar function. Only then we inch closer to determining

whether a unitary transform indeed exists.
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