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ABSTRACT: Excess protons in water exhibit unique transport properties because they can rapidly hop along H-bonded water wires. Considerable progress has been made in unraveling this Grotthuss diffusion mechanism using QM-based computational techniques. Unfortunately, high computational cost tends to restrict those techniques to small systems and short times. Molecular dynamics (MD) simulations can be applied to much larger systems and longer time windows. However, standard MD methods do not permit the dissociation/formation of covalent bonds, such that Grotthuss diffusion cannot be captured. Here we bridge this gap by combining atomistic MD simulations (using Gromacs and TIP4P/2005 water) with proton hopping. Excess protons are modeled as hydronium ions that undergo $\text{H}_3\text{O}^+ + \text{H}_2\text{O} \rightarrow \text{H}_2\text{O} + \text{H}_3\text{O}^+$ transitions. In accordance with ab initio MD data, these Grotthuss hopping events are executed in “bursts” with quasi-instantaneous hopping across one or more waters. The bursts are separated by regular MD periods during which $\text{H}_3\text{O}^+$ ions undergo Brownian diffusion. The resulting proton diffusion coefficient agrees with the literature value. We apply this Grotthuss MD technique to highly charged water droplets that are in a size regime encountered during electrospray ionization (5 nm radius, ~17000 H$_2$O). The droplets undergo rapid solvent evaporation and occasional H$_3$O$^+$ ejection, keeping them at ca. 81% of the Rayleigh limit. The simulated behavior is consistent with phase Doppler anemometry data. The Grotthuss MD technique developed here should be useful for modeling the behavior of various proton-containing systems that are too large for high-level computational approaches. In particular, we envision future applications related to electrospray processes, where earlier simulations used metal cations while in reality excess protons dominate.
Introduction

The behavior of protons in aqueous solution ($\text{H}^+_{\text{aq}}$) has fascinated researchers for generations. Protonation/deprotonation modulates the behavior of proteins and other biomolecules. Proton transfer is also an integral part of energy conversion in biology$^1$ and technology$^2$. The exact properties of $\text{H}^+_{\text{aq}}$ remain under investigation, although recent work has resulted in many advances.$^3$-$^8$ One proposed form of $\text{H}^+_{\text{aq}}$ is the Eigen cation ($\text{H}_3\text{O}^+ \cdot \text{3H}_2\text{O}$), where the central hydronium is H-bonded to three waters.$^9$ Alternatively, in the Zundel cation, a proton is bound between two waters.$^{10}$ Recent IR experiments$^{11, 12}$ and computational investigations$^6, 8, 13, 14$ revealed the prevalence of Eigen cations. In solution, these $\text{H}_3\text{O}^+$ ions have a slightly distorted structure where one $\text{H}_2\text{O}$ is closer than the other two. The identity of this closest ligand fluctuates among the three water molecules on a sub-ps time scale, a process referred to as “special pair dance”.$^8, 13$-$17$

The transport properties of $\text{H}_3\text{O}^+$ are unique, with a diffusion coefficient that is roughly one order of magnitude larger than that of other small cations such as $\text{Li}^+$ or $\text{Na}^+$.$^{18}$ The latter undergo vehicular diffusion (Brownian motion).$^{19, 20}$ In contrast, $\text{H}_3\text{O}^+$ is subject to both Brownian motion and Grotthuss diffusion. The Grotthuss mechanism allows protons to rapidly migrate through water as a charge defect, by swapping covalent bonds for H-bonds.$^{21-27}$ Scheme 1 indicates how this mechanism can result in $\text{H}_3\text{O}^+$ translation along a H-bonded water wire.$^{28-30}$ Liquid water contains an extensive branched network of such water wires because each $\text{H}_2\text{O}$ is ligated by $\sim$four other $\text{H}_2\text{O}$ molecules, albeit in a highly dynamic fashion.$^{31-34}$

Scheme 1: Cartoon description of Grotthuss diffusion.$^{22}$ Straight solid lines indicate covalent bonds; dotted lines represent H-bonds. This simplistic scheme omits many details such as dynamic changes in $\text{H}_3\text{O}^+$ solvation during proton transfer. Also, bond angles are not properly reflected.
Modeling these Grotthuss events from first principles is not straightforward. Techniques that have been applied in this context include \textit{ab initio} molecular dynamics (AIMD) where potentials are calculated on the fly using density functional theory,\textsuperscript{6, 8, 14, 35-37} QM/MM methods,\textsuperscript{28, 38, 39} multistate empirical valence bond (MS-EVB) simulations,\textsuperscript{8} \textit{λ}-dynamics,\textsuperscript{40} and other approaches.\textsuperscript{38, 41} While these techniques have uncovered many atomistic details, high computational cost tends to restrict their application to short times (picoseconds) and small systems, often less than 100 waters with a single H\textsubscript{3}O\textsuperscript{+}.\textsuperscript{8, 14, 28, 35, 36, 38, 42} Some studies were able to extend this range to significantly more water molecules and longer times\textsuperscript{43} particularly when using MS-EVB and related approaches (see\textsuperscript{2, 44-46} and references therein). Efforts to use simplified reactive force fields have yielded interesting data as well.\textsuperscript{19, 20, 47-50} Nonetheless, simulations of large systems that involve Grotthuss diffusion remain challenging.

An area that would particularly benefit from a better understanding of H\textsubscript{3}O\textsuperscript{+} dynamics are highly charged water nanodroplets that play a central role in electrospray ionization (ESI) mass spectrometry.\textsuperscript{51-54} This technique is used in countless laboratories for a wide range of applications.\textsuperscript{55, 56} ESI initially converts analyte solution into a plume of charged droplets. After several cycles of solvent evaporation and fission, progeny droplets with radii of a few nm are generated.\textsuperscript{57, 58} Throughout these events the droplets stay close to the Rayleigh limit where the number of charges is $z_R = 8\pi/\varepsilon_0 \times (\varepsilon_0 \gamma r^3)^{1/2}$ [\(r = \text{radius}, \gamma = \text{surface tension}, \varepsilon = \text{elementary charge}\)].\textsuperscript{57, 59-61} H\textsubscript{3}O\textsuperscript{+} ions generated by water oxidation (6 H\textsubscript{2}O $\rightarrow$ 4 H\textsubscript{3}O\textsuperscript{+} + O\textsubscript{2} + 4e\textsuperscript{−}) are the main source of droplet charge in positive ESI.\textsuperscript{62} H\textsubscript{3}O\textsuperscript{+} from organic acids and other cations can contribute as well.\textsuperscript{57} ESI nanodroplets liberate gaseous [M + zH]\textsuperscript{+} analyze ions which are then analyzed by a mass spectrometer.\textsuperscript{55, 57, 63}

The central role of H\textsubscript{3}O\textsuperscript{+} as charge carrier in ESI nanodroplets implies that ESI mechanistic studies should account for Grotthuss diffusion, as noted in several recent studies.\textsuperscript{51-54} Unfortunately, this aspect has been largely ignored in the ESI literature. ESI nanodroplets contain roughly $10^4$ - $10^5$
solvent molecules, and the time range of interest stretches over nano- to microseconds. This size and temporal regime precludes the application of existing Grotthuss simulation methods. There have been numerous recent efforts to study ESI nanodroplets using MD simulations. Most of those simulations focused on droplets charged with metal ions such as Na\(^{+}\) that can be modeled with standard MD force fields. However, \([M + zNa]^{z+}\) ions generated in such simulations are of limited relevance for practical ESI conditions, where \([M + zH]^{z+}\) species dominate (implying that interactions with H\(_3\)O\(^{+}\) are an essential component of analyte charging). A handful of MD studies examined droplets containing H\(_3\)O\(^{+}\), but this was done by treating these ions as Brownian particles without Grotthuss diffusion and without allowing for protonation/deprotonation events.

Clearly, the inclusion of Grotthuss diffusion in MD studies of ESI droplets and other large systems would be a significant advance. Here we address this challenge by combining classical MD simulations with proton hopping. Our method is not meant to capture all the atomistic details of individual hopping events. An accurate description of the ultrarapid (sub-ps) bond dissociation/formation and H\(_3\)O\(^{+}\) solvation dynamics requires QM-based techniques. Instead, by taking a somewhat simplified view of these events, we greatly extend the system size and time window accessible to Grotthuss simulations. The performance of our technique is illustrated by applying it to ESI nanodroplets containing \(~17000\) water molecules over tens of nanoseconds. The rapidly evaporating droplets represent non-equilibrium systems, where proton movement and ion ejection are strongly affected by electrostatic repulsion among numerous excess charges. The Grotthuss MD approach presented here opens the door to future simulations on ESI events, as well as other processes involving H\(_3\)O\(^{+}\) in aqueous solution.
Methods

General Strategy. Our MD simulations employed TIP4P/2005 water\(^4\) (Figure S1A) which matches the water surface tension over a wide temperature range,\(^5\) as required for realistic droplet simulations.\(^7\) A TIP4P/2005-compatible H\(_3\)O\(^+\) model (Figure S1B) was generated based on refs.\(^76, 77\) In itself, this model (like other H\(_3\)O\(^+\) parametrizations)\(^64, 71, 73\) is not capable of Grotthuss diffusion, because it does not allow for covalent bond dissociation/formation.\(^78, 79\) The TIP4P/2005-based framework nonetheless represents a good starting point, because we found it to successfully capture several features. (1) Each H\(_3\)O\(^+\) assembles an Eigen (H\(_3\)O\(^+\) : 3H\(_2\)O) solvation shell (Figure S2A),\(^6\) consistent with experimental\(^11, 12\) and computational data.\(^6, 8, 13, 14\) (2) These Eigen complexes have a distorted structure with different lengths for the three H-bonds (see Figure S3: 0.171 nm, 0.183 nm, and 0.201 nm). This asymmetric solvation gives rise to a “special pair”, representing the H\(_3\)O\(^+\) and its closest H\(_2\)O ligand.\(^8, 13, 80\) (3) The identity of this closest H\(_2\)O fluctuates among the three water ligands on a sub-ps time scale (“special pair dance”, Figure S2B).\(^8, 13-17\)

Grotthuss diffusion was incorporated by dissecting simulation runs into short segments. Each segment was conducted using standard MD with non-dissociable covalent bonds. At the end of each segment, all protons were allowed to hop (Scheme 1) while keeping the positions of non-participating molecules fixed. These Grotthuss events were followed by the next MD segment, and so on. Similar concepts, with alternation between short MD segments and proton redistribution in fixed intervals, have been used in previous simulations (albeit for other applications).\(^38, 41, 81-83\)

Anatomy of a Proton Hopping Event. Each H\(_3\)O\(^+\) + H\(_2\)O \(\rightarrow\) H\(_2\)O + H\(_3\)O\(^+\) transition was initiated by identifying the nearest neighbor H\(_2\)O for each of the three H\(_3\)O\(^+\) hydrogens (Figure 1A). These waters represent the possible acceptors where the proton can end up after a single hop in the Eigen complex.\(^6, 8, 14, 15\) For identifying the most favorable acceptor, one has to consider that the motions
of charged particles (including proton hopping) are subject to electrostatic forces arising from all other partial and ionic charges in the system. For example, if there is another cation in close proximity to a H$_3$O$^+$, electrostatic repulsion will favor proton hopping in a direction that increases the distance between the two charges. These electrostatic effects are particularly important for highly charged droplets, where the H$_3$O$^+$ behavior is heavily affected by repulsion from other excess ions. To capture the central role of these electrostatics, we surmise that proton hopping will tend to proceed toward the site with the lowest electrostatic potential.

Using electrostatics as key selection criterion implies that our method will not always pick the “special partner”, i.e., the H$_2$O closest to H$_3$O$^+$. Our strategy is nonetheless a reasonable approximation because the identity of the special partner alternates between the three H$_2$O within tens of fs (“special pair dance”, Figure S2). Thus, even if the electrostatically selected H$_2$O does not occupy the special partner position at the exact instant when the hop is executed, the H$_2$O would have attained this position just before or just after the chosen time point.

Partner selection was implemented by calculating the electrostatic potential for the $i = 1, 2, 3$ possible acceptor H$_2$O molecules as well as the original H$_3$O$^+$ location ($\phi_0$) using $\phi_i = (4\pi\varepsilon_0)^{-1} \sum_j (q_j / |\mathbf{r}_i - \mathbf{r}_j|)$. The $\mathbf{r}_i$ positions coincided with the four M sites in the (H$_3$O$^+$·3H$_2$O) complex, because M constitutes the most central moiety in H$_2$O and H$_3$O$^+$ (Figure S1). The $q_j$ and $\mathbf{r}_j$ refer to partial charges and positions of all other atoms in the droplet, including other H$_3$O$^+$. In the case of 5 nm droplets with ~17,000 H$_2$O, this implies that each $\phi_i$ calculation involves the summation of ~51,000 terms. For each H$_3$O$^+$, four such $\phi_i$ calculations were required per hopping event (because $i = 0…3$). For convenience, $\phi_i$ values were then converted according to $V_i = \phi_i \times e$, representing the potential energy $V_i$ of a hypothetical +e test charge located at $\mathbf{r}_i$ (kJ mol$^{-1}$). Out of the three candidates, the H$_2$O with the lowest $V_i$ was selected as proton acceptor for the hopping event (Figure S2).
1B). To ensure that the acceptor selection reflects the wider electrostatic environment of the $\text{H}_3\text{O}^+$ (rather than electrostatic forces within the Eigen complex), the 13 atoms of the currently considered ($\text{H}_3\text{O}^+ \cdot 3\text{H}_2\text{O}$) moiety were excluded from the $\phi$ calculations. Our acceptor selection method does not consider solvent relaxation, an effect that would lower all three $V_i$ values.\textsuperscript{31} We posit that relaxation-induced $\Delta V_i$ terms would be similar for all three sites, such that the most suitable acceptor can be selected while keeping the surrounding water immobilized. Inclusion of solvent relaxation during acceptor selection would dramatically increase the computational cost of our method, precluding its application to large systems. Instead, our method allows the solvent to relax after hopping is complete, once the subsequent MD segment resumes. This is different from QM-based descriptions, where hopping and reorientation of the surrounding water occur in unison.\textsuperscript{8, 13, 31} The end result is the same as with the strategy used here, i.e., the proton has been transferred and it has attained a relaxed solvent shell.

\textbf{Figure 1.} Proton hopping algorithm developed in this work. (A) $\text{H}_3\text{O}^+$ with its three nearest-neighbor waters prior to proton hopping. (B) Electrostatic selection of proton acceptor based on $V_i$ energies as described in the text. The most favorable acceptor is highlighted in blue. (C) Newly formed Eigen complex immediately after proton hopping. Non-participating water molecules are shown as lines. Dashed lines represent H-bonds, with numbers that indicate O$\cdots$H distances in nm.
Hopping was performed by moving the proton from H$_3$O$^+$ to the $V_i$-selected H$_2$O acceptor (Figure 1C). This was done by leaving both oxygen positions unchanged, and by placing the transferred proton on the O axis. Then, the remaining atoms were repositioned to regenerate proper H$_3$O$^+$ and H$_2$O geometries while ensuring that existing H-bonds with the surrounding water were retained as much as possible (Figures 1C, S4).

**Proton Hopping Bursts along Water Wires.** The preceding section focused on H$_3$O$^+$ hopping to an adjacent water molecule. Interestingly, it has been shown that proton transfer can also occur in “bursts” that involve sub-ps hopping over several H$_2$O along a water wire. These bursts are followed by “rest” periods of several ps without hopping. We incorporated the possibility of such concerted proton transfer events into our model, using the parameter $n_{\text{hopmax}}$ to indicate the maximum number of hops during a burst. AIMD and MS-EVB data suggest $n_{\text{hopmax}} = 5$, and hence we used this value throughout the current work. In agreement with previous investigations, many bursts in our simulations terminated before reaching this maximum value (see Model Parameters).

To simulate hopping over multiple water molecules, we subjected each H$_3$O$^+$ to the procedure of Figure 1 several times in a row. Figure 2A exemplifies one of these bursts, with proton transfer along five H-bonded H$_2$O (see Figure S5 for additional details). These events are consistent with the accepted view of the Grothuss mechanism (Scheme 1). If applied without modification, the electrostatic selection of Figure 1 would favor back-and-forth transfer between the same donor/acceptor pair. For our simulations, such “proton rattling” is unproductive because it contributes little to the net translation of H$_3$O$^+$, making it difficult to match the experimentally determined diffusion coefficient (for details, see Model Parameters). To remedy
this problem we modified the acceptor selection process such that immediate back-and-forth transfer was excluded.

The electrostatic selection strategy of Figure 1 ensures that Grotthuss bursts are subject to other charges in the system. This is illustrated in Figures 2B/C, where the proton trajectory is altered by insertion of a $\text{Na}^+$. In the unmodified system, start and end of this particular trajectory are close together (Figure 2B). The presence of a $\text{Na}^+$ forces the $\text{H}_3\text{O}^+$ on a different path that ends with the two ions being far apart. This behavior reflects the repulsion between the two positive charges.
Figure 2. (A) Grotthuss diffusion of $\text{H}_3\text{O}^+$ along a water wire consisting of five $\text{H}_2\text{O}$. The top left panel illustrates the situation prior to proton hopping, with H-bonds (dashed lines, with bond distances in nm) along the chain of acceptor $\text{H}_2\text{O}$ molecules. Subsequent panels show proton hopping along this water wire. (B) Water wire after proton hopping from “start” to “finish” during one burst. (C) Same as panel B, except that one $\text{Na}^+$ was added into the system. For all data in this figure the orientation of background water molecules (sticks) remained unchanged. $\text{H}_3\text{O}^+$ is highlighted with a “+” symbol in each panel. The data were generated in a droplet with 2 nm radius.

Implementation Details. Simulations were performed using Gromacs 2020.4 with leapfrog integration.\textsuperscript{78} Initial droplets were generated by carving a water cube into a sphere with user-defined radius. $\text{H}_3\text{O}^+$ or $\text{Na}^+$ were inserted into these initial droplets in random positions. Following steepest descent energy minimization, the temperature was raised to 300 K or 370 K over 200 ps, before commencing production runs. Droplets were simulated for up to 40 ns in a vacuum environment without cutoffs for electrostatic or Lennard-Jones interactions.\textsuperscript{63} Temperature control was achieved using the Nosé-Hoover thermostat.\textsuperscript{85} As is customary for many MD simulations,\textsuperscript{79} high frequency vibrations were eliminated by constraining O-H covalent bonds via the SETTLE\textsuperscript{86} and LINCS\textsuperscript{87} algorithms for $\text{H}_2\text{O}$ and $\text{H}_3\text{O}^+$, respectively. The constraints permitted a relatively long integration step (2 fs), which is a key requirement for tackling the system size and time windows that are of interest for the current work. The absence of constraints would have required an integration step of 0.5 fs or less, extending the wall clock time at least four-fold.\textsuperscript{79} Rayleigh charge calculations for water at 370 K were performed using a surface tension of 0.05891 N m$^{-1}$.\textsuperscript{18} Effective droplet radii were calculated from the droplet mass using a density of 1 g cm$^{-3}$. Charmm36 Lennard-Jones parameters\textsuperscript{88} were used for $\text{Na}^+$ ($\sigma = 0.251367$ kJ mol$^{-1}$ and $\epsilon = 0.19623$ nm).

The simulations were coordinated by a bash script that alternated between Gromacs run segments of duration $\Delta t_{\text{hop}}$, and an in-house Python program that performed the Grotthuss events of Figures 1 and 2. A Gromacs-generated coordinate (.gro) file served as input for this Python program, resulting in $n_{\text{hop}} = 5$ output .gro files that represent successive stages of proton
hopping bursts. All H$_3$O$^+$ were allowed to finish their first hopping event, before proceeding to the second round of hopping etc., until $n_{\text{hopmax}} = 5$ was reached. A hop was not executed if the H O distance was greater than hop$_{\text{cutoff}}$, and no further hopping attempts were made for the corresponding H$_3$O$^+$ in that particular burst because the water wire was considered to be broken.$^{32}$ To speed up the simulations, the bash script called an in-house Fortran program in 80 ps intervals to eliminate evaporated molecules that had moved more than 15 nm from the droplet center, similar to earlier ESI simulations.$^{63}$

**Results and Discussion**

The previous sections outline a strategy for Grotthuss MD simulations. Our technique involves short MD segments during which covalent bonds remain intact and all components undergo Brownian motion. These MD segments are interspersed with Grotthuss bursts during which H$_3$O$^+$ hop along H-bonded water wires (Figure 1, 2).

**Model Parameters.** As a first step, we had to choose numerical values for the two adjustable parameters, $\Delta t_{\text{hop}}$ (the duration of MD segments between proton hopping bursts) and hop$_{\text{cutoff}}$ (the maximum allowed H⋯O distance for each hopping event). Initial clues were taken from the literature. (1) The average interval between proton hops has been suggested to be $\Delta t_{\text{hop}} \approx 1$-2 ps, but this value assumes that hopping takes place as isolated donor $\rightarrow$ acceptor transfer events.$^{3, 89, 90}$ When considering that hopping can occur in bursts across up to $n_{\text{hopmax}} = 5$ waters,$^{14, 33, 36}$ somewhat longer $\Delta t_{\text{hop}}$ values should be adequate. Also, longer $\Delta t_{\text{hop}}$ values are beneficial for our method, because they reduce computational overhead (including Gromacs grompp and mdrun operations$^{79}$), keeping in mind that these operations have to be executed every few ps at the
beginning of each MD segment. (2) Proton transfer is facile if donor and acceptor are in tight H-bonding contact, i.e., ~0.17 nm for “special pair” contacts (Figure S2).8, 14, 35, 36, 42-44 For longer distances, the chances of a successful hopping event decrease.26, 91, 92 This implies that hop_cutoff will have to be chosen somewhat larger than 0.17 nm.

How can the two aforementioned values be selected? A key benchmark that has to be reproduced in Grotthuss MD simulations is the experimental proton diffusion coefficient \(D = 0.0093\) nm\(^2\) ps\(^{-1}\) at 300 K.18 \(D\) can be determined by tracking the mean square displacement (msd) of a molecule using the relationship \(msd(t) = 6Dt\).38, 42, 93 We conducted simulations where a H\(_3\)O\(^+\) was initially placed in the center of a \(r = 4\) nm droplet. Multiple runs were performed with various parameter combinations. We settled on \(\Delta t_{\text{hop}} = 4\) ps and hop_cutoff = 0.25 nm (with \(n_{\text{hopmax}} = 5\) taken from the literature14, 33, 36). Grotthuss MD simulations with these parameters yielded \(D = 0.0092\) nm\(^2\) ps\(^{-1}\), in close agreement with the experimental value (0.0093 nm\(^2\) ps\(^{-1}\), Figure 3A).18 Figure 3B shows the probability that \(n = 1, \ldots n_{\text{hopmax}}\) hops occur during a Grotthuss burst under these conditions. Consistent with AIMD results,33 this distribution has its maximum at \(n = 1\).

The 0.25 nm hop_cutoff is somewhat longer than the ~0.17 nm H\(_2\)O distance of an ideally positioned donor-acceptor “special pair” (Figure S3). The hop_cutoff value used here is nonetheless reasonable, considering that our algorithm does not perform solvent relaxation until after a burst is complete (Figures 2, S5). By allowing \(n > 1\) proton hopping to proceed even for slightly unfavorable donor-acceptor geometries, our algorithm compensates for this delayed solvent relaxation. As noted earlier, solvent relaxation during proton transfer would dramatically reduce the calculation speed, precluding the application of our method to large systems and long time scales. The relatively high \(n = 5\) peak in Figure 3B is somewhat surprising; it reflects the fact that some water wires happen to be in orientations that provide < 0.25 nm hopping distances throughout the entire burst.
We do not claim that the numerical values chosen for $\Delta t_{\text{hop}}$ and $\text{hop}_{\text{cutoff}}$ are unique. Equivalent diffusion behavior would presumably be obtained with shorter $\Delta t_{\text{hop}}$ and a correspondingly smaller $\text{hop}_{\text{cutoff}}$. However, such an approach would significantly increase the computational cost of our simulations, as discussed earlier. The parameters used here yield the proper value of $D$ while maintaining computational efficiency.

**Figure 3.** Diffusion simulations of single ions in water droplets (4 nm radius, ~9000 water molecules, 300 K) under different conditions. (A) $\text{msd}$ vs. time. Dots represent the average of 50 independent runs for each condition, with regression lines from which diffusion coefficients can be determined. Red filled circles: $\text{H}_3\text{O}^+$ with Grotthuss diffusion ($t > 52$ ps data were excluded because of confinement effects at the droplet surface). Blue open circles: $\text{Na}^+$. Pink open circles: $\text{H}_3\text{O}^+$ without Grotthuss diffusion. (B) Probability distributions, showing the number of proton hops during Grotthuss bursts. (C) - (E): Representative trajectories under the three conditions of panel A. Each panel shows the initial droplet, as well as the ion positions in 4 ps intervals over 200 ps.
Simulations were also conducted on droplets containing one Na\(^+\), an ion that only undergoes Brownian motion. Those simulations yielded \(D = 0.0012\, \text{nm}^2\, \text{ps}^{-1}\), close to the Na\(^+\) literature value of 0.0013 nm\(^2\) ps\(^{-1}\) (Figure 3A).\(^{18}\) These Na\(^+\) data do not involve any adjustable parameters, thereby attesting to the appropriateness of the water environment and the diffusion tests used here.

For illustrative purposes we also simulated H\(_3\)O\(^+\) without Grotthuss diffusion, which resulted in \(D = 0.0019\, \text{nm}^2\, \text{ps}^{-1}\). This result is almost five times smaller than the actual proton diffusion coefficient (0.0093 nm\(^2\) ps\(^{-1}\)),\(^{18}\) highlighting how essential it is to include Grotthuss diffusion in H\(_3\)O\(^+\) simulations. The dramatically different behavior under the three scenarios explored here is further highlighted in the trajectory snapshots of Figure 3. Grotthuss diffusion allows H\(_3\)O\(^+\) to rapidly traverse long distances (Figure 3C), while movement is much more limited for ions that only undergo Brownian motion (Figure 3D, E).

As an additional test, we performed Grotthuss MD simulations under conditions where the H\(_2\)O acceptor molecule in H\(_3\)O\(^+\) \(\cdot\) 3H\(_2\)O was randomly selected during each hopping step. With otherwise identical parameters, this random selection yielded \(D = 0.0134\, \text{nm}^2\, \text{ps}^{-1}\) (Figure S6), 46% larger than the proper value (0.0092 nm\(^2\) ps\(^{-1}\)) associated with the electrostatic procedure of Figure 1. More importantly, random selection fails to ensure that hopping protons respond to attractive and repulsive forces caused by other charges in the system (Figure 2B, C). All Grotthuss MD data discussed below were therefore generated by applying the electrostatic selection method of Figure 1.

**Evaporation of Charged Water Droplets.** As noted in the Introduction, electrosprayed water droplets represent an area of particular interest. ESI progeny droplets that release gaseous analyte ions have radii of a few nm and they are highly charged, mainly by excess H\(_3\)O\(^+\).\(^{57}\) Mass
spectrometers employ droplet heating to speed up evaporation. To mimic such conditions, we performed Grotthuss MD simulations at 370 K on droplets with 5 nm radius (~17000 H₂O) and an initial 40+ charge which corresponds to the Rayleigh limit. The focus of the current study is on the H₃O⁺ behavior, therefore, our simulated droplets did not include any analytes. Grotthuss MD snapshots for a H₃O⁺ containing droplet are shown in Figure 4A. During the 40 ns simulation window the droplets shrank significantly as a result of water evaporation, while maintaining a roughly spherical shape. This was accompanied by occasional H₃O⁺ ejection (Figure 4B).
Figure 4. Evaporation and charge loss kinetics for water droplets with an initial radius of 5 nm and an initial 40+ charge at 370 K. (A) Snapshots from a Grotthuss MD simulation on a droplet charged with H$_3$O$^+$. (B, C) Composition of the droplet from panel A vs. time. (D, E) Droplet containing Na$^+$. (F, G) Droplet containing H$_3$O$^+$ without Grotthuss MD. Panels along the bottom display the droplet charge $z_d$ relative to the Rayleigh charge $z_R$. Colored dashed lines display $z_d / z_R$ averages, calculated from three independent MD runs for each condition (see also Figure S7).
Throughout this evaporation/charge ejection process, the droplet charge $z_d$ of the Grotthuss MD runs stayed relatively close to the Rayleigh limit $z_R$. The average $z_d / z_R$ ratio was $0.81 \pm 0.05$, with a slight decrease during the 40 ns simulation window (Figure 4C). MD runs on droplets charged with Na$^+$ showed evaporation kinetics that resembled these Grotthuss MD data (Figure 4D). The relative charge of the Na$^+$ droplets remained slightly higher ($z_d / z_R = 0.91 \pm 0.04$, Figure 4E) than that of the Grotthuss MD H$_3$O$^+$ droplets. For H$_3$O$^+$ droplets that were simulated without Grotthuss MD (Figure 4F), the average $z_d / z_R$ was $0.87 \pm 0.05$ (Figure 4G).

The zigzag appearance of the MD-generated $z_d / z_R$ profiles in Figures 4C,E,G is reminiscent of experimental phase Doppler anemometry data. These profiles reflect the interplay between cohesive interactions within the droplets (mainly H-bonds), and destabilizing charge-charge repulsion among the excess ions. Upward segments of each zigzag profile correspond to solvent evaporation at constant $z_d$, rendering the droplet more and more labile as it approaches $z_R$. Sudden downward transitions reflect ion ejection that temporarily stabilizes the droplet by reducing charge-charge repulsion. As seen in Figure 4, these evaporation/ejection events repeat multiple times throughout the droplet life cycle. Experiments have shown that the regime where droplets eject charge depends on the ion type and the solvent properties, ranging from $z_d / z_R \approx 0.6$ to $1.2$. The $z_d / z_R$ regime seen in our simulations is therefore entirely reasonable (Figures 4C,E,G, see Figure S7 for additional data). In summary, it is gratifying that the $z_d / z_R$ behavior associated with the droplet evaporation (Figure 4C, E, G) is consistent with a wide range of experimental data.

**Charge Ejection.** Ion ejection from charged droplets has been studied extensively. The framework that describes these events is the ion evaporation model (IEM). Most IEM investigations have focused on metal ions that are ejected with a residual solvent shell. The Na$^+$ droplets studied
here displayed numerous such IEM events, where a Na$^+$ approached the droplet surface, formed a small surface protrusion, and subsequently left the droplet bound to a few H$_2$O (Figure 5D-F).

To the best of our knowledge, IEM events of H$_3$O$^+$ under conditions that consider Grotthuss diffusion have not been computationally explored yet. Our Grotthuss MD simulations exhibited an interesting behavior. Similar to Na$^+$, ejection of H$_3$O$^+$ started when an ion approached the droplet periphery and formed a small surface protrusion (Figure 5A). Unlike for Na$^+$, the occurrence of a Grotthuss burst at this stage can rapidly propel the H$_3$O$^+$ to the tip of the protrusion (Figure 5B) from where it leaves the droplet bound to $\sim$6 waters (Figure 5C). Thus, during the IEM ejection of H$_3$O$^+$, surface protrusions can act as water wires. Grotthuss migration toward the wire tip is driven by the electrostatic repulsion between the H$_3$O$^+$ and the remaining droplet charge. These IEM events are analogous to proton translocation along single-file water chains, as seen previously for smaller systems using AIMD, MS-EVB, and reactive force field simulations.

The rapid Grotthuss transfer of H$_3$O$^+$ to the tip of aqueous surface protrusions facilitates ion ejection, providing an explanation for why H$_3$O$^+$ droplets undergo IEM events at slightly lower $z_d / z_R$ than Na$^+$ droplets (Figure 4C, E). An additional contributor to these $z_d / z_R$ differences is the fact that Na$^+$ is more highly solvated (with a Na$^+$ · 6H$_2$O first shell) compared to H$_3$O$^+$ where the first solvation shell only comprises three H$_2$O (Figure 1A). However, this different solvation behavior is a minor factor, as seen by comparing the $z_d / z_R$ regime of the Na$^+$ droplets with those of non-Grotthuss H$_3$O$^+$ data (Figure 4E, G).
Figure 5. Illustration of charge carrier IEM ejection from aqueous nanodroplets. (A-C) Grotthuss MD of a H$_3$O$^+$ containing droplet, resulting in a 31$^+$ → 30$^+$ transition. Curved arrows in panel A indicate covalent bond rearrangements as in Scheme 1; water molecules participating in this Grotthuss chain are highlighted. (D-F) MD simulation of a Na$^+$ containing droplet, resulting in a 34$^+$ → 33$^+$ transition. The “+” signs in each panel highlight the ion that is being ejected.

H$_3$O$^+$ Surface Affinity in Singly Charged Small Clusters. Earlier investigations suggest that small water clusters containing a single H$_3$O$^+$ preferentially have this ion located at the surface.$^{37, 40, 101, 102}$
This surface affinity has been attributed to the low electron density of the H$_3$O$^+$ oxygen, which renders this atom unable to participate in H-bonding. H$_3$O$^+$ therefore only binds three waters (Figure 1A), whereas H$_2$O can form four H-bonds with its aqueous environment. The overall number of H-bonds in a small cluster is maximized by placing the H$_3$O$^+$ at the cluster surface, with the oxygen pointing toward the vapor phase. Experimental verification of this H$_3$O$^+$ surface affinity comes from IR spectroscopy on cryogenic clusters, specifically H$_3$O$^+$(H$_2$O)$_{20}$. To explore the behavior of such small cryogenic systems, we performed Grotthuss MD on H$_3$O$^+$(H$_2$O)$_{20}$ at 300 K with subsequent cooling to 1 K. The resulting cluster structure was very similar to the IR-derived data, with H$_3$O$^+$ at the cluster surface and the H$_3$O$^+$ oxygen pointing toward the vapor phase (Figure S8). It is reassuring that our simulations reproduce the experimental behavior as well as the AIMD predictions. In contrast to the high surface affinity of H$_3$O$^+$, cryogenic clusters containing a single metal cation favor interior charge carrier positions.

**Radial Positioning of H$_3$O$^+$ in Highly Charged Large Droplets.** We now return to the highly charged 370 K droplets of Figures 4 and 5, focusing on spatial ion distributions. Radial distribution functions (RDFs) generated under the three simulation conditions were relatively similar (Figure 6A-C). All RDFs had a broad maximum close to the droplet periphery, with ion population densities that gradually decreased toward the droplet center. None of the three conditions produced a scenario where charge carriers were confined to the droplet surface. Previous droplet simulations involving Na$^+$ and other non-Grotthuss ions produced RDFs consistent with those of Figure 6B, although the RDFs depend somewhat on the ion type and the MD conditions used.

Close examination of the RDFs in Figure 6 reveals subtle differences. Of the three scenarios, the Grotthuss MD droplets had their H$_3$O$^+$ RDF maximum closest to the surface, at $r \approx 4.3$ nm. The Na$^+$ value was 4.0 nm, and for non-Grotthuss H$_3$O$^+$ it was 4.1 nm (dashed lines in Figure 6).
Grotthuss MD, H$_3$O$^+$ thus retained a somewhat elevated surface affinity, although the effect was less pronounced than for small cryogenic clusters (Figure S8).

Why is the H$_3$O$^+$ surface affinity lower in the large 370 K droplets? Several factors can be considered. (1) Elevated temperature enhances the Boltzmann population of high energy states, allowing the droplets to sample more of their conformational space. (2) The H$_3$O$^+$ surface affinity in small clusters is linked to a specific orientation where the hydronium oxygen points away from the center. Maintaining such a stable orientation in the highly dynamic water environment at 370 K is not feasible. Moreover, the large positive droplet charge disfavors surface dipole orientations where the hydronium oxygen points away from the positive droplet interior. (3) The first solvation shell of ions such as H$_3$O$^+$ and Na$^+$ is surrounded by additional solvation layers, provided that enough solvent molecules are available. Assembly of these extended solvation motifs in the bulk-like interior of the droplet is more facile than at the surface, thereby favoring ion positions that are not directly at the liquid-vapor interface. The combination of these factors causes H$_3$O$^+$ to partially penetrate into the droplet interior under the conditions of Figure 6A, instead of being confined to the surface as in the small cryogenic cluster of Figure S8. The lower H$_3$O$^+$ surface affinity at 370 K seen in our work is consistent with temperature-dependent MS-EVB simulations (see Fig. 7B in ref.106).
Figure 6. Radial distribution functions (RDFs) describing the composition of charged droplets over the 0 – 4 ns time window at 370 K, following 200 ps of equilibration. Initial droplet radius = 5 nm, initial charge 40+. (A) Droplets containing H$_3$O$^+$, using Grotthuss MD. (B) Droplets containing Na$^+$. (C) Droplets containing H$_3$O$^+$ without Grotthuss MD. The data shown here are the average of three independent runs for each condition. Vertical dashed lines indicate approximate peak maxima for charge carrier distributions, calculated as the weighted average of the eleven highest intensity points.
**Droplet Surface Charge.** Much of the ESI literature has assumed that excess charge carriers reside in a thin layer on the droplet surface.\textsuperscript{57, 95, 97, 107} This notion is based on Gauss’ Law which states that excess charge on an isolated conductor will move entirely to the conductor surface.\textsuperscript{108} At first sight, this surface charge paradigm\textsuperscript{57, 95, 97, 107} appears to contradict the data of Figure 6 and previous studies,\textsuperscript{64, 73, 105} where excess ions were found to reside throughout the droplet where solvation is more favorable than on the surface. This conundrum was resolved by noting that water and other dipolar solvent molecules align themselves such that the net droplet charge is projected to the surface. Thus, it is the positive ends of orientationally polarized solvent molecules that constitute the surface charge, rather than the excess ions themselves.\textsuperscript{73, 105, 109}

It is interesting to examine if this charge projection scenario\textsuperscript{73, 105, 109} also holds for H\textsubscript{3}O\textsuperscript{+} droplets under Grotthuss MD conditions. One way to determine the charge distribution in a droplet is by mapping its electrostatic potential $\phi(r)$, and by comparing the result with theoretical $\phi(r)$ profiles. Any sphere with radius $R$ and net charge $Q$ has an exterior ($r > R$) potential $\phi(r) = kQ/r$, with $k = (4\pi\varepsilon_0)^{-1}$. The interior $\phi(r)$ depends on the spatial charge distribution. Figure 7A illustrates the case where $Q$ is uniformly distributed throughout the volume of the sphere, with $\phi(r) = kQ/2R \times (3 - r^2/R^2)$ for $r \leq R$. In contrast, if $Q$ resides entirely on the surface $\phi(r) = kQ/R = \text{constant}$ for $r \leq R$ (Figure 7B).\textsuperscript{108}

$\phi(r)$ profiles of MD droplets can be calculated by adding the contributions of all atomic charges.\textsuperscript{105} When applying this procedure to Grotthuss MD H\textsubscript{3}O\textsuperscript{+} droplets (Figure 7C), we found a $\phi(r)$ profile virtually identical to that of Figure 7B. It can be concluded that the Grotthuss MD droplets carry their entire charge on the surface, although many of the H\textsubscript{3}O\textsuperscript{+} reside in the interior (Figure 6A). As previously discussed for other ions,\textsuperscript{73, 105, 109} this phenomenon arises from orientational polarization of the solvent, which projects the interior droplet charge to the surface.
The same behavior was seen for droplets containing Na\(^+\) (Figure 7D), and for H\(_3\)O\(^+\) droplets under non-Grotthuss conditions (Figure 7E). Hence, the ability of H\(_3\)O\(^+\) to rapidly switch positions by hopping along water wires does not interfere with charge projection to the droplet surface.

**Figure 7.** Electrostatic potential \(\phi(r)\) in spherical systems that carry a 34\(^+\) charge. (A) Sphere with a uniformly charged interior. (B) Sphere that has its entire charge on the surface. (C) Aqueous droplet containing H\(_3\)O\(^+\) with Grotthuss MD. (D) Droplet containing Na\(^+\). (E) Droplet containing H\(_3\)O\(^+\) without Grotthuss MD. Colored profiles in panels C-E represent MD data; also included in these panels is the “surface charge” \(\phi(r)\) from panel B (black). Shown along the right are cartoons or MD structures corresponding to the \(\phi(r)\) data. Droplet profiles were generated by averaging five MD frames around 3 ns. \(\phi(r)\) calculations used charge in e, distances in nm, and \(k = 1\).
Conclusions

The Grotthuss MD technique developed in this work allows simulations on systems that are out of reach for high-level computational methods, significantly expanding the accessible system size and time window. It was not our goal to provide a first-principles description of proton dynamics, an area that requires more intricate techniques such as AIMD, QM/MM, and MS-EVB simulations. Instead, we aimed to devise a simple approach that mimics the end result seen with those high-level techniques, i.e., the ability of H$_3$O$^+$ to hop along H-bonded water wires. The key features of our method are that it reproduces the experimentally observed proton diffusion coefficient, while accounting for the fact that the hopping direction is governed by electrostatic interactions with other charges in the system. As an added bonus, the method developed here can be readily used in conjunction with the popular Gromacs MD package.

Our model involves two parameters ($\Delta t_{\text{hop}}$ and $\text{hop\_cutoff}$) that were adjusted to reproduce the extremely high proton diffusion coefficient observed in experiments. One may ask if the chosen values render other aspects of the model physically unreasonable. Luckily, this is not the case. One critical test concerns the droplet charge. With the chosen parameters, H$_3$O$^+$ can rapidly hop to the tip of surface protrusions, with subsequent IEM ejection (Figure 5A-C). It might have been expected that this behavior causes the droplets to lose charge very quickly, resulting in $z_d / z_R <\ll 1$. However, such aberrant effects were not observed in our simulations. Instead, the shrinking H$_3$O$^+$ droplets remained close to the Rayleigh limit, only slightly below the Na$^+$ containing systems (Figure 4C, E) and consistent with experiments. Also, the TIP4P/2005 framework reproduced the H$_3$O$^+$ equilibrium solvation dynamics quite well (Figures S2, S3), and it captured the surface affinity of H$_3$O$^+$ in small cryogenic clusters (Figure S8). All these features serve to validate the strategy used here.
An area that is gradually being conquered by computational chemists are simulations of ESI droplets, and the release of analyte ions into the gas phase.\textsuperscript{63-72} Although excess protons play a key role during ESI, none of the previous modeling studies considered Grotthuss diffusion in a realistic fashion. Instead, most earlier ESI simulations focused on droplets charged with metal ions such as Na\textsuperscript+ that can be treated with standard force fields. Luckily, the results of this work indicate that much of the overall droplet behavior is retained when comparing droplets charged with metal ions, and H\textsubscript{3}O\textsuperscript+ droplets with Grotthuss diffusion. Both scenarios show solvent evaporation and IEM ejection close to the Rayleigh limit, and both share similar internal ion distributions. It therefore seems that many of the insights and ion formation mechanisms deduced from metal-containing droplets will still hold under conditions that incorporate H\textsubscript{3}O\textsuperscript+ with Grotthuss diffusion.

Some additional developments will be required before Grotthuss MD can be applied to ESI scenarios that match typical experimental conditions. Specifically, one has to ensure the participation of analytes and solvent additives such as ammonium acetate\textsuperscript{57} in proton hopping, subject to the corresponding pK\textsubscript{a} values and hopping rates. It should be relatively straightforward to expand the concepts presented here to such more complex acid/base chemistries. Finally, although the focus of the current work was on droplets, it will be possible to extend Grotthuss MD simulations to bulk systems with periodic boundary conditions. Work in these directions is currently ongoing and will be reported elsewhere.

**Supporting Information.** Figure S1: Details of H\textsubscript{2}O and H\textsubscript{3}O\textsuperscript+ models. Figure S2: Special pair dance in (H\textsubscript{3}O\textsuperscript+ ⋅ 3H\textsubscript{2}O). Figure S3: Hydrogen bond distances in (H\textsubscript{3}O\textsuperscript+ ⋅ 3H\textsubscript{2}O). Figure S4: Details of H\textsubscript{3}O\textsuperscript+ + H\textsubscript{2}O → H\textsubscript{2}O + H\textsubscript{3}O\textsuperscript+ proton hopping algorithm. Figure S5: Example of two subsequent proton hopping events. Figure S6: Grotthuss diffusion with electrostatic vs. random acceptor
selection. Figure S7: Relative droplet charge vs. time for various conditions. Figure S8: H$_3$O$^+$ [H$_2$O]$^{10}$ structures.
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